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Preface

This book represents a collection of lectures given at Williams College
on Physical Chemistry.

Now a days we continually use techniques that depend on thermody-
namic principles. For example you may want to measure the molecular
mass of a macromolecule by osmotic pressure measurements. All you
observe is a pressure di�erence, but this di�erence can be quantitatively
interpreted to yield an average molecular mass.

To use physical techniques intelligently you must understand their
physical-chemical foundations.

v
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Chapter 1

First Law of

Thermodynamics

1.1 De�nitions

1.1.1 Introduction

Thermodynamics is based in three fundamental macroscopic laws. These
laws, which are a consequence of experimental observations, deal with
energy conservation, transformation and/or the possibility of a process
to happen. Before we discuss the laws of thermodynamics and its im-
plications, we are going to de�ne a number of concepts widely used in
Physical Chemistry.

1.1.2 Basic Concepts

For a physical chemist, the precise object of study is called the System.
It may be a gas in a piston, a liquid, a solid, a chemical reaction, or any
combination of these. As a condition, the System has to be composed
of a large number of individual microscopic components. One could
say that a system is a particular segment of the Universe , which is
the object of interest. The remaining of the Universe is de�ned as the
Surroundings. In other words

System + Surroundings = Universe : (1:1)

1



2 CHAPTER 1. FIRST LAW OF THERMODYNAMICS

A system is characterized by di�erent macroscopic properties. For
example the most common are: volume, pressure and temperature.
One of the easiest to measure is the volume of the system. Next, the
pressure is calculated by measuring the force applied to the system per
unit are. For instance we use a manometer.

In the case of temperature we recall the Zeroth Law of Thermody-
namics: If systems A and B are in thermal equilibrium and systems B
and C are in thermal equilibrium then systems A and C are in thermal
equilibrium. This law is independent of the composition of the sys-
tems and implies the existance of a property called temperature. The
concept of temperature is derived from our feeling of hot and cold and
whose gradient indicate the direction of heat 
ow in the case of thermal
contact.

The Zeroth Law allow us to select from any material and property
which is nonitored and assure us that the same reading will be obtained
for any system with the same temperature. But, the numerical value
of a temperature to a selected property is arbritary. Thus we have to
adopt a scale. For example the Celsius scale, wher we select 0 �C to the
freezing point of water and 100 �C to the boiling point. In the case of
liquid thermometers we observe a di�erent expansion behavior and as
a consequence, di�erent thermometers show di�erent numerical value
of the temperature.

Nevertheless, any system with a measurable property that varies
monotonically with temperature and that gives reproducible values of
the measured property when the temperature is cycled (i.e. the prop-
erty does not exhibits hysterisis) can be used as a thermometer. There-
fore, our approach to temperature will be described by how tempera-
ture is measured. Thus, we have introduced the temperature concept
in operational terms. although the fundamental basis of the tempera-
ture concept is subtle, the measurement of temperature is simple and
straight forward.
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1.3 Thermodynamic Relations

1.3.1 Basic Relations

Consider the temperature as a function of volume and pressure, i.e.
T(v,P). Thus, the di�erential in T is given byfr1g

dT =

 
@ T

@ V

!
P

dV +

 
@ T

@ P

!
V

dP : (1:2)

On the other han, one could measure the volume and the temperature.
These measurementds will yield the pressure as a function of volume
and temperature i.e. P(V,T). Hence, the di�erential change in pressure
is given by:fr2g

dP =

 
@ P

@ V

!
T

dV +

 
@ P

@ T

!
V

dT : (1:3)

From Eq.(1.3), we obtain an expression for dT given by:fr3g

dT = �
�
@ P
@ V

�
T�

@ P
@ T

�
V

dV +
1�

@ P
@ T

�
V

dP : (1:4)

If now we compare Eqs. (1.2) and (1.4), we �ndfr4g

 
@ T

@ P

!
V

=
1�

@ P
@ T

�
V

(1:5)

fr5g  
@ T

@ V

!
P

= �
�
@ P
@ V

�
T�

@ P
@ T

�
V

: (1:6)

From Eq. (1.6) we getfr6g

 
@ T

@ V

!
P

 
@ P

@ T

!
V

1�
@ P
@ V

�
T

= � 1 ; (1:7)

butfr7g
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1�
@ P
@ V

�
T

=

 
@ V

@ P

!
T

: (1:8)

Therefore, Eq. (1.7) reduces to: fr8g

 
@ T

@ V

!
P

 
@ P

@ T

!
V

 
@ V

@ P

!
T

= � 1 : (1:9)

Equation (1.8) can be related to the constant pressure coe�cient of
thermal expansion �, fr9g

� =
1

V

 
@ V

@ T

!
P

; (1:10)

and the isothermal compressibility � , fr10g

� = � 1

V

 
@ V

@ P

!
T

: (1:11)

From Eq. (1.7) a relation is obtained if we �rst solve for (@P=@T )V
and use the following relation: fr11g

 
@ V

@ T

!
P

=
1�

@ T
@ V

�
P

: (1:12)

Therefore fr12g

 
@ P

@ T

!
V

= �
�
@ V
@ T

�
P�

@ V
@ P

�
T

(1:13)

and using � and �, we get fr13g

 
@ P

@ T

!
V

=
�

�
: (1:14)

Equation (1.14) relates a partial derivative with experiemntally mea-
surable quantities.
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1.3.2 CP � CV

In previous discussion, we intuitively predict that CP should be greater
than CV . Now with the help of partial derivatives, we can obtain a
general expression involving the speci�c heat capacities. We start with
an expression of CPfcv1g

CP =

 
@H

@T

!
P

(1:15)

But we know thatfcv2g

H = U + PV (1:16)

thus, Eq. (3.23) reduces tofcv3g

CP =

 
@U

@T

!
P

+ P

 
@V

@T

!
P

: (1:17)

From previous discussion we knowfcv4g  
@U

@T

!
P

=

 
@U

@T

!
V

+

 
@U

@V

!
T

 
@V

@T

!
P

(1:18)

Sincefcv5g

CV =

 
@U

@T

!
V

(1:19)

we can reduce Eq.(3.25) tofcv6g

 
@U

@T

!
P

= CV +

 
@U

@V

!
T

 
@V

@T

!
P

(1:20)

Sustittution of Eq. (3.31) in Eq. (3.25) yieldsfcv7g

CP � CV =

"
P +

 
@U

@V

!
T

#  
@V

@T

!
P

: (1:21)

Also, we could provefcv8g  
@U

@V

!
T

= T

 
@P

@T

!
V

� P : (1:22)



1.3. THERMODYNAMIC RELATIONS 7

With the help of Eq.(3.33), we getfcv9g

CP � CV = T

 
@V

@T

!
P

 
@P

@T

!
V

: (1:23)

Now, we use Eq.(1.10) and (1.14) to obtain a relation among mea-
surable quantities fcv10g

CP � CV =
TV �2

�
: (1:24)

Notice that this relation is general and no assumption were made.
Therefore, any thermodynamic system will satify it. In particular, gases
show � > 0. Therefore fcv11g

CP � CV > 0 (1:25)

for gases.
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1.4 Processes with Ideal Gases

1.4.1 Isothermal reversible expansiom

For an isothermal reversible expansion, we found the the work done is
given by the following expression:fp1g

Wrev = � RT ln
�
Vf
Vi

�
: (1:26)

If we consider the following conditions:

Vi = 2.46L
Pi = 10 atm
Ti = 300 K

with Pf = 1 atm and Vf = 24:6 L , the isothermal reversible
work is equal tofppg

Wrev = � 56:7L atm : (1:27)

We also know that for an ideal gasfp2g

�U = n CV �T (1:28)
fp3ag

�H = n CP �T : (1:29)

This means that for an isothermal processfp3bg

�U = 0 (1:30)
fp3cg

�H = 0 ; (1:31)

but from the First Law, we knowfp4g

�U = q + W : (1:32)

This means that for an isothermal processfp5g

q = � W : (1:33)
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1.4.2 Adiabatic reversible expansion

An adiabatic process is de�ned as a process where fp6g

dq = 0 (1:34)

which means no exchange of heat with the Surroundings. Let us
consider the same initial conditions

Vi = 2.46L
Pi = 10 atm
Ti = 300 K

with Pf = 1 atm. For an adiabatic proces we have fp7g

dU = � Pext dV; ; (1:35)

where we have assume only P-V work. If we furthere consider a
reversible process fp8g

dU = � P dV; (1:36)

where P stands for the systems pressure i.e Psys = P = Pext. which
is a function of temperature. On the other hand, we know that fp9g

dU = n CV dT (1:37)

Thus fp10g

n CV dT = � P dV (1:38)

Foe an ideal gas fp11g

n CV dT = � n
RT

V
dV ; (1:39)

or fp12g

Z Tf

Ti
CV

dT

T
= � R

Z Vf

Vi

dV

V
(1:40)

Integration of Eq.(1.40) yields fp13g
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CV ln
�
Tf
Ti

�
= � R ln

�
Vf
Vi

�
: (1:41)

For an ideal gas CV � CV = R, therefore we getfp14g

ln
�
Tf
Ti

�
= �

�
CP

CV
� 1

�
ln
�
Vf
Vi

�
: (1:42)

If we de�ne 
 asfp15g


 � CP

CV

(1:43)

we can reduce Eq.(1.42) tofp16g

ln
�
Tf
Ti

�
= ln

"�
Vf
Vi

�(1�
)#
(1:44)

If now we apply in exponetial function, we get from Eq. (1.44)fp17g

Tf
Ti

=

 
Vi
Vf

!

Vf
Vi

(1:45)

Finally using the ideal gas equation in Eq. (1.45) we getfp18g

Pf V


f = Pi V



i : (1:46)

For an ideal gas CP = 5 R=2 and CV = 3 R=2, therefore 
 = 5=3.
Using this value for the previous initial condition we getfp19g

Pi V
5
3
i = 10 atm (2:46 L)

5
3 = 1 atm V

5
3
f ; (1:47)

orfp20g

Vf = (10)
5
3 2:46 L = 9:79 L: (1:48)

Therefore the �nal temperature isf21g

Tf = 119 K: (1:49)

Thus for an adiabatic process the change in internal energy is given
by:f22g

�U = W = CV = CV (Tf � Ti) = � 22:2 L atm: (1:50)
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1.4.3 Adiabatic irreversible expansion

Using the same initial condition as in the previous subsections, a sudden
change from Pext = 10 atm to Pext = 1 atm will correspond to an
irreversible adiabatic process. In this case the externasl pressure is
held constant at the system's �nal temperature . Since the process is
adiabatic the following relation is sati�ed: f23g

dU = dW = � Pext dV (1:51)

or, since Pext is constant, f24g

�U = � Pext �V: (1:52)

On the other hand, f25g

�U = n CV �T: (1:53)

Thus f26g

n CV (Tf � Ti) = � Pext (Vf � Vi) : (1:54)

Using the ideal gas equation in the left hand side and solving for
Tf , we get f27g

Tf =
CV + R

�
Pext
Pi

�
CV + R

Ti : (1:55)

Using the previous values, we �nd the �nal temperatue and volume

Tf = 192 K
Vi = 15:8 L :

Using these values, we get f28g

�U = CV (Tf � Ti) = wirrev = � 13:3 L atm: (1:56)

We notice that for an adiabatic expansion the work satify the fol-
lowing relation f29g

� Wrev > � Wirrev : (1:57)
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1.4.4 Joule's experiment

In 1845 Joule published the results of an experiment that was designed
to determine wether fj1g 

@ U

@V

!
T

(1:58)

is zero for real gases. In Joule's experimnt, gas is allowed to expand in
to a vacumned container. The gas container was submerged in a water
bath, and the changed in temperature was monitored. Joule found no
detectable change in temperature i.e.fj2g

�T � 0 ; (1:59)

which meant that no exchange of heat between the gas and the sur-
roundigns took place sincefj3g

q = CV �T � 0 : (1:60)

Therefore the gas expanded adiabatically. Also the work donefj4g

W = �
Z
Pext dV = 0; (1:61)

since the external pressure oposing the expansion is zero, Pext = 0.
From this two observations, the change in internal energy is zerofj5g

�U = 0 : (1:62)

Using the di�eretial expresion of Eq. 1.62, dU = 0, we getfj6g

du =

 
@U

@V

!
T

dV +

 
@U

@T

!
V

dT = 0 : (1:63)

Since Joule concludede that the experiement occurred at constant tem-
perature, dT = 0, Eq. 1.63 can be reduced tofj7g

0 =

 
@U

@V

!
T

dV : (1:64)

But, the change in volume is not zero, therefore we concludefj8g
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@U

@V

!
T

= 0 (1:65)

In general the following relation holds:fj9g  
@U

@V

!
T

 
@V

@T

!
U

 
@T

@U

!
V

= � 1 : (1:66)

Moreover we can rearrange Eq. 1.66 into fj10g

 
@T

@V

!
U

= �
�
@U
@V

�
T�

@U
@T

�
V

=

�
@U
@V

�
T

CV
: (1:67)

Using Joule's conclusion, expressed by Eq. 1.65, in Eq. 1.67 we obtain
the following result: fj11g

 
@T

@V

!
U

= 0 : (1:68)

Equation (1.68) states the independance of the temperature on he vol-
ume when the internal energy is held constant. In terms of intermolec-
ular forces, Eq. (1.68) implies the lack of any distance dependent por-
tential energy store in the intermolecular interactions among particles.
In the case of an Ideal gas the lack of any long range interaction implies
that at constant internal energy the temperarure of the system will be
the same independent of its size. A condition that do not hold for real
gases, i.e. the internal energy may not be the same for two systems
with similar composition, temperature but di�erent volume. Although
the temperature is a macroscopic mesure of the kinetic energy, a poten-
tial energy term is distance dependent and therefore volume dependent.

Due to large di�erences in specifc heat capacity between air and
water, Joule's apparatus was unable to detect small changes in tem-
perarure. Modern reproduction of Joule's experiment have detected
temperature changes, fj12g

�TJoule0sxperiment < 2 x 10�5 K : (1:69)

Therefore the relations in Eqs. (1.65) and 1.68 do not hold in general
but only for ideal gases. In other words for real gases fj13g
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@T

@V

!
U

� 0 : (1:70)

The actual concequences of Joule's experiment apllies only to Ideal
gases. In the next subsection we will discuss some of the result obtained
for ideal gases.

1.4.5 Joule's experiment and Ideal gases

One of the most important implications of Joule's experiment is the
relation of between the speci�c heat capacities. From previous results
Eq. (3.32) we havefig1g

CP � CV =

"  
@U

@V

!
T

+ P

#  
@V

@T

!
P

(1:71)

Using one of Joule's results, Eq. (1.69), we can simplify Eq. 1.71 intofig2g

CP � CV = P

 
@V

@T

!
P

: (1:72)

Thus Eq. 1.72 yields the following result for Ideal gases:fig3g

CP � CV = n R ; (1:73)

where n is the number of moles of ideal gas.
Another consequence of Eq. (1.69) can be derived from the di�er-

ential expresision if the internal energy U(T; V ), i.e.,fig4g

dU =

 
@U

@T

!
V

dT = CV dT : (1:74)

Therefore the change in internal energy for an ideal gas is given by:fig5g

�U =
Z Uf

Ui
dU =

Z Tf

Ti
CV dT = CV �T ; (1:75)
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where we have assumed that CV is a constant independent of the tem-
perature. Equation (1.75) states that the as long as the ideal gas man-
tains its temperature, its internal energy does not change.

Now let us consider enthalpy and study the consequence of Joule's
experiment. For example we want to calculatefig6g

 
@H

@P

!
T

=

 
@ (U + PV )

@P

!
T

: (1:76)

Since the partial derivative is aken at constant T, for an ideal gas PV
= nRT is a constant. Therefore fig7g

 
@PV

@P

!
T

= 0 (1:77)

Using this result we can simplify Eq. (1.76) fig8g

 
@H

@P

!
T

=

 
@U

@P

!
T

= �
 
@U

@V

!
T

 
@V

@P

!
T

: (1:78)

From Eq. (1.65) we conclude fig9g

 
@H

@P

!
T

= 0 (1:79)

for an idel gas.The consequence of this result can be obtained by ex-
pressing H as a function of T and P. In this case the total di�erential
of H is given by fig10g

dH =

 
@H

@T

!
P

dT +

 
@H

@P

!
T

dP =

 
@H

@T

!
P

dT ; (1:80)

where we hav eused Eq. (1.79). From this result we can calculate the
change of enthalpy for an ideal gas fig11g

�H =
Z
dH =

Z
CP dT = CP �T (1:81)
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1.5 Real gases

The Van der Waals equation is given by frg1g

P =
R T

Vm � b
� a

V 2
m

; (1:82)

where Vm stands for the molar volume i.e., Vm = V
n
. Equation (1.82)

can be rewrtten asfrg2g

P =
R T

Vm

8<
: 1

1 � b
Vm

� a

RT Vm

9=
; : (1:83)

Assuming b
Vm
� 1 and using the expansionfrg3g

1

1� x =
1X
n=0

xn; (1:84)

we �nd that Eq. (1.83) reduces to the following Virial expansion:frg4g

P =
R T

Vm

(
1 +

�
b � a

RT

� �
1

Vm

�
+ b2

�
1

Vm

�2
+ :::

)
(1:85)

Notice that up to �rst order in 1=Vm, the gas will behave ideally atfrg5g

TB =
a

b

1

R
; (1:86)

where TB is de�ned as the Boyle temperature.

Finally we can express Eq. (1.85) using the Boyle temperature asfrg6g

P =
R T

Vm

(
1 + b

�
1 � TB

T

� �
1

Vm

�
+ b2

�
1

Vm

�2

+ :::

)
(1:87)
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1.6 Thermochemistry

Chemical reactions are associated to a transfer of heat between a Sys-
tem de�ned as the reactants and products and its Surroundings. The
heat evolved or absorbed at constant pressure is called heat of reaction
and equal to the chnage of enthalpy due to the chemical reaction, i. e. ft1g

�Hrxn = qp : (1:88)

In the case of chemical reactions, we classify them in endothermic
if the system gains heat i.e. ft2g

qP > 0 ! endothermic reaction ; (1:89)

or exothermic if the system losses heat, i. e. ft3g

qP < 0 ! exothermic reaction : (1:90)

For example during the combustion of one mole of methane at 1
atm pressure and 25 �C the system will lose 890 kJ, i.e. ft4g

CH4(g) + 2 O2(g) ! CO2(g) + 2 H2O(`) �Hrxn = � 890 kJ :
(1:91)

The heat of a reaction is measured with a calorimeter. The Dewar
Flask is an example of calorimeter at constant pressure, where we can
study ammonium nitrate at 1 atm pressure and 25 � C ft5g

NH4NO3(s) ! NH+
4 (aq) + NO�3 (aq) �Hrxn = 26:2 kJ : (1:92)

The bomb calorimeter measures the heat of a process at constant
volume. Thus, �Urxn is measured in a bomb calorimeter, where we
are able to burn organic compounds. In this case, we still want to
calculate the enthalpy change of the reaction. In order to do so, we use
the general expresion of enthalpy ft6g

�H = �( U + PV ) = �U + �(PV ) : (1:93)

For liquids and solids �(PV ) � 0, thus ft7g
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�Hrx � �Urxn : (1:94)

For gases we haveft8g

�(PV ) = �(n R T ) = nf RTf � ni RTi ; (1:95)

where nf and ni are the number of moles of the gaseous species.
But we also knowft9g

Tf = Ti + �T : (1:96)

Consequently we can rewrite Eq. (1.95)ft10g

�(PV ) = �ngas RTf + ni R �T ; (1:97)

orft11g

�(PV ) = �ngas RTi + nf R �T : (1:98)

Sinceft12g

n R �T << �n RT (1:99)

orft13g

1 kJ � n R �T ; (1:100)

we can approximate the change of enthalpy byft14g

�Hrxn = �Urxn + �ngas RTf : (1:101)
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1.7 Problems

i) Using Eq. (1.87) calculate the work done on a reversible isothermal
expansion.

ii) Consider only the �rst two terms in the Virial expansion and
the following three case: a) T > TB, b)T = TB, c) T < TB. As in i),
calculate the the amount of work.
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Chapter 2

Second Law of

Thermodynamics

In this chapter we develope the comcept of entropy . First, we analyze
Carnot cycle. This analysis will suggest a new state variable known
as entropy. The general de�nition of entropy takes us to postulate the
Second Law of thermodynamics. We follow with the operational de�-
nition of the absolute entropy, which enable us to postulate the Third
Law. Finally, we discuss the application of the new state variable to
di�erent systems.

2.1 Carnot cycle

The Carnot cycle is de�ned as a sequence reversible expansion and com-
ression. In particular, it is de�ned by an isothermal expasion at Thot
followed by an adiabatic expanssion ending at Tcold. Next an isothermal
compression at Tcold is performed and folowed by an adiabatic compres-
sion that will take the system back to Thot. Figure 2.1 depicts a Carnot
cycle for a minimum voume of 0.5 L and a maximum volume of 5.0 L.
The temperatures fot this cycle are Thot = 750K and Tcold = 370

21
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Carnot Cycle

Figure 2.1: Carnot cycle for a volume range of 0.5L to 5.0L.

2.2 Entropy and the Second Law

2.3 Operational de�nition of Entropy

2.4 Physical interpretation of Entropy
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2.5 Entropy relations

In this section w consier the entropy as a function of temperature and
volume, S(T,V). Also we consider a reversible path which allow us to
write a di�erential relation for the entropy fer1ag

T dS = dqrev : (2:1)

Using the diferential form of the �rst law, fer1bg

dU = dqrev � P dV ; (2:2)

where we have assumed only PV work, we get for Eq. (2.1) the following
expression: fer1cg

T dS = dqrev = dU + P dV : (2:3)

Furthermore, using the general expression for the di�erential of the
internal energy U(T,V), we get fer2g

T dS =

 
@U

@T

!
V

dT +

 
@U

@V

!
T

dV + P dV (2:4)

or fer3g

T dS = CV dT +

"
P +

 
@U

@V

!
T

#
dV : (2:5)

Now solving for the entropy di�erential yields fer4g

dS = CV
dT

T
+

"
1 +

1

P

 
@U

@V

!
T

#
P

T
dV : (2:6)

On the other hand we also know that the di�erential for for the entropy
as a function of T and V is given by: fer5g

dS =

 
@S

@T

!
V

dT +

 
@S

@V

!
T

dV : (2:7)

Comparing the last two equations, we get fer6g 
@S

@T

!
V

=
CV

T
(2:8)
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and fer7g 
@S

@V

!
T

=

"
1 +

1

P

 
@U

@V

!
T

#
P

T
: (2:9)

For an ideal gas we have fer8g

 
@U

@V

!
T

= 0 (2:10)

andfer9g

P V = R T ; (2:11)

where we have set n = 1mole. Consequently, Eq. (2.7) reduces tofer10g

dS = CV
dT

T
+ R

dV

V
: (2:12)

Finally, integrating Eq. (2.12), we get the change of entropy for an
ideal gas when the entropy depends on T and V,fer11g

�S = CV ln
Tf
Ti

+ R ln
Vf
Vi

: (2:13)
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2.6 Second Law and Gibbs free energy

In this section we will consider the transition between super cooled
water at �10 �C to ice at �10 �C. Since the transition is irreversible
at �10 �C, we have to follow a reversible path if we want to calcuate
the change in entropy, i.e., �S�`!s [�10 �C] . First we can reversibly
warm the liquid sample at constant pressure up to 0 �C. The change
in entropy for this process is given by fsc1g

�S�1 =
Z Tfus

Tc

dqrev

T

=
Z 273 K

263 K

C`
P dT

T

= C`
P ln

Tfus
Tc

(2.14)

= C`
P ln

273

263
;

where we have assumed that C`
P is independet of temperature. Now

we allow the liquid sample to change to ice by removing heat. Since
the process occurred at constant temperature, the change in entropy
for this step is equal to fsc2g

�S�2 =
Z dqrev

Tfus
(2.15)

=
qrev

Tfus

=
�H�`!s

Tfus

=
� �H�fus
Tfus

=
� 6:01 kJ mol�1

273K
= � 22:01 J K�1 mol�1 : (2.16)

Finally, we can cool isobarically and reversibly the ice sample to � 10 �C;
the change of entropy for this process is given by: fsc3g
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�S�3 =
Z Tc

Tfus

dqrev

T

=
Z

Cs
P dT

T

= Cs
P ln

Tc
Tf

(2.17)

= Cs
P ln

263

273
;

where we have assumed that Cs
P is independet of temperature. There-

fore the total change of entropy is given byfsc4g

�S�`!s [�10 �C] = �S�1 + �S�2 + �S�3 : (2:18)

Now using Eqs. (2.14)-(2.17) in Eq. (2.18), we get that the total hange
in entropy for the frezzing of water at 263 K is given by the following
expression:fsc4bg

�S�`!s [�10 �C] =
h
C`
P � Cs

P

i
ln
273

263
+
� �H�fus
273 K

= 37:8 JK�1mol�1 ln
273

263
� 22:01 JK�1mol�1

= � 20:6 J K�1 mol�1 ; (2.19)

where we have used the following values:

C`
P = 75:5 J K�1 mol�1

Cs
P = 37:75 J K�1 mol�1 .

Notice that the change of entropy for the irreversible crystalization
of water at 263K is lesss than the change of entropy for the reversibe
crystalization at 273 K,fsc5g

�S�`!s [0
�C] =

�H�`!s [0
�C]

Tfus
= � 22:0 JK�1mol�1 : (2:20)

If the entropy is going to be used as the criterion of spontaneity, we
have to consider not only the change of entropy of the system but also
the change of entropy of the surroundings. Thus we are required to
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measure changes of the surroundings. If the surroundings are large
enough, changes in the system do not perturb the surroundings state.
In other words the surroundings are always at equilibrium. In particular
the temperature of the surroundings does not change. Therefore the
change of entropy for the surroundings is given by fsc6g

�Ssurr =
qsurr
Tsurr

=
� qsys
T

(2:21)

where we have used the relation between the heat exchnges qsurr = � qsys
and temperature relation Tsurr = Tsys � T . For the irreversible frezzing
of water at 263 K the proces occurrs at constant pressure therefore the
amount of heat exchanged between the system and the surroundings is
independent of the path. For the reversible path disccused earlier the
amount of heat exchange is given by the following expression: fsc7g

qsysP = �H�`!s [� 10 �C] (2.22)

=
h
C`
P � CS

P

i
�T + �H�`!s [0

�C] (2.23)

= 37:7 J K�1 mol�1 10 K � 6020 J mol�1

= � 5644 J mol�1 : (2.24)

Once we know the amount of heat exchange by the system, the sur-
roundings entropy change is given by: fsc8g

�S� surr`!s [�10 �C] =
� qsysP

Tc
(2.25)

=
� �H�`!s [� 10 �C]

T
(2.26)

=
5644 J mol�1

263 K
= 21:45 J K�1 mol�1 :

Finally the total change of entropy of the universe when supercooled
water frezzes is given by fsc9g

�S� sys`!s [�10 �C] + �S� surr`!s [�10 �C] = 0:81 JK�1mol�1 > 0 :
(2:27)

Notice that Eq. (2.27) can be rewritten using Eq. (2.25) to yield an
expression entirely in term of system's quantities, fsc10g
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�S� sys`!s [�10 �C] + �S� surr`!s [�10 �C] = (2.28)

�S� sys`!s [�10 �C] � �H� sys`!s [� 10 �C]

T
> 0 : (2.29)

Or rewritting Eq. (2.28)fsc11g

�H� sys`!s [� 10 �C] � T �S� sys`!s [�10 �C] < 0 : (2:30)

Let reconsider the frezzing of water at 273 K, at this temperature
the process occurrs reversibly thusfsc12g

�S� sys`!s [0 �C] + �S� surr`!s [0 �C] = 0 ; (2:31)

orfsc13g

�H� sys`!s [0 �C] � T �S� sys`!s [0 �C] = 0 : (2:32)

After this analysis we can de�ne a new state function. This state
funtion is the Gibbs free energy, G, and is de�ne asfsc14g

G = H � T S: (2:33)

At constant pressure and temperature the change in Gibbs free energy
is given byfsc15g

�G = �H � T �S : (2:34)

Combining this de�nition with the second law of thermodynamics we
get that a procces will occurr spontaneously only if �G < 0. In other
wordsfsc16bg

�Gsys !
8><
>:
< 0 proccess occurrs spontaneously
= 0 Equilibrium process
> 0 process will never occurr spontaneously :

(2:35)
In this section we have de�ne a new state variable that will serve

as a criteria of spontaneity. Namely, Gibbs energy allows us to restate
the second law in terms only of the properties of the system.
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Gibbs free energy

3.1 General properties

In the previous section we de�ne the Gibbs free energy as fg1g

G = H � T S : (3:1)

Thus fg2g

dG = dH � T dS � S dT: (3:2)

On the other hand we know that fg3g

dH = dU + P dV + V dP ; (3:3)

and fg4g

dU = dq � P dV + dWnonPV ; (3:4)

where we have considered PV work and non PV work. Using these two
equations in Eq. 3.2 yields fg5g

dG = dq � T dS + V dP � S dT + dWnonPV : (3:5)

Equation (3.5) represent the most general expression for the di�erential
change of the Gibbs energy.

For a process occuring at constant P and T, Eq. (3.5) reduces to fg6g

dG = dq � T dS + dWnonPV : (3:6)

29
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Since fg7g

T dS � dq ; (3:7)
fg8g

dG � dWnonPV : (3:8)

In the case of constant temperature and pressure dG is less than dWnonPV

for a spontaneous irreversible proccess or equal to dWnonPV for a re-
versible process at equilibrium with its surroundings.

For a reversible process dq = T dS. Thus Eq. (3.5) reduces tofg9g

dG = V dP � S dT + dWnonPV : (3:9)

In the case of constant temperature and pressure Eq. 3.9 reduces tofg10g

dG = dWnonPV : (3:10)

This equation means that dG is the maximum work that can be ob-
tained from a spontaneous process or the minimum work that is re-
quired to make a non spontaneous process to occurr.

Finally in the abscence of non-PV work Eq. (3.8) reduces tofg11g

dG � 0 ; (3:11)

at constant pressure and temperature, which is the criterium for spon-
taneity derived in the previous section.

3.1.1 General relations

In this section we are going to consider proccess with only PV work.
Therefore from Eq. (3.9) we get that the di�erential change of Gibbs
free energy for a reversible proccess is equal tofg11bg

dG = V dP � S dT : (3:12)

If we use the general de�nition for the di�erential change of G(P,T)
i.e.,fg12g

dG =

 
@G

@P

!
T

dP +

 
@G

@T

!
P

dT; (3:13)

we obtain the following relations:fg13g
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@G

@T

!
P

= � S (3:14)

fg14g  
@G

@P

!
T

= V : (3:15)

As a consequence of G being a state function and exact di�erential e.g,
fg15g 

@

@P

 
@G

@T

!
P

!
T

=

 
@

@T

 
@G

@P

!
T

!
P

; (3:16)

we obtain the following relation: fg16g 
@V

@T

!
P

= �
 
@S

@P

!
T

: (3:17)

This relation connects the entropy with the equation of state. In other
words, if we have an equation of state we can calculate the left hand
side of Eq. (3.17) and gain information on the entropy dependence on
pressure at conastant temperature.

3.1.2 Process at constant temperature

For a reversible process at constant temperature Eq. 3.6 reduces to fg17g

dG = V dP : (3:18)

Now we can integrate Eq. 3.18 fg18g

�G =
Z Pf

Pi
V dP : (3:19)

Ideal gases

For an ideal gas, and since T is a constant, the change in Gibbs energy
is fg19g

�G = R T ln
�
Pf
Pi

�
: (3:20)

fg20g
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G (Pf ) = G (Pi) + R T ln
�
Pf
Pi

�
: (3:21)

Now we can choose a reference pressure. For example 1 atm or 1 bar
pressure. In this case we getfg21g

G (Pf ) = G� + R T ln
�
Pf
atm

�
; (3:22)

where G� is the Gibbs energy of one mole of ideal gas at standard
state. Therefore G (Pf ) is the Gibbs free energy of one mole of ideal as
at pressure PF .

Carbon as an example

In the case of carbon we know that its planar structure is the stable
form at standard conditions and 25�C. This form of carbon is known
as graphite. Another possibility is the tetrahedral stucture of carbon.
This form is known as diamond. Therefore graphite and diamond are
to possible phases of solid carbon. The transition from from graphite
to diamond,fc1g

Cgraphite ! Cdiamond (3:23)

is not a spontaneous process. For this transition the change of enthalpy
is positive,fc2g

�H� = 1895 J mol�1 : (3:24)

The entropies for graphite as diamond are

S�diamond = 2:377J K�1 mol
�1

S�graphite = 5:740J K�1 mol
�1 .

Therefore the change in Gibbs energy for the transition of one mole of
graphite into one mole of diamond is equal tofc3g

�G� = 1mole �H� � T 1mole �S�

= 1895 J � T (� 3:363 J K�1)

= 2898 J :

where we have consider T = 298:15 K. Since �G� > 0 the process
can not occurr spontaneously at the standard condition of 1 atm. But it



3.1. GENERAL PROPERTIES 33

may be spontaneous under di�erent conditions. For example we could
�x the temperature and change the pressure. To �nd the pressure
dependence of the Gibbs energy we can use Eq. (3.18). In particular
we consider the di�erential change of the change of Gibbs energy fc4g

d�G � dGdiamond � dGgraphite (3.25)

= Vdiamond dP � Vgraphite dP (3.26)

= �V dP (3.27)

where the molar volumes in this case are

Vdiamond = 3:42 cc mol�1

Vgraphite = 5:33 cc mol�1 .

Assuming that the molar volumes do not vary signi�cantly with pres-
sure, Eq. (3.25) can be integrated fc5g

Z �G(P )

�G�
d�G = �G(P ) � �G� (3.28)

= �V
Z P

1 atm
dP (3.29)

= �V (P � 1 atm) (3.30)

We want P such that �G(P ) = 0, which means fc6g

P = 1 atm � �G�

�V
(3.31)

= 1 atm +
2866:1 J 9:869 cm3 atm

J

1:91 x cm3

= 14; 810 atm :

Thus at 14; 810 atm and 298 K, graphite will spontaneously transfom
into diamond.

3.1.3 Process at constant pressure

For a reversible process at constant pressure Eq. (3.6) reduces to fc7g

dG = � S dT =

 
@G

@T

!
P

: (3:32)
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Now we can the de�nition of Gibbs energy, G = H - TS, in Eq. 3.32 fc8g 
@G

@T

!
P

= � S =
G � H

T
: (3:33)

Now we divide by T both sides of Eq. (3.33),fc9g

1

T

 
@G

@T

!
P

� G

T 2
= � H

T 2
: (3:34)

Equation (3.34) can be reduce to the so-called Gibbs-Helmholtz equa-
tionfc10g  

@

@T

G

T

!
P

= � H

T 2
: (3:35)

Using the chain rule we can reexpress Eq. (3.35) asfc11g

 
@ 1
T

@T

@

@ 1
T

G

T

!
P

= � H

T 2
: (3:36)

orfc12g

� 1

T 2

 
@

@ 1
T

G

T

!
P

= � H

T 2
: (3:37)

Finally, we getfc13g  
@

@ 1
T

G

T

!
P

= H : (3:38)

Therefore in the case of a change in Gibbs energy, we have the following
di�erential relation at constant pressure:fc14g

d
�
�G

T

�
= �H d

�
1

T

�
; (3:39)

In particularl we consider P = 1 atm and a variable temperature.
Thus the change in Gibbs energy at standard state at two di�erent
temperatures is given byfc15g

Z �G�

T2

�G�

T1

d
�
�G

T

�
=

Z 1
T2

1
T1

�H� d
�
1

T

�
: (3:40)

In general enthalpy is a function of temperature,fc16g
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�H�(T ) = �H�(T1) +
Z T

T1
�CP dT

0 ; (3:41)

where �CP is the di�erence in speci�c heats of the system's �nal and
initial states. Moreover, in general, this quantity depends on the tem-
perature as fc17g

�CP = A + B T � C

T 2
: (3:42)

For simplicity we will assume that �CP is a constant independent of
the temperature. Thus Eq. (3.41) reduces to fc18g

�H�(T ) = �H�(T1) + �CP (T � T1) (3.43)

= �H�(T1) � T1 �CP + T �CP :

Now we can use this expression in the integral of Eq. (3.40). After
integration we get fc19g

�G�(T )

T
� �G�(T1

T1
= f�H�(T1) � T1 �CPg

�
1

T
� 1

T1

�

+ �CP

Z 1
T

1
T1

1
1
T

d
�
1

T

�
: (3.44)

After performing the second integral we get fc20g

�G�(T )

T
� �G�(T1)

T1
= f�H�(T1) � T1 �CPg

�
1

T
� 1

T1

�

+ �CP ln
�
T1
T

�
: (3.45)

Equation (3.45) can be rearranged as fc21g

�G�(T ) = �H�(T1) +
T

T1
[�G�(T1) � T1 �H

�(T1)]

+ �CP �T � T �CP ln
�
T

T1

�
; (3.46)

where �T = T �T1. Equation (3.46) can be used if we know �G�(T1),
�H�(T1) and �CP (T ). But sometimes we know �S�(T1) instead of
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the change of Gibbs energy. In this case we can reexpress Eq. (3.46)
as fc22g

�G�(T ) = �H�(T ) � T �S�(T ) ; (3:47)

where we have used the following relations:fc23g

�H�(T ) = �H�(T1) + �CP �T (3.48)

�S�(T ) = �S�(T1) + �CP ln
�
T

T1

�
: (3.49)

Notice that Eq. (3.47) is a general relation,and, depending on the
temperature behavior of enthalpy an speci�c heats, Eqs. (3.48)- (3.49)
are going to have di�erent temperature dependences sincefc24g

�H�(T ) = �H�(T1) +
Z T

T1
�CP (T

0) dT 0 (3.50)

�S�(T ) = �S�(T1) +
Z T

T1
�CP (T

0)
dT 0

T 0
: (3.51)

Therefore Eq. (3.47) gives the change of Gibbs energy at temperature
T, with Eqs. (3.50) - (3.51) giving the temperature behavior for the
changes in enthalpy and entropy.
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3.2 The Gibbs energy for chemical reac-

tions

In the case of general gas phase reacion frxg1g

a A + b B �! x X + y Y (3:52)

the change in Gibbs free energy is given by frxg2g

�Grxn = x G [X] + y G [Y ] � a G [A] � b G [B] : (3:53)

where the units of the the stoichiometric coe�cient are mole Thus using
Eq. (3.21) in Eq. (3.53) frxg3g

�Grxn = �G�rxn + mole R T ln

2
64
�
PX
atm

�x �
PY
atm

�y
�
PA
atm

�a � PB
atm

�b
3
75 (3:54)

If we de�ne the quotient as frxg4g

Q �
�
PX
atm

�x �
PY
atm

�y
�
PA
atm

�a � PB
atm

�b ; (3:55)

Eq. (3.54) reduces to frxg5g

�Grxn = �G�rxn + R0 T lnQ ; (3:56)

where we have de�ned frxg6ag

R0 � mol R = 8:314 J K�1 : (3:57)

At equilibrium the change in Gibbs energy is zero, frxg6bg

�Grxn = 0 ; (3:58)

and the quotient, at equilibrium, is known as the equilibrium constat,
K. Therefore from Eq. (3.56) we get frxg7g

�G�rxn = � R0 T lnK : (3:59)
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Using this result in Eq. (3.56), we get frxg8g

�Grxn = R0 T ln
�
Q

K

�
: (3:60)

From Eq. (3.60) we can infer that changes from equilibrium will imply
spontaneous changes in the forward or backwards direction , i.e., frxg9g

Q

K
!

8><
>:
< 1 �Grxn < 0 !
= 0 �Grxn = 0 *)
> 1 �Grxn > 0  :

(3:61)

Equation (3.61) represents Le Châtelier principle.

In the case of reaction involving solids, pure liquids and aqueous
solution,frxg10g

a A(g) + b B(s) �! X(`) + Y (s) + z Z(aq) ; (3:62)

the quotient only includes gases and aqueous phases solids and pure
liquids do not appeare.. For Eq. (3.62) the quotient is given by:frxg11g

Q =

�
[Z]
M

�z
�
PA
atm

�a : (3:63)

3.2.1 van't Ho�'s equation

Considering Eq. (3.59) at temperature T1, we can write the following
expression:frxg12g

lnK(T1) = � �G�rxn(T1)

R0 T1
= � �H�rxn(T1)

R0 T1
+

�S�rxn(T1)

R0
(3:64)

also at T2 e have a similar relation, e.g.,frxg13g

lnK(T2) = � �G�rxn(T2)

R0 T2
= � �H�rxn(T2)

R0 T2
+

�S�rxn(T2)

R0
: (3:65)

If we consider small temperature changes, �H�rxn and �S�rxn are almost
temperature independent, .e.g.,frxg14g
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�H�rxn(T1) � �H�rxn(T2) (3:66)

andfrxg15g

�S�rxn(T1) � �S�rxn(T2) : (3:67)

Under these conditions we can can substract Eq. (3.64) from Eq. (3.65)
and obtain the folowing relation: frxg16g

ln
K(T1)

K(T2)
= � �H�rxn(T1)

R0

�
1

T1
� 1

T2

�
: (3:68)

Equation (3.68) is known as the van't Ho�'s equation, which relates the
value of the equilibrium constant at T2 with the value of the equilibrium
constant and the change of enthalpy at T1.

3.2.2 Gibbs free energy of formation

For a given reaction, frxg17g

a A + b B �! x X + y Y ; (3:69)

we can calculate �H�rxn from tables of enthalpies of formation, e.g. frxg17bg

�H�rxn = x mol �H�f [X] + y mol �H�f [Y ]

� a mol �H�f [A] � b mol �H�f [B] : (3.70)

Also from literature values of absolute entropy we can calculate �S�rxn,
i.e., frxg18g

�S�rxn = x mol S�[X] + y mol S�[Y ] � a mol S�[A] � b mol S�[B] :
(3:71)

Equation (3.71) can be applied to formation rections and calculate the
change in entropy , �S�f . Therefore we can construct a table of changes
in Gibbs energy for formation reactions, frxg19g

�G�f = �H�f � T �S�f : (3:72)

In building such a table we have assumed that the Gibbs energy of
formation is zero for the element at their most stable phase at 1 bar
pressure, frxg20g
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�G�f [element] = 0: (3:73)

With the help of table of Gibbs energy of formation, we calculate the
change in Gibbs energy for any reaction as frxg21g

�G�rxn = x mol �G�f [X] + y mol �G�f [Y ]

� a mol �G�f [A] � b mol �G�f [B] : (3.74)
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3.3 Helmholtz free energy

In previous discussion we introduced the Gibbs function which is linked
to the second law and give us a condition for spontaneity at constant
P and T. In this section we consider a parallel analysis for processes
occurring at constant T and V.

In general we have fhe1g

T dS � dq ; (3:75)

where the equality only holds for revesible processes. On the other
hand at constant volume, V, we have fhe2g

T dS � dqV = dU : (3:76)

At constant temperature we can intregrate easily Eq. (3.76) and get fhe3g

�A � �U � T �S � 0 ; (3:77)

where we have de�ned the Helmholtz energy as fhe4g

A � U � T S : (3:78)

Equation (3.77) is similar t the equation sati�ed by the Gibbs energy
at constant temperature and pressure.

The total di�erential of the Hemholtz energy is given by fhe5g

dA = dU � T dS � S dT ; (3:79)

but fhe6g

dU = dq + dW : (3:80)

Using the previous relation, Eq. (3.79) reduces to fhe7g

dA = dq + dW � T dS � S dT : (3:81)

For reversible processes heat transfer sati�es the folowing relation: fhe8g

dqrev = T dS : (3:82)

Thus for reversible processes the di�erential change in Hemholtz energy
is given by: fhe9g
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dA = � P dV � S dT + dWnonPV : (3:83)

For a reversible process at constant temperature the change in Hemholtz
energy is equal to the work done, e.g., fhe10g

dA = � P dV + dWnonPV : (3:84)

If the volume is constant we havefhe11g

dA = dWnonPV : (3:85)

Therefore for reversible proceses at constant temperature and volume
and only PV work the di�erential change in Helmholtz energy is equal
to zero,fhe12g

dA = 0 : (3:86)

In general for isothermal and isocoric processes and only PV work the
following relation is sati�ed by the Helmholtz energyfhe13g

dA � 0 : (3:87)

Notice that Hemholtz free energy is the conterpart of Gibbs energy
for isothermal and isobaric processes.
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3.4 Maxwell relations

In prevoius section we have discuss the basic relations and de�nitions
in Thermodynamics. For example we know that the two fundamental
di�erential relations are given by the First law, fmax1g

dU = dq + dW ; (3:88)

and the Second law, fmax2g

T dS � dq : (3:89)

In Eq. (3.89) the equality holds for reversible processes, fmax3g

T dS = dqrev : (3:90)

Thus for proccess with only PV-work, Eq. (3.88) reduces to fmax4g

dU = T dS � P dV : (3:91)

Now if we compare the mathematical expression for the di�erential of
U function of entropy and temperature, U(S,V), fmax5g

dU =

 
@U

@S

!
V

dS +

 
@U

@V

!
S

dV ; (3:92)

we �nd the following relations: fmax6g

T =

 
@U

@S

!
V

(3:93)

fmax7g

� P =

 
@U

@V

!
S

: (3:94)

Applying the property of cross second partial derivatives sati�ed by
exact di�erentials, fmax8g"

@

@V

 
@U

@S

!
V

#
S

=

"
@

@S

 
@U

@V

!
S

#
V

; (3:95)

we get the following Maxwell relation: fmax9g 
@T

@V

!
S

= �
 
@P

@S

!
V

: (3:96)



44 CHAPTER 3. GIBBS FREE ENERGY

Enthalpy, H

For the di�erential change in enthalpy we have fmax10g

dH = dU + d(P V )

= T dS � P dV + P dV + V dP

= T dS + V dP (3.97)

=

 
@H

@S

!
P

dS +

 
@H

@P

!
S

dP :

Therefore we get the following relations:fmax11g

T =

 
@H

@S

!
P

(3:98)

fmax12g

V =

 
@H

@P

!
S

: (3:99)

Finally using the property of cross partial derivatives,fmax13g "
@

@P

 
@H

@S

!
P

#
S

=

"
@

@S

 
@H

@P

!
S

#
P

; (3:100)

fmax14g  
@T

@P

!
S

=

 
@V

@S

!
P

; (3:101)

which is another of the Maxwell relations.

Gibbs free energy, G

For the di�erential change in Gibbs free enrgy we havefmax15g

dG = dH � d(T S)

= dH � T dS � S dT

= � S dT + V dP (3.102)

=

 
@G

@T

!
P

dT +

 
@G

@P

!
T

dP :

Therefore we get the following relations:fmax16g
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� S =

 
@G

@T

!
P

(3:103)

fmax17g

V =

 
@G

@P

!
T

: (3:104)

Finally using the property of cross partial derivatives, fmax18g"
@

@P

 
@G

@T

!
P

#
T

=

"
@

@T

 
@G

@P

!
T

#
P

; (3:105)

fmax19g

�
 
@S

@P

!
T

=

 
@V

@T

!
P

; (3:106)

which is another of the Maxwell relations.

Hemholtz free energy, A

For the di�erential change in Hemholtz free energy we have fmax20g

dA = dU � d(T S)

= T dS � P dV � T dS � S dT

= � S dT � P dV (3.107)

=

 
@A

@T

!
V

dT +

 
@A

@V

!
T

dV :

Therefore we get the following relations: fmax21g

� S =

 
@A

@T

!
V

(3:108)

fmax22g

� P =

 
@A

@V

!
T

: (3:109)

Finally using the property of cross partial derivatives, fmax23g"
@

@V

 
@A

@T

!
V

#
T

=

"
@

@T

 
@A

@V

!
T

#
V

; (3:110)

fmax24g 
@S

@V

!
T

=

 
@P

@T

!
V

; (3:111)

which is another of the Maxwell relations.
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Entropy S(P,T)

The di�erential change of the entropy when it is a function pressure
and temperture is given by;fen1g

dS =

 
@S

@T

!
P

dT +

 
@S

@P

!
T

dP : (3:112)

We also know that at constant pressure the amount of heat exchanged
during a reversible process is related with the change in entropy, i.e.,fen2g

qrevP = CP dT = T dS : (3:113)

Equation (3.113) can be reexpres as a partial derivativefen3g

 
@S

@T

!
P

=
CP

T
: (3:114)

Using a Maxwell relation,fen4g

�
 
@S

@P

!
T

=

 
@V

@T

!
P

; (3:115)

we obtain general relation for the di�erential change in entropy when
the entropy is a function o temperature and pressurefen5g

dS = CP
dT

T
�
 
@V

@T

!
P

dP (3.116)

= CP
dT

T
� � V dP : (3.117)

For an ideal gas Eq. (3.116) reduces tofen6g

dS = CP
dT

T
� n R

dP

P
: (3:118)

Finally we can integrate Eq. (3.116) and get the change in entropyfen7g

�S = CP ln
�
Tf
Ti

�
� n R ln

�
Pf
Pi

�
: (3:119)
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In the case of real gases we can integrate Eq. (3.116) an getfen8g

�S =
Z Tf

Ti
CP (T )

dT

T
�
Z Pf

Pi

 
@V

@T

!
P

dP : (3:120)

Now we can use the expresion of the temperature dependent heat ca-
pacities and the equation of state in Eq. (3.120).

For example consider a process where at the initial pressure, Pi, an
expression of the entropy as a function of temperature is given. Namely
we know S(Pi; T ). We want to calculate the change of Gibbs free energy
when the system changes from the initial pressure and temperature to
a �nal presure and temperature. This calculation can be done in two
di�erent ways. First we can mantain the presure constant and change
the temperature up to the �nal temperature. Second we can mantain
the �nal temperature �x and change the pressure. Another possibility
will be to �x the initial temperature �rst and change the pressure. Sec-
ond, �x the pressure and change the temperature.

For the �rst path we use Eq. (3.12) to calculate the change in Gibbs
energy at constant pressure Pi, fen9g

�G1 = �
Z Tf

Ti
S (Pi; T ) dT: (3:121)

Next, the change in Gibbs energy for �xed temperature, Tf , is given
by: fene10g

�G2 =
Z Vf

Vi
V dP = nRTf ln

�
Pf
Pi

�
: (3:122)

Thus the total change in Gibbs energy is equal to fene11g

�G(Path 1) = �
Z Tf

Ti
S (Pi; T ) dT + nRTf ln

�
Pf
Pi

�
: (3:123)

For the second path, we �x the temperature at Ti and change the
pressure. In this case the change in Gibbs energy is given by: fen12g

�G3 =
Z Vf

Vi
V dP = nRTi ln

�
Pf
Pi

�
: (3:124)
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For the second part in this path, we get a similar relation as in Eq.
(3.121) but with entropy at the �nal pressure Pf , i.e., fen13g

�G4 = �
Z Tf

Ti
S (Pf ; T ) dT: (3:125)

Since we need the entropy at Pf , we have to calculate it using a Maxwell
relation. Eq. recmax19 relates the change of entropy with respect to
changes in the pressure at constant temperature with changes in the
volume with respect to changes in temperature at constant pressure,fen14g

 
@S

@P

!
T

= �
 
@V

@T

!
P

= � nR

P
; (3:126)

where we have used the ideal equation of state. Thus from Eq. (3.126)
we get the following di�erential relation at constant temperature:fen15g

dS = � nR
dP

P
: (3:127)

Now we can integrate Eq. (3.127) from the initial pressure, Pi, to the
�nal pressure, Pf ,fen16g

�S =
Z S(Pf ;T)

S(Pi;T )
dS

= S (Pf ; T ) � S (Pi; T )

= � nR
Z Pf

Pi

dP

P

= � nR ln
�
Pf
Pi

�
: (3.128)

From this calculation we get that the entropy at the �nal pressure is
given by:fen17g

S (Pf ; T ) = S (Pi; T )� nR ln
�
Pf
Pi

�
: (3:129)

Finally, we use Eq. (3.129) in Eq. (3.125) to get the change in Gibbs
energy, i.e.,fen18g



3.5. CALCULATION OF
�
@U
@V

�
P

49

�G4 = �
Z Tf

Ti
S (Pf ; T ) dT

= �
Z Tf

Ti
S (Pi; T ) dT

+ nR (Tf � Ti) ln
�
Pf
Pi

�
: (3.130)

Using Eqs. (3.124) and (3.130), the total change in Gibbs energy for
the second path is equal to the total change in Gibbs energy for the
�rst path, fen19g

�G3 + �G4 = �G(Patha 2) = �G(Path 1) : (3:131)

3.5 Calculation of
�
@U
@V

�
P

In Chapter 1 we used a relation linking
�
@U
@V

�
P
with the equation of

state. In this section we will derived it with the help of the Maxwell
relations. First we will consider the internal energy as function of vol-
ume and temperature, U(V; T ) In this case the di�erential of U is given
in general by: futv1g

dU =

 
@U

@V

!
T

dV +

 
@U

@T

!
V

dT : (3:132)

But from the First law for a reversible process we also have futv2g

dU = T dS � P dV : (3:133)

Now we can express the entropy di�erential as: futv3g

dS =

 
@S

@V

!
T

dV +

 
@S

@T

!
V

dT : (3:134)

Using Eq. (3.134) in Eq. (3.133) we get futv4g

dU =

"
T

 
@S

@V

!
T

� P

#
dV +

 
@S

@T

!
V

dT : (3:135)



50 CHAPTER 3. GIBBS FREE ENERGY

If now we compare Eq. (3.135) with Eq. (3.132) we �nd the following
relation: futv5g 

@U

@V

!
T

=

"
T

 
@S

@V

!
T

� P

#
: (3:136)

Finally using a Maxwell relation, Eq. (3.111), we get Eq. (1.22)futv6g

 
@U

@V

!
T
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� P

#
: (3:137)
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3.6 Problems

Problem 3.1.1
Consider the following reaction: fc1p1g

N2(g) + 3 H2(g) �! 2 NH3(g) (3:138)

and calcuate �G� at 500K and 100K assumming �rst that �H� is
independent of temperature and for a temperature dependent �H�.

At T1 = 298:15K we have the following values for the change in
Gibbs energy and enthalpy:

�G� = � 62:0 kJ mol�1

�H� = � 184:4 kJ mol�1 .

Problem 3.1.2
Is there a temperature at which the transition fpro1g

Cgraphite �! Cdiamond (3:139)

becomes spontaneous?

CP (graphite) = 8:527 J K�1 mol�1

CP (diamond) = 6:113 J K�1 mol�1 .

Problem 3.2.1
Will the reaction frxg22g

PCl5(g; 0:5atm) �! PCl3(g; 1atm) + Cl2(g; 0:05atm) (3:140)

occurrs spontaneously at 25�C ?
Problem 3.2.2
Consider hypochlorous acid frxg23g

HClO(aq; 1M) �! H+(aq; 1M) + ClO�(aq; 1M) ; (3:141)

with equilibrium constant at 25 �C equal to frxg24g

Ka = 3:0� 10�8 : (3:142)
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a) Calculate �G�rxn for Eq. (3.141).
b) Consider the same reaction at di�erent concentratations frxg25g

HC`O(aq; 0:1M) �! H+(aq; 1� 10�6M) + C`O�(aq; 1� 10�6M)
(3:143)

Calculate �Grxn for Eq. (3.143).
Problem 3.2.3
Calculate the equilibrium constant for the dissociation of bromine:

frxn26g

Br2(g)
�! � 2 Br(g) (3:144)

at 500K and 1000K.
i) Assume no temperature ependence for �H�rnx and �S�rnx.
ii) Assume that �H�rnx and �S�rnx depend on temperature but the

specif heats are independent of temperature.
iii) Use the following temperature dependence for the heat capacity

of Br2(g):frxn27g

�CP [Br2(g)] = a + b T +
c

T 2
; (3:145)

with

a = 37:32 J K�1 mol�1

b = 0:50 � 10�3 J K�2 mol�1

c = � 1:26 � 105 J mol�1 .

For Br(g) use the ideal gas value for �CP . By the way this last approxi-
mation breaks down above 1000K.

iv) Compare your values with the literature values

Ka(500K) = 2:21 � 10�15

Ka(1000K) = 3:27 � 10�5 .



Chapter 4

Phase equilibria

In general we know that a phase transition occurrs at constant tem-
perature and pressure with total change in Gibbs energy equal to zero.
For exmple if we consider the vaporization of water at P = 1bar, the
total change in Gibbs energy is equal to fphig

�G�vap = �H�vap � T �S�vap : (4:1)

Thus at the boiling temperature, Tb, we have fphiig

0 = �H�vap � Tb �S
�
vap : (4:2)

from this equation we get fphiiig

Tb =
�H�vap
�S�vap

: (4:3)

Finally since enthalpy and entropy are state function, the net changes
of these state functions for sublimation can be expressed in terms of
the changes for vaporization and fusion, i,e,. fphivg

�H�sub = �H�fus + �H�vap (4:4)

fphvg

�S�sub = �S�fus + �S�vap: (4:5)

53
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4.1 One component systems

In this section we will consider a closed one component two phase sys-
tem. In this case, fph1g

�
�! � � ; (4:6)

the Gibbs energy is given byfph2g

G = n��� + n��� : (4:7)

At constant temperature and pressure the di�erential change of the
Gibbs energy is given by:fph3g

dG = �� dn� + �� dn� (4:8)

For closed systems mass conservation impliesfph4g

dn� + dn� = 0 : (4:9)

Thus the di�erential change in Gibbs energy is given by:fph5g

dG = (�� � �� ) dn� (4:10)

Since we are considering the coexistance of the two phases, any di�er-
ential change in the Gibbs energy has to be equal to zero, dG = 0.
Therefore the equilibrium condition for the coexistance of two phases
at constant T and P is given by the equality among their chemical
potentials, i.e.,fph6g

�� = �� : (4:11)

Now consider di�erential changes in temperature or pressure or both.
These changes will a�ect the value of the chemical potentials, but they
will not a�ect the equilibrium condition. In other words, after the
changes have been made the new chemical potentials will satisfy the
following equality:fph7g

�� + d�� = �� + d��: (4:12)

If we use Eq. (4.11) we a relation between di�erential changes of the
chemical potential,fph8g
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d�� = d�� : (4:13)

Equation (4.13) gives us a relation between the di�erential changes of
the chemical potential of two phases of the same component at equilib-
rium with each other when the temperature and pressure change.

Since the chemical potentials are independent of the number of
moles of substance present its di�erential changes are given by fph9g

d�� = � �S� dT + �V� dP (4:14)

fph9g

d�� = � �S� dT + �V� dP ; (4:15)

where the over bar stand for molar quantities. Using Eq. (4.13), we
get the following relation: fph10g

� �S� dT + �V� dP = � �S� dT + �V� dP : (4:16)

This relation can be rearrange to yield fph11g�
�V� � �V�

�
dP =

�
�S� � �S�

�
dT : (4:17)

Finally Eq. (4.17) allows us to get the a relation between the change in
pressure and the change in temperature. This relation is given by the
following relation: fph12g

dP

dT
=

�S� � �S�
�V� � �V�

=
��S�!�

��V�!�
: (4:18)

Recalling that for two pahses at equilibrium we have fph13g

��S�!� =
� �H�!�

T
; (4:19)

Eq. (4.18) reduces to fph14g

dP

dT
=

� �H�!�

T ��V�!�
: (4:20)
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Chapter 5

Mixtures

5.1 Mixture of volatile liquids

In an ideal solution of two liquids the vapor pressure of the components
are related to the composition in the condensed phase by Raoult's Law,

fmv1g

PA = XA P
�
A (5.1)

PB = XB P �B : (5.2)

Using Dalton's law, the total vapor pressure is fmv2g

Ptotal = PA + PB

= XAP
�
A + XBP

�
B

= P �B + (P �A � P �B)XA : (5.3)

Now we will consider the composition if the vapor. For an ideal mixture
we recall Dalton's law, i.e., fmv3g

PA = YA Ptotal (5.4)

PB = YB Ptotal ; (5.5)

where Yi is the mole fraction in the gas phase. In other words we have
fmv4g

YA =
nA(g)

nA(g) + nB(g)
: (5:6)
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Therefore the mole fraction in gas phase is equal to fmv5g

YA =
PA
Ptotal

: (5:7)

Now if we use Eqs. (5.1) and (5.3) we getfmv6g

YA =
XA P

�
A

P �B + (P �A � P �B)XA
: (5:8)

If A is the more volatile component, P �A > P �B, its mole fraction in the
vapor, YA, is greater than its mole fraction in the liquid, XA.

Next, we can solve for XA as a function of YA using Eq. (5.8). This
calculation yieldsfmv7g

XA =
YA P

�
B

P �A + (P �B � P �A)YA
: (5:9)

Finally we use Eq. (5.9) in Eq. (5.3) to get an expression of the total
pressure as a function of A's mole fraction in gas phase,fmv8g

Ptotal = P �B +
(P �A � P �B) YA P

�
B

P �A + (P �B � P �A)YA

=
P �A P

�
B

P �A + (P �B � P �A) YA
(5.10)

From Eq. (5.10) we can see that when YA = 0 there is no A in gas
phase thus the total pressure is equal to P �B. The same way if YA = 1,
which means pure A, the total pressure is equal to P �A.

Figure 5.1 depicts the diagram P vs. X for the Benzene+ Toluene
ideal mixture.
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Figure 5.1: Ideal mixture P vs X diagram.

5.2 Chemical potential and reference states

The general expression for the di�erential change of the Gibbs energy,
G, is given by: fcps1g

dG = � S dT + V dP ; (5:11)

where S is the entropy, V the volume, P is the pressure, and T is the
absolute temperature. From Eq/ (5.11) we have a relation between the
change of G with respect to a change of pressure at constant tempera-
ture, i.e., fcps2g 

@G

@P

!
T

= V : (5:12)

If we rewrite Eq. (5.12) as a di�erential relation, we can calculate the
Gibbs free energy as a function of pressure, namely fcps3g

Z G

G�
dG = G � G� =

Z P

Pref

V (P 0) dP 0 ; (5:13)

where the temperature is held constant.
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5.2.1 Chemical potential for gases

Since PV = nRT for an ideal gas, with R the gas constant and n the
number of moles, we �ndfcps4g

G � G� = nRT
Z P

Pref

dP 0

P 0
= n RT ln

 
P

Pref

!
: (5:14)

In Eq. (5.14) an arbitrary pressure reference, Pref , corresponds to the
pressure where Gibbs free energy is equal to G�. Thus, the Gibbs free
energy of an ideal gas at constant T is given by:fcps5g

G = G� + n RT ln

 
P

Pref

!
: (5:15)

In practice the values of P 0refs de�ned a set of conditions called standard
state. Usually one atmosphere or one bar is chosen for all gases; in the
present discussion we will leave Pref as a value to be de�ned. In this
case the molar Gibbs free energy or chemical potential, �, is given by:

fcps6g

� = �� + RT ln

 
P

Pref

!
: (5:16)

According to Eq. (5.16), when P is equal to the reference pressure,
Pref , the molar Gibbs free energy is equal to the standard state molar
Gibbs free energy ��. If one consideres interactions between particles,
i.e., nonideal gases, one has to replace the argument of the natural
logarithm by the fugacity, f. Thus we havefcps7g

� = �� + RT ln

 
f

Pref

!
: (5:17)

wherefcps8g

f(P ) = P exp

( Z P

0

"
P 0 V (P 0)

RT
� 1

#
dp0

)
(5:18)

wherefcps9g

lim
P!0

f(P )

Pref
=

P

Pref
: (5:19)

Equation (5.18) is the chemical potential for an arbitrary standard state
de�ned by the reference pressure, Pref .
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5.2.2 Chemical potential for solvents

In the case of solutions, where the solvent is at equilibrium with its
vapor, we know that fcps10g

�Solvent = �V apor : (5:20)

Since Eq. (5.20) applies to the chemical potential of an ideal vapor, we
have fcps11g

�Solvent = �V apor = �� + RT ln

 
P

Pref

!
: (5:21)

For a pure solvent P is the equal to the pure solvent vapor pressure,
P �. Thus the pure liquid chemical potential is given by: fcps12g

��Solvent � �� + RT ln

 
P �

Pref

!
: (5:22)

Solving for �� and substituing in Eq. (5.21) we get fcps13g

�Solvent = ��Solvent + RT ln
�
P

P �

�
: (5:23)

In the case of an ideal solution, Raoult's law is satis�ed. Therefore,
the following relation between the vapor pressure and composition is
observed: fcps14g

P

P �
= XSolvent (5:24)

where X is the mole fraction. Therefore for ideal solutions we have fcps15g

�Solvent = ��Solvent + RT ln (XSolvent) : (5:25)

otice that now the reference point is the pure solvent.
For a nonideal solution, the following relation is de�ned: fcps16g

P

P �
� aSolvent � 
Solvent XSolvent (5:26)

where aSolvent is de�ned as the activity and 
Solvent as the activity coef-
�cient. In this case the solvent chemical potential of a nonideal solution
is given by: fcps17g

�Solvent = ��Solvent + RT ln (aSolvent) : (5:27)
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Equation (5.27) is the most general expression for the solvent's chem-
ical potential where the nonideality is taken in consideration in the
activity coe�cient. Also notice that for pure solvent the activity and
the activity coe�cient are equal to unity

5.2.3 Chemical potential for solutes

In the case of the solute, Henry's law relates the solute's composition
with the vapor pressure, i.e.,fcps18g

P = K 0[Solute] = KmSolute ; (5:28)

where [...] represents the molar concentration and m the molal concen-
tration. Therefore, for a solute we havefcps19g

�Solute = �� + RT ln

 
K 0 [Solute]

Pref

!
: (5:29)

Now, we can select a reference concentration, [Solute]ref Using this
reference concentration, we de�ne the reference chemical potential as:

fcps20g

�	Solute = �� + RT ln

 
K 0 [Solute]ref

Pref

!
: (5:30)

Again, we solve for �� and substitute in Eq.(5.29). Thus we get for the
solute the following chemical potentialfcps21g

�Solute = �	Solute + RT ln

 
K 0 [Solute]

[Solute]ref

!
: (5:31)

For nonideal solutions, Henry's Law is expressed as a function of the
activityfcps22g

P � K 0 aMSolute � K 0 [Solute] 
MSolute � K amSolute : (5:32)

where the M and the m represent for molar or molal based activity.
Following the previous procedure, we getfcps23ag

�Solute = �	Solute + RT ln

0
@ aMSolute
aMSoluteref

1
A : (5:33)
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fcps23bg

�Solute = �	Solute + RT ln

0
@ amSolute
amSoluteref

1
A : (5:34)

Usually the reference activity is de�ned as equal to one when the
concentration is equal to one molar or one molal. This de�nition implies
that the activity coe�cient is equal to one when the concentration is
equal to one molar or one molal. With these de�nitions of the reference
activity Eqs. (5.33) and (5.34) can be written as fcps23cg

�Solute = �	MSolute + RT ln

 
aMSolute
M

!
: (5:35)

fcps23dg

�Solute = �	mSolute + RT ln
�
amSolute
1 molal

�
: (5:36)

Physically, the de�nition of the reference activity means that at the
reference concentration the solute particles behave ideally, e.g., they
do not interact with each other. In general we can not �nd physical
systems that behave ideally at such standard concentrations. Theefore
these referece or standard states for solutes are hypothetical states.

5.2.4 Chemical potential for solids

For a solid, we �rst rewrite Eq.(5.13) in term of chemical potential and
molar volume, �V , i.e.. fcps24g

�(T; P ) � ��(T; Pref ) =
Z P

Pref

�V (P 0) dP 0

� RT ln (aSolid) : (5.37)

For pressure changes up to a couple of hundreds of atmospheres, solids,
in general, experience negligible changes in molar volume. Thus, Eq.(5.37)
can be approximate as fcps25g

�(T; P ) = ��(T; Pref ) + �V (Pref ) �P

� ��(T; Pref ) + RT ln (aSolid) ; (5.38)
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where �P = P � Pref ; the activity of a solid can be calculated by the
following expression: fcps26g

aSolid = exp

(
�V (Pref ) �P

RT

)
: (5:39)

Furtheremore, in most typical chemical reactions the following condi-
tion is usually satis�ed:fcps27g

�V (Pref ) �P

RT
<< 1 : (5:40)

Thus, the activity of a solid, under the previous assumption, is approx-
imatelly equal to unity. Therefore the contribution to the chemical
potential of a solid due to changes in pressure is approximately equal
to zero.

In summary, we have calculated the most general expressions for t
gas, solvent, solute, and solid chemical potentials in terms of an arbi-
trary set of reference conditions, which may de�ne the so-called stan-
dard state.

5.2.5 Fugacity

The concept of fugacity is one that generally is not easy to learn and
that causes confusion not only among students but among chemist as
well. The source of confusion resides on how the fugacity is introduced.

For an ideal gas, we haveffu1g

�Ideal = ��
0

Ideal + RT ln
�
P

P�

�
; (5:41)

where ��
0

Ideal is the value of the chemical potential for a particular pres-
sure P� . For a real gas, one de�nes the chemical potential asffu2g

�Real = ��
0

Real + RT ln

 
�f
�f�

!
; (5:42)

Now, the di�erence between the real and ideal chemical potential can
be written asffu3g
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��Real � ��Ideal = RT ln

 
P� �f

P �f�

!

=
Z P

P�

h
�VReal � �VIdeal

i
dP 0

= RT
Z Pref

P
[Z(P 0) � 1]

dP 0

P 0
; (5.43)

where we have used the compressibility, Z(P)=PV/nRT. From Eq.
(5.43), we get the following relation ffu4g

�f =
P �f�
P�

exp

(Z P

P�
[Z(P 0) � 1]

dP 0

P 0

)
(5:44)

Since real gases at low pressures behave ideally, Eq. (5.43) reduces to ffu5g

lim
P!0

(��Real � ��Ideal) = 0 : (5:45)

Therefore we pick an �f and �f� such that ffu6g

lim
P!0

�f
�f�

=
P

P�
: (5:46)

Equation (5.46) implies ffu7g

��
0

Real = ��
0

Ideal ; (5:47)

where we have used Eq. (5.41) - (5.42).
On the other hand, the value of the chemical potential is indepen-

dent of the reference pressure i.e., ffu8g

�Ideal = ��
0

Ideal + RT ln
�
P

P�

�
= ��Ideal + RT ln

 
P

Pref

!
; (5:48)

where Pref is the reference pressure that de�nes the standard state.
Hence,we �nd the following relation between refernce chemical potential

ffu9g

��
0

Ideal = ��Ideal + RT ln

 
P�
Pref

!
: (5:49)

Using this relation in Eq. 5.42, we get ffu10g
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�Real = ��Real + RT ln

 
�f P�
�f� Pref

!
(5:50)

But ffu11g

�f P�
�f� Pref

=
P

Pref
exp

(Z P

P�
[Z(P 0) � 1]

dp0

P 0
;

)
(5:51)

where the fugacity is de�ned by:ffu11bg

f = P exp

(Z P

P�
[Z(P 0) � 1]

dp0

P 0
;

)
: (5:52)

The �nal expression for the chemical potential for a real gas is given
by:ffu12g

�Real = ��Ideal + RT ln

 
f

Pref

!
: (5:53)

Finally, we have to choose P�. From Eq. (5.52) , we notice thatffu13g

lim
P!P�

f

P�
=

P

P�
; (5:54)

consequently we pick P� = 0.
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5.3 Colligative Properties

The properties of dilute solutions that depend only on the number of
solute particles and not on the type of species present are called colliga-
tive properties. In the case of dilute solutions we have the boiling point
elevation, the freezing point depression and osmotic pressure. These
are cases where the lowering of the vapor pressure, due to the presence
of a solid solute, triggers changes in the solvent properties.

The assumptions are as follows:

a) Solid solutes do not appear in the gas phase. Therefore the gas phase is unchanged
b) At freezing the solid phase contains only solid solvent. Therefore the solid phase of the solute is

As a consequence of assumptions a) and b), only the liquid phase of
the solvent is changed, fcol1g

�`Solvent(T; P;X1) = �` �Solvent(T; P ) + RT ln(X1) : (5:55)

5.3.1 Freezing point depression

First we will consider a solution in equilibrium with its pure solvent's
solid phase with �SolidSolvent(T; P ) � �s1(T; P ). In this case the following
equality between the chemical potentials will hold: fcol2g

�s1(T; P ) = �` �1 (T; P ) + RT ln (X1) : (5:56)

From this relation we can solve for ln(X1) and get fcol3g

ln (X1) = �
h
�` �1 (T; P ) � �s1(T; P )

i
R T

= � �fus�

R T
; (5.57)

where fusion stands for the transition Solid
�! � Liquid Now we take

the derivative with respect to temperature at constant pressure, i.e., fcol4bg

d ln(x1)

dT
= � 1

R

 
@ (�fus�=T )

@T

!
P

; (5.58)



68 CHAPTER 5. MIXTURES

where �fusH is the molar heat of fusion for the pure solvent and could
be assumed independent of T over a moderate range of temperature.
Using the the so-called Gibbs-Helmholtz equation,fcol5g

 
@ (�fus�= T )

@T

!
P

= � �fus H

T 2
; (5:59)

Eq. (5.58) reduces tofcolcol4g

d ln(x1)

dT
=

�fus H

R T 2
; (5.60)

Now we can integrate both sides of Eq. (5.59). The right hand side
from mole fraction equal to unity X = 1 (pure solvent) to the mixture
with mole fraction equal to X1. The right hand side from the normal
pure solvent's freezing temperature to the new freezing temperature for
the mixture,fcol6g Z X1

X=1
d lnX =

Z T 0
F

T �
F

�fusH

R

dT

T 2
: (5:61)

Assuming a temperature independent �fusH, we getfcol7g

ln(X1) =
�fusH

R

"
1

T �F
� 1

T 0F

#
: (5:62)

This expression is valid for ideal solution with an enthalpy of fusion
independent of temperature. For non ideal solutions the mole fraction
in Eq. (5.62) is replaced by the activity, a1.

In the case of dilute solutions, X2 << 1, we can expand the
logarithm of the mole fractin in Eq. (5.62),fcol8g

ln (X1) = ln (1�X2) � � X2 : (5:63)

Assuming T �F > T 0F and Eq. (5.63), Eq. (5.62) reduces tofcol8bg

X2 =
�fusH

R

T �F � T 0F
T �F T

0
F

: (5:64)

If we now solve for T 0F , we getfcol9g
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T 0F =
T �F

1 + X2
RT �

F

�fusH

: (5:65)

Under the following condition:fcol10g

X2
R T �

�fusH
<< 1; (5:66)

the solvent's freezing temperature reduces to fcol11g

T 0F = T �F

"
1 � X2

R T �F
�fusH

#
: (5:67)

In this case the change in freezing temperature is given by: fcol12g

T �F � T 0F � �fusT

= X2

"
R T � 2

F

�fusH

#
: (5.68)

Equation (5.68) can be used to the determination of molar masses
of dissolved macromolecules. For this purpose we will relate the so-
lute's mole fraction, X2, with its molal concentration. This relation is
obtained �rst by noting that n1 >> n2 and second using the following
relations: fcol13g

X2 =
n2

n1 + n2

� n2
n1

=
n2
W1

W1

n1
= m2 M1 ; (5.69)

where W1 is the solvent's weight, M1 is the solvent's molecular mass,
and m2 is the solute's molal concentration. Using this relation, Equa-
tion (5.68) reduces to fcol14g

�fusT �
"
M1RT

�2
F

�fusH

#
m2 : (5:70)
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De�ning the freezing point constant as fcol15g

Kf � M1RT
�2
F

�fusH
; (5:71)

the following relation between the solute's molecular mass and the
change in freezing temperature can be derived:fcol16g

m2 =
n2
W1

=
W2

M2

1

W1

=
�fusT

Kf
: (5.72)

Hence for dilute solution and small changes in the solution's freezing
temperature, the solutes molecular mass is given by:fcol17g

M2 =
Kf W2

�fusT W1
; (5:73)

where the solvent's and solute's weights and change in freezing temper-
ature are readily measurable.

The system could be viewed as a saturated solution of solid 1 in
solvent 2. We can think that the solid solute is at equilibrium with its
liquid phase inbeded in the solvent. In this case we are looking at the
"freezing of the solute" at a new freezing, T 0F ! T , temperature inter-
preted as the temperature at which solubility is measured. Therefore
Eq. (5.62) applies to the solute's solubility i.e.,fcol18g

ln (X2) =
�fusH2

R

"
1

T �2 F

� 1

T

#
: (5:74)

Equation (5.74) represents a relation between solubility, X2, and the
temperature for and ideal system. Notice that the solubility is inde-
pendent of the solvent.

5.3.2 Boiling point elevation
fcol19g
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ln (X1) = � �vapH1

R

"
1

T �1 b

� 1

T 0b

#
: (5:75)

For a dilute solution we havefcpl20g

T 0b � Tb = �vapT = Kb m2 (5:76)

fcol21g

Kb =
M1 RT

�2
b

�vapH1
(5:77)

5.3.3 Osmotic pressure

In this case we consider the change in chemical potential as we change
the pressure. fos1g

� (T; P + �;X1) = �� (T; P ) (5:78)

fos2g

�� (T; P + �) + RT ln (X1) = �� (T; P ) (5:79)

Notice that we have assumed ideal slution behavior. fos3g 
@��

@P

!
T;ni

= �V �1 (5:80)

fos4gZ ��(T;P+�)

��(P )
d�� =

Z P+�

P

�V �1 dP (5:81)

fos5g

�� (T; P + �) � �� (T; P ) + �V �1 � (5:82)

Using this result in Eq. (5.79) we get fos6g

� = � R T
�V �1

ln(X1) (5:83)

Typically n1 >> n2 therefpre the following approximation holds
for dilute solutions: fos7g

ln(X1) = ln(1�X2) � � X2 � � n2
n1

(5:84)

fos8g



72 CHAPTER 5. MIXTURES

� =
n2
n1 �V �1

RT = [2] R T ; (5:85)

where [2] is the solute's molar concentration. Equation (5.86) can be
used to determine the molar masses of macromolecules. First recall fos9g

n2
n1 �V �1

=
W2

M2 V
: (5:86)

second solve for M2fos10g

M2 =
RT

�

W2

V
= RT C2 ; (5:87)

where C2 is the solutes concentration in grams of solute per liter of
solvent. Equation (5.86) is known as the Van't Ho�'s equation.

In practice solutions may not behave ideally. In this cases you have
to plot �

C2
vs c2 and extrapolate the curves for C2 = 0, i.e.,fos11g

M2 = lim
C2!0

RT
�
C2

(5:88)
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5.4 Problems

Prove that by including the temperature behavior of �meltH and the
non ideality of the solution through the activity coe�cient, Eq. (5.62)
gets changed into fpcol1g

ln (X1) =
�fusH

R

"
1

T �F
� 1

T 0F

#

� �CP T
�
F

"
1

T �F
� 1

T 0F

#

+
�CP

R
ln

 
T 0F
T �F

!
� ln (
(X1)) : (5.89)

For dilute solutions and small chnges in freezing temperature, we can
reduce the previous equation to fpcol2g

X2 =
�fusH

R

�fusT

T �2F

1

1 +
�
d
(X1)
dX1

�
x1=1

: (5:90)
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Chapter 6

Chemical equilibrium

In the case of chemical reactions, we cam consider the following general
notation: fml1g

�R1 R1 + �R2 R2 + � � � + �Rm Rm
�! � �P1 P1 + �P2 P2 + � � � + �Pn Pn ; (6:1)

where R stands for reactants, P for products and the �R;Pi for the
stochiometric coe�cients. For this reaction the Gibbs free enrrgy is
given by: fml1bg

G =
mX
i=1

nRi �i(R) +
nX
i=1

nPi �i(P ) : (6:2)

For Eq. (6.2) the di�erential change reduces to fml1cg

dG =
mX
i=1

dnRi �i(R) +
nX
i=1

dnPi �i(P ) ; (6:3)

where we have used the chemical potential's independence on the num-
ber of moles.

In the case of di�erential changes in the number of moles of reagents
the following relation is sati�ed: fml2g

� dnR1

�R1
= � dnR2

�R2
= � � � dnRm

�Rm
=

dnP1
�P1

=
dnP2
�P2

= � � � dnPn
�Pn

� d� ;

(6:4)
where � is a variable called the extent of the reaction, and it is a measure
of the number of reactive events. Using the extent of the reaction
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variable the di�erential changes in the number of moles can be expressed
as fml3g

dnRi = � �Ri d� (6:5)

fml4g

dnPi = + �Pi d� : (6:6)

Using Eqs. (6.5) - (6.6) we can rewrite Eq. (6.3) asfml5g

dG =

"
nX
i=1

�Pi �i(P ) �
mX
i=1

�Ri �i(R)

#
d� : (6:7)

At equilibrium dG = 0, and since d� 6= 0, we get a generalization of
the Law of Mass Action. The la of mass action was �rst postulated for
ideal systems in 1867 by Goldberg and Weage.fml6g

nX
i=1

�Pi �i(P ) �
mX
i=1

�Ri �i(R) = 0 : (6:8)

Equation (6.8) not only can be applied to ideal systems but also to non
ideal systems by the inclusion of the activities in the chemical potential.

Previously we have calculated the most general expressions for the
chemical potentials for gases, solvents, solutes, and solids in terms of an
arbitrary set of conditions, which de�nes a reference state or commonly
called standard state.

Now we consider the following general chemical reaction:fkc1g

a A(g) + b B(aq) �! x X(s) + y Y (`) + z Z(aq) ; (6:9)

where Eq. (6.9) represents a chemical reaction where a moles of A react
with b moles of B yielding x moles of X, y moles of Y and z moles of
Z. If we want to calculate the change in Gibbs free energy, we have to
consider the di�erence in Gibbs free energy between the products and
reactants. Since the chemical potential is the molar Gibbs free energy,
we can obtain the total change in Gibbs free energy as a function of
the chemical potential Notice that we have explicitly included the unit
mole after each stoichiometric coe�cient to obtain the contribution to
the Gibbs energy of each reactant and product.

Now, if we use the expressions for the chemical potentials calculated
in the previous chapter, we getfkc2g



77

�Grxn = x mole [��X (T; PX ref ) + RT ln (aSolid)]

+ y mole [��Y (T; PY ref ) + RT ln (aSolvent)]

+ z mole

"
�	Z (T; PZ ref ) + RT ln

 
aZ

aZ ref

!#

� a mole

"
��A (T; PA ref ) + RT ln

 
aPA
PA ref

!#

� b mole

"
�	B (T; PB ref ) + RT ln

 
aB

aB ref

!#
:(6.10)

Using the following expressions: fkc3g

�G�
0

rxn = x mole ��X (T; PX ref ) + y mole ��Y (T; PY ref )

+ z mole �	Z (T; PZ ref ) � a mole ��A (T; PA ref )

� b mole �	B (T; PB ref ) ; (6.11)

fkc4g

Q �
2
64(asolid)

x (aSolvent)
y
�

aZ
aZ ref

�z
�

aA
aA ref

�a � aB
aB ref

�b
3
75 : (6:12)

Eq. (6.12)w yields fkc5g

�Grxn = �G�
0

rxn + R0 T ln(Q) : (6:13)

Notice that Eqs. (6.12) - (6.13) refer to an arbitrary set of conditions,
which de�ne a standard state. We have de�ned R' as the product of
one mole times the gas constant, R.

For most chemical reaction involving solid phases, the solid phase
involved will not contribute to the quotient i.e., fkc6g

aSolid = exp

 
�V �P

RT

!
� 1 ; (6:14)

where �P is the total pressure change with respect to the reference
pressure on the solid. Thus fkc7g
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R0 T ln(Q) �
2
64(aSolvent)

y
�

aZ
aZ ref

�z
�

aA
aA ref

�a �
aB

aB ref

�b
3
75 : (6:15)

For dilute solutions, the activity coe�cients are approximately unity.
which means that the reactants and products behave. Therefore for
ideal behavior, Eq. (6.15) reduces tofkc8g

R0 T ln(Q) �
2
64(XSolvent)

y
�

[Z]
[Z]ref

�z
�

PA
PA ref

�a � [B]
Bref

�b
3
75 ; (6:16)

where we have intensionally left the solvent mole fraction,XSolvent, which
for dilute solutions is approximately equal to unity, i.e.,fkc9g

XSolvent � 1 : (6:17)

Finally using Eq.(6.17), we obtain a general expression for the quotient
fkc10g

Q =

2
64

�
[Z]

[Z]ref

�z
�

PA
PA ref

�a � [B]
[B]ref

�b
3
75 : (6:18)

Notice that Eq. (6.18) allow us to de�ne a set of reference pressures
and concentrations. For example, if all reference pressures are set equal
to one atmosphere and the concentrations set equal to one mole, the
reference state is the standard state used in physical chemistry. In this
case, Eq. (6.18) reduces tofkc11g

Q =

2
64

�
[Z]
M

�z
�
PA
atm

�a � [B]
M

�b
3
75 ; (6:19)

and Eq. (6.13) reduces tofkc12g

�Grxn = �G�rxn + R0T ln

2
64

�
[Z]
M

�z
�
PA
atm

�a � [B]
M

�b
3
75 : (6:20)

Notice that the choice of reference states a�ects �G�rxn through
the reference chemical potentials,��i , of all the reactants and products
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in their respective phases. The reference chemical potentials depend
on the chosen reference conditions. And, only under the conditions
expressed by Eqs. (6.14) and (6.17) the quotient, Q, depends on the
reactants and products in gas and aqueous phases.

Since the choice of reference states is arbitrary, Eq. 6.18 allows us
to write the quotient as a function of those conditions. For example,
if we only change one reference concentration and select 10�7 M to be
the reference concentration for the hydrogen ion in aqueous form, we
have the biochemical standard state. Notice that since we have mod-
i�ed the reference concentrations we have a�ected the corresponding
reference chemical potential. Another possibility will be to change the
gas pressures. For example we can select the physiological pressures of
oxygen, nitrogen and carbon dioxide and de�ne this as a physiological
standard state.

Finally, if we consider Eqs. (6.20) and assume equilibrium, we get fkc13g

�G�rxn = � R0 T ln

2
664

�
[Z]eq

[Z]ref

�z
�

P
eq

A

PA ref

�a �
[B]eq
[B]ref

�b
3
775 � � R0T ln(K); (6:21)

where K is the equilibrium constant de�ned by the reference states.
Although we are free to select the reference states, the net change in
Gibbs energy of any reaction is completely independent of the choice
of reference states. In other words, the numerical value of �G�rxn is
independent of the standard state.

For non ideal behavior we obtain the following expression for the
quotient: fkc14g

Q =

�
aZ

aZ ref

�z
�

aA
aA ref

�a � aB
aB ref

�b ; (6:22)

where we have used the conditions asolid = 1 and aSolvent = 1 in Eq.
(6.12). Usually, the reference activity is de�ned as unity for the refer-
ence concentration.

In the previous section, we have derived an explicit expression of
the reference chemical potential which depends on the choice of refer-
ence concentrations, pressures and temperatures. We stress the fact
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that such choice is completely arbitrary and in most cases this is made
based on working conditions. Using these expressions, we have calcu-
lated the change in Gibbs free energy for a chemical reaction and shown
that under general conditions the quotient depends on all the reactants
and products in their respective phases. We use R' = mole R instead of
the more commonly used R notation to clearly show that the constant
multiplying the temperature in the net change of Gibbs energy for a
chemical reaction does not have the units of mole as in the gas constant.
We also emphasised the di�erent approximations usually assumed and
shown that under speci�c conditions we obtain a quotient which de-
pends only on reactants and products in gas or aqueous phase as is
typically taught in introductory chemistry. Therefore this particular
form of the quotient will break down if the conditions of compressibil-
ity for the solids and dilution for the solvent are not met. In this case
our Eq. (6.13) has to be used. Finally, Eq. (6.21) allows us in a to
de�ne in an easy and direct way the reference states for the standard
state used in physical chemistry, biochemistry and physiology.



Chapter 7

Electrolyte solutions

Among solutions, electrolyte solutions are found in a veariety of phe-
nomena ranging from simple chemical reaction to energy trnsduction
at the cellular level. Since electrolyte solutions are characterized by the
presence of ions and these ions show a long range interation due to the
ionic charge. This long range interaction motivate us to consider the
non ideallity of these class of solutions.

7.1 Electrochemical cell

One of the most inportant are the electron transfer reactions. In this
section we will consider this type of reactions. First we will discuss
some genral aspects and de�nitions. Second we will consider the ther-
modynamic aspects of electrochemical cells.

7.1.1 General aspects

In this section we will start our discusion on electrochemical cell by
considering the following spontaneous reaction: fcel1g

Zn(s) + CuSO4(aq) �! ZnSO4(aq) + Cu(s) (7:1)

or fcel2g

Zn(s) + Cu2+(aq) �! Zn2+(aq) + Cu(s) : (7:2)

81
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Notice that spontaneously electrons were transfered from Zn to Cu. In
this case we can think in modifying the set up in such a way to obtain
a current which will be able to do some work. First we consider the
following oxidation and reduction reactions:fcel3g

Zn(s) �! Zn2+(aq) + 2 e� ; (7:3)

fcel4g

Cu2+(aq) + 2 e� �! Cu(s): (7:4)

Now we can separate the Zn(s) and the Cu(s) by building an oxidation
half-reaction and a reduction half-reaction. In this way electrons 
ow
from the zinc electrode to the copper electrode. The current in the
solution and the salt bridge is carried by ions. For example Cl� ions
from the salt bridge 
ow in to the zinc side, and K+ ions, also from the
salt bridge, 
ow to the copper side. Note that Cl� moves towards the
negative electrode and K+ moves towards the positive electrode. The
salt bridge conducts electricity but does not allow bulk mixing of the
two solutions. Typical salt bridges are made of an strong electrolyte in
a agar gel. Also porous partitions are used, but it sets up a small emf

The cell notation is expressed in a condensed form by listing in
sequence the various phases in contact. We start with the anode on the
left and ending with the cathode on the right. The concentrations or
pressures of all participanting ions or gases are given in parenthesis. A
single solid vertical line shows the presence of a phase boundary, and
a double solid lines represents a salt bridge between the two half-cell
reactions. For examplefcel5g

Zn(s)jZnSO4(aq; 1M) jj CuSO4(aq; 1M)jCu(s) (7:5)

orfcel6g

Zn(s)jZn2+(aq; 1M) jj Cu2+(aq; 1M)jCu(s) (7:6)

The di�erence in electrical potential between the anode and the cathode
of a cell is called the cell electromotive force (emf), cell potential or cell
voltage, and which is designated by the symbol E or E . This cell
voltage is a measure of a driving force of the cell reaction.

For electrochemical cells the voltage generated depends upon the
cell reaction and the concentrations and pressures of the various com-
ponents. But it is independent of the size of the electrodes and the
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volumes of the various solutions involved. For example in the case of
the following reaction: fcele1g

H2(g) + PbSO4(s)
�! � 2 H+(aq) + S)2�4 (aq) + Pb(s); (7:7)

we �nd the following behavior:

Change to experiemtal conditions Change to cell voltage
a) Increase in PH2 "
b) Increase size of Pb(s) electrode no change
c) Decrease pH ([H+] " ) #
d) Dilute cell ([SO2�

4 ] # ) "
e) Dissolution of Na2SO4(s) ([SO

2�
4 ] " ) #

f) Decrease amount of PbSO4(s) no change
g) Dissolution of some NaOH(s) ([H+] #) "

Since oxidation and reduction always occurr together, the voltage
of a single electrode cannot be measured. Only di�erences in voltage
are measurables. Therefore a particular electrode can be chosen as a
reference electrode. We can assign a voltage to a given half-cell reaction
or eelctrode and then refer all measured voltages relative to it. The
standard hydrogen electrode has been chosen to be a reference electrode

fcel7g

2 H+(aq; 1M) + 2e� �! H2(g; 1atm) : (7:8)

where the temperature is 25 �C. By convention fcel8g

E�red(H
+=H2) = 0 : (7:9)

Now we can set up a table of standard reduction potentials. For exam-
ple fcel9g

Pt(s)jH2(g; 1atm)jHCl(aq; 1M)jjCuSO4(aq; 1M)jCu(s) : (7:10)

In general a complete electrochemical cell reaction consists of two half-
reactions, i.e., fcel10g

E�cell = E�red(cathode) + E�ox(anode) ; (7:11)

where fcel11g
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E�ox(anode) = � E�red(anode) : (7:12)

Therefore for Eq. (7.10) we have fcel12g

Anode H2(g) ! 2 H+(aq) + 2e� E�ox(H
+=H2) = 0

Cathode Cu2+(aq) + 2e� ! Cu(s) E�red(Cu
2+=Cu) =?

Overall H2(g) + Cu2+ ! 2 H+(aq) + Cu(s) E�cell = 0:34 V

But from Eq. (7.11)fcel13g

E�cell = 0:34 V

= E�red(Cu
2+=Cu) + E�ox(H

+=H2)

= E�red(Cu
2+=Cu) ; (7.13)

where we have used Eq. (7.9). In a similar fashion we can analize the
following half-reaction:fcel14g

Zn(s)jZnSO4(aq; 1M)jjHCl(aq; 1M)jH2(g; 1atm)jPt(s) : (7:14)

For this redox couple we �ndfcel15g

E�cell = 0:76 V

= E�ox(Zn
2+=Zn) + E�red(H

+=H2)

= � E�red(Zn
2+=Zn) : (7.15)

In a similar way we can continue for other half-reactions and construct
a table of Standard Reduction Potentials at 298.15K. From such a table
we can consider other electrochemical cell reactions. For instance for
the following cell:fcel16g

Zn(s)jZnSO4(aq; 1M)jjCuSO4(aq; 1M)jCu(s) (7:16)

the cell potential is given by:fcel17g

E�cell = E�ox(Zn
2+=Zn) + E�red(Cu

2+=Cu)

= � E�red(Zn
2+=Zn) + E�red(Cu

2+=Cu)

= 0:76V + 0:34V

= 1:10V : (7.17)



7.1. ELECTROCHEMICAL CELL 85

An external potential or counter potential could change the 
ow of
electrons. For example if the counter potential is less than the cell
potential, electrons will 
ow from left to right; Zn(s)gets oxidized. But
if the counter potential is greater then the cell potential, electrons will

ow from right to left; Zn2+(aq) gets reduced. Consequently we can
set up a reversible chemical cell with the help of an counter potential

7.1.2 Electrodes

A redox couple consist of the oxidized and reduced forms of the same
species undergoing oxidation or reduction. The electrodes are reduced
states of a redox couple. For example the Zn and Cu electrodes are
reduced forms of the Zn2+=Zn and Cu2+=Cu redox couples.

Inert electrodes are use in solutions when both the oxidized and
reduced states of species are ions. For example platinum and graphite
are chemical inert and conducting materials. The sole function of this
electrodes are to provide a surface at which ions in solution can donate
or accept electrons from the external circuit. In this group the redox
couples Fe3+=Fe2+ and Ce4+=Ce3+ are commonly used.

When one of the reactants or products of a redox reaction is a
gas, we use a gas electrode wher electrons are transfered between the
gaseous phase and the external circuit. For these electrodes a platinum
electrode where the surface has been increased is typically used. The
redox couples H+=H2 and Cl2=Cl� are examples of gas electrodes.

Finally a metal/insoluble salt electrode is an electrode where the
metal, which is the reduced form, is coated with the insoluble salt. For
example Ag coated with AgCl. This electrode is inmerse in a solution
containing the ion of the salt. The concentration of the Ag+ ion is �xed
by the concentration of Cl� and the value of the solubility product.

Other standard electrodes are:
Calomel electrode A mercury/mercurous chloride (calomel) elec-

trode has a half-reaction potential of 0.3338V, fcel18g

Pt(s)jH2(g; 1atm)jH+(aq; 1m)jjCl�(aq; 1m)jHg2Cl2(s)jHg(l) (7:18)

Glass electrode A glass electrode uses a glass membrane to selec-
tively permeable to hydrogen ions, H+. At present we can �nd more
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that 50 selective ion glass and membrane electrodes. These electrodes
are highly sective to a particular ion. For example, a sodium electrode
be 104 times more responsive to Na+ than to K+.

7.1.3 Thermodynamics

The electrical work done by an electrochemical cell is given by the
product of the total charge delivered (nF) by the cell times the cell
potential (E). In its di�erential form we haveftcel1g

dWe = �E dq ; (7:19)

where dq stans for the in�nitesimal amount of charge. If we integrate
bith side and recalling that E is independent of the charge delivered,
we getftcel2ag

We = � nF E ; (7:20)

where n is the number of moles of electrons transfered from the anode
to the cathode and F is the Faraday constant, whcih is de�ned as the
charge of one mole of electrons (96; 485Cmol�1). Thereforeftcel2bg

�G = WnonPV = � nF E : (7:21)

Under standard conditionsftcel3g

�G� = � nF E� ; (7:22)

where E� is the standard cell potential (emf). From Eq. (7.22) we get
an expression for the equilibrium constant i.e.,ftcel4g

Kequ = exp
�
nF

RT
E�
�
: (7:23)

Also for non standard conditions we have a relation between the cell
voltage and concentrations and/or pressures of the species involved in
the electrochemical cell reaction,ftcel5g

�G = �G� + R0T lnQ

= � nF E� + R0T lnQ

= � nF E : (7.24)
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From Eq. (7.24) we getftcel6g

E = E� � R0T

nF
lnQ ; (7:25)

which is called the Nernst equation and expresses the relation between
the cell voltage and the standard cell potential and the quotient. For
example if we consider Eq. (7.2) the equation for the cell potential as
a function of the concentrations is given by: ftcel7g

E = E� � R0T

2F
ln

"
[Zn2+]

[Cu2+]

#

= 1:10V � 0:0128V ln

"
[Zn2+]

[Cu2+]

#
; (7.26)

where we have considered T = 298:15K. Notice that the modi�cation
to the standard cell potential are in the order of millivolts. Also notice
that Eq. (7.26) assumes ideal behavior.

In order to include real behavior the quotient in Eq. (7.25) has to
include the activities i.e., ftcel8g

E = E� � R0T

nF
ln
�
aProducts
aReactants

�
: (7:27)

Finally from the previous discussions the following thermodynamic
relations apply the cell potential E: ftcl19g

�S = �
 
@�G

@T

!
P

= nZ F

 
@E

@T

!
P

; (7:28)

ftcl20g

�H = �n ZF
"
E � T

 
@E

@T

!
P

#
: (7:29)

Therefore if we know the cell potential at constant pressure as a function
of the temperarure, we know the change in Gibbs energy and we can
calculate the changes in entropy and enthalpy.
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Electrochemical potential

The di�erential form of Eq. (7.24) is given by: fecp1g

dG = �ZF E dn ; (7:30)

where Z is the ionic charge. But fecp2g

dG + ZF E dn = � dn + ZF E dn = 0

= (� + ZF E) dn

� ~� dn; (7.31)

where we have e�ned the electrochemcal potential asfecp3g

~�i � �	i + RT lnQ + ZF E : (7:32)

The elctrochemical potential is the molar Gibbs energy of a system
with PV work and electrical work.

7.2 Mean activity coe�cient

In general the chemical potential of an ion in solution is given by:fmac1g

�i = �	i + RT ln(mi 
i) ; (7:33)

where 
i is the activity coe�cient. The term RT ln(
i) represents the
correction to the ideal behavior. Namely it is the contribution due to
the interaction between the ions. This contribution is given by the non
PV work,fmac2g

�i � �i Ideal = ln(
i) = WnonPV ; (7:34)

wherefmac3g

�i Ideal = �	i + RT ln(mi) : (7:35)

Since we can not measure individual activity coe�cients we have
to de�ne a salt chemical potential. For example consider a solid com-
pound, AC(s), which dissolves producing �� anions, AZ�, with ionic
charge equal to Z� and �+ cations, CZ+, with ionic charge equal to Z+,

fmac4g
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AC �! �� A
Z� + �+ CZ+ : (7:36)

In this case we de�ne the salt chemical potential asfmac5g

�Salt � �+�+ + ����
�+ + ��

(7.37)

� ��
�+ + ��

: (7.38)

In generalthe chemical potential have the general form given in Eq.
(7.33). Using this functional form, we �nd that �� is given by: fmac6g

�� = �+ �+ + �� ��

= �+ �	+ + �+ �	+ + RT �+ ln(a+) + RT �� ln(a�)

= �	� + RT ln[a�++ a
��
� ]

= �	� + RT ln(m�+
+ m

��
� ) + RT ln(
�++ 


��
� ) ; (7.39)

where fmac7g

�	� � �+�
	
+ + ���

	
� : (7:40)

Now we de�ne the mean activity, a�, as fmac8g

a
(�++��)
� � m

(�++��)
� 


(�++��)
�

� a
�+
+ a

��
�

= m
�+
+ m

��
� 


�+
+ 


��
� : (7.41)

From Eq. (7.41) we de�ne the mean concentration, m�, and the mean
activity coe�cient, 
�, as fmac9g

m
(�++��)
� � m

�+
+ m

��
� ; (7:42)

fmac10g



(�++��)
� � 


�+
+ 


��
� : (7:43)

Therefore we get fmac11g

�Salt = �	Salt + RT ln(m�) + RT ln(
�) ; (7:44)

where we have de�ned the salt reference chemical potential by the fol-
lowing expression: fmac12g
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�	Salt �
�+�

	
+ + ���

	
�

�+ + ��
: (7:45)

Notice that if know the total molality, m, we can calculate the mean
molality using the following relations: fmac13g

m+ = �+ m (7.46)

m� = �� m (7.47)

m� = m [��++ �
��
� ]

1
�++�� : (7.48)

From Eq. (7.44) we getfmac14g

ln (
�) =
1

�+ + ��
ln [
�++ 


��
� ]

=
1

�+ + ��
f�+ ln (
+) + �� ln (
�)g : (7.49)

From the Debye-H�uckel theory we recall the value of ln (
i) for an
ion in solution,fmac15g

ln(
i) = � Z2
i jej2 N� �
8� ��� RT

; (7:50)

where Zi is the ionic charge of the ith ion, jej the absolute value of the
electronic charge, �� and � the vacumm and solvent permitivities. A
measure of the ionic shell is given by the Debye lenght de�ned by ��1,
withfmac16g

� =

 
2N2
� jej2�Solvent I
��� RT

! 1
2

; (7:51)

where �Solvent is the solvents density and I the molality ionic strength
de�ned asfmac17g

I =
1

2

X
i

mi Z
2
j ; (7:52)

where the sum consideres all the di�erent ionic species in solution.
Using Eq. (7.50) in Eq. (7.49) we getfmac18g

ln (
�) =
1

�+ + ��

 
(�1) jej2 N� �
8� ��� RT

! h
�+ Z2

+ + �� Z
2
�

i
: (7:53)

From the solution's electroneutrality we have the following relation:fmac19g
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�+ Z+ + �� Z� = 0 ; (7:54)

but in the case of the anion the ionic charge is a negative number,
Z� = � jZ�j. With relation Eq. (7.54) reduces to fmac20g

Z+ �+ = jZ�j �� : (7:55)

Using Eq. (7.55) we get fmac21g

ln (
�) = � jZ+j jZ�j BSolvent(T )
p
I ; (7:56)

with fmac22g

BSolvent(T ) =
jej2N�
8���� R

s
2 jej2N2

�

��� R

q
�Solvent(T )

T
3
2

: (7:57)

For water at 298 K, Eq. (7.56) reduces to fmac23g

� = 78:54

�H2O(`) = 0:997Kg dm�3

log (
�) = � 0:509 jZ+j jZ�j
p
I : (7.58)
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7.3 Debye-H�uckel theory

In the Debye-H�uckel theory we consider the solute-solute interactions
(ion-ion). For example we consider a one to one electrolyte i.e., NaCl,.
Next we add one ion of charge Zi e where e represents the electronic
charge i.e.,Na+. Now we look at the changes in the electrolyte solution.
for example we look at a small volume away from the ion. In the
presence of a dynamical actie solventt we can ask for the time average
of the positive and negative ions inside a di�eential volime dV. The
number of ions inside dV is given by the Boltzman principe,felec1g

n � exp
�
E

RT

�
(7:59)

where the energy E is given by the following relation:felec2g

E = � Zi N�jej� : (7:60)

In Eq. (7.60) Z+jej (� jZ�jjej) is the charge of the positive (negative)
ion and � the electrostatic potential. Next we consider the total average
charge inside of dV if we know the number of ions per unit volume of
solution. Namely N+ and N�. In this case we havefelec3g

dN+ = N+ exp

(
� Z+jej�

kT

)
dV ; (7:61)

felec4g

dN+ = N� exp

(
+
jZ�jjej�
kT

)
dV ; (7:62)

where N+ and N� represent the total number of ions per unit volume
of solution and kB the Boltzman constant and R = kB N�. From
electromagnetism we know thatfelec5g

� � 1

r
: (7:63)

From this behavior we have the following assimptoticsfelec6g

lim
r!0

dN+ = 0 (7:64)

felec7g
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lim
r!0

dN� =1 : (7:65)

These limit behaviors are unphysical and are the result of assuming
point particles while actual ions have size. since we want to include the
size of the ions, we have to recalcuate � from the Maxwell equation.
for this purpose we �rst �nd an expresion for the charge density, felec8g

� =
jejZ+dN+ � jejjZ�jdN�

dV
= jej [N+Z+ exp f� Z+jej��g
� N�jZ�j exp f+ jZ�jjej��g] ; (7.66)

where we have used the notation � � (kBT )�1. Notice that the elec-
troneutrality condition implies Z+N+ = jZ�jN�, and we have not in-
cluded the size of the ion .

If Zijej�� is small we can approximate the exponential function felec9g

exp f� Z�jej��g � 1� jZ�jjej�� : (7:67)

With this approximation Eq. (7.66) reduces to felec10g

� = jej
h
N+ Z+ � N� jZ�j � jej

�
N+ Z2

+ + N� jZ�j2
�
� �

i

= � jej
2 N� �

RT

h
N+ Z2

+ + N� jZ�j2
i
: (7.68)

In the general case where we have several elecrolytes we get for the
charge density felec11g

� = � 2 jej2 �N�
RT

(
1

2

X
i=1

Ni Z
2
i

)
(7.69)

= � 2 jej2 �N2
�

RT

(
1

2

X
i=1

Ci Z
2
i

)
(7.70)

= � 2 jej2 �N2
�

RT

(
�Solvent(T )

2

X
i=1

mi Z
2
i

)
; (7.71)

where �Solvent is the solvent's mass density, Ni the number density,
Ci the molar density and mi the molality. Notice that Eq. (7.69) is



94 CHAPTER 7. ELECTROLYTE SOLUTIONS

a relation between the charge density and the electrostatic potential.
But we do not know the exact nature of both the charge density and
electrostatic potential. Thus we need another relation between these
two functions. From the theory of electromagnetism we �nd a second
relation between the charge density and electrostatic potential in the
Maxwell's equations. In particular we will consider the �rst Maxwell
equation,felec12g

~r � ~E =

"
@ Ex

@x
+
@ Ey

@y
+
@ Ez

@z

#

=
�

�� �
; (7.72)

where E is the electric �eld associated to the charge density �. Also
from electromagnetismwe know that the electrostatic potential and the
electric �eld are related byfelec13g

~E = (Ex; Ey; Ez; )

= � r�
= �

 
@�

@x
;
@�

@y
;
@�

@z

!
: (7.73)

After combining Eqs. (7.72) - (7.72) we getfelec14g

r2� = � �

�� �

= �
 
@2�

@x2
+

@2�

@y2
+

@2�

@z2

!
: (7.74)

Equation (7.74) relates the Laplacian of the electrostatic potential and
the charge density, which can be conbined with Eq. (7.69) to get a
partial di�erential equation for the the electrostatic potential. In most
cases of interest � and � will only depend on the distance away from the
central charge; no angular dependance is foreseen. In other words the
analysis of electrolytes is expected to have radial symmetry. Assum-
ing radial symmetry, we get from Eq. (7.74) the following di�erential
equation:felec15g
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r2� =
1

r2
d

dr

"
r2

d�(r)

dr

#

= �2 � ; (7.75)

where we have de�ned the following constants: felec16g

�2 � 2 N2
� jej2 �Solvent(T ) I

��� RT
; (7:76)

where we have de�ned the ionic strength as: felec17g

I �
(
1

2

X
i=1

mi Z
2
i

)
: (7:77)

Equation (7.75) is caled the linear Poisson-Boltzman equation. It as-
sumes no solute-solvent interactions and point ions. The general solu-
tion to Eq. (7.75) is given by: felec18g

�(r) = A
expf��rg

r
+ B

exp f+�rg
r

: (7:78)

Recalling the boundary conditions, we know that felec19g

lim
r!1

�(r) = 0 ; (7:79)

which means that B = 0 or felec19bg

�(r) = A
expf��rg

r
: (7:80)

Also, for point particles felec20g

lim
�!0

�(r) =
Zi jej

4� ��� r
; (7:81)

which means felec21g

A =
Zi jej
4� ���

: (7:82)

Therefore the particular solution to Eq. (7.75) for the ith point central
ion is given by: felec22g
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�(r) =
Zi jej

4� ��� r

exp f� �rg
r

: (7:83)

The electrostatic potential has the form of a screened potential due to
the ionic atmosphere around the ith central ion.

For �nite size ions we use Eq. (7.83) in Eq. (7.69) we get the
charge density of the ionic atmosphere as a function of distance from
the central ion,felec23g

�(r) = � 2 N2
� jej2 �Solvent(T ) I

RT
A
expf� �rg

r
: (7:84)

The net charge of the ionic atmosphere has to be equal to the negative
central ion's charge,felec24g

� Zi jej =
Z 1
ra

4�r2 �(r) dr

= � A�24����
Z 1
ra

r exp f� �rg dr
= A�24���� (1 + �ra) exp f� �rag ; (7.85)

where ra = R+ + R� is the central ion's radius plus the counter ion's
radius. Solving for A and using it in Eq. (7.83) we getfelec25g

�(r) =
Zijej
4����

exp(�ra)

1 + �ra

exp(� � r)

r
: (7:86)
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7.4 Debye-H�uckel limiting law

From the Debye-H�uckel theory we know that the electric potential, �,
at a distance r from a central ion is given by Eq. (7.86). In order to
calculate the non-PV work envolved in bringing the central ion from
an in�nite large distance to it position in the center of the ionics atmo-
sphere we need to know the electrostatic potential prodduced by the
ionic atmosphere. Thus we will assume dilute solutions. This condition
implies fdll1g

� ra << 1 ; (7:87)

fdll2g

� r << 1 : (7:88)

These conditions imply the following approximation for Eq. recelec25:
fdll3g

�(r) � Zijej
4����

�
1

r
� �

�
: (7:89)

This electrostatic potential can be separeted in two contributions. One
from the central ion, �Centralion, and one from the ionic atmosphere,
�Ionicatmosphere, i.e., fdll4g

�(r)Centralion � Zijej
4����

1

r
; (7:90)

fdll5g

�(r) � Ionicatmosphere � � Zijej
4����

� : (7:91)
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Chapter 8

Quantum chemistry

The early XX century saw the birth of the theory of relativity. This the-
ory was developed after the 1887 Michelson and Morley'58 experiment
which was designed to reveal the earth's motion relative to the ether.
In an e�ort to explain the experimental facts, Poincare and Einstein al-
tered the ideas and concept of space, time and astronomical distances.
Most of the development of the the theory of relativity was carried out
by the latter scientists. In contrast Quantum chemistry took several
decades and many contributors to be developed. This theory can be
seen as an extension of classical mechanics to the subatomic, atomic
and molecular sizes and distances.

In this chapter we will study the fundamental theory of electrons,
atoms and molecules known as Quantum Chemistry. In our approach
we will follow the historical development of Quantum Chemistry. In
this approach we will see how Quantum Chemistry gradually evolves
from confusion and dilemma into a formal theory.

8.1 Introduction

As we have seen in previous chapters, the world we experience with our
senses is a world described by Thermodynamics, Classical Mechanics
and Classical Electromagnetism. It is a macroscopic world based in
macroscopic laws. But scientist have long recognized experimentally
the existence of small particles which are the components of matter.

99
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Therefore it is natural to look �rst for microscopic laws that explain
the particle's behavior, and second we have to look for a theoretical
approach that will link the microscopic laws with the macroscopic laws.

Towards the end of the XIX century, many physicist felt that all
the principles of physics had been discovered and little remainded to be
understood except for few minor problems. At that time our world was
understood using Classical Mechanics, Thermodynamics and Classical
Electromagnetism. For example in Classical Mechanics or Newtonian
Mechanics we needed to �nd the dynamical variables of the system
under study. Once done this, we needed to construct the equation of
motion which predicted the system's evolution in time. The predicted
behavior was �nally compared with the experimental observations.

At the time the Universe was divided into matter and radiation.
Matter was ruled by Newtonian mechanics and thermodynamics, and
radiation obeyed Maxwell's laws of Electromagnetism. A controversy
whether light was wave-like or corpuscular-like existed since Newton's
days, who proposed the corpuscular theory of light. The wave-like the-
ory was developed by Huggens based in the constructive and destructive
interference of light; a property which is characteristic of waves.

The interaction between matter and radiation was not well un-
derstood. For example, Earnshaw's theorem states that a system of
charged particles can not remain at rest in stable equilibrium under the
in
uence of purely electrostatic forces. Moreover, according to Electro-
magnetism an accelerated charged particles radiate energy in the form.
of electromagnetic waves. Thus how is that molecules are stable? From
this minor problems the theory of Quantum chemistry was developed.

8.1.1 Black-body radiation

Experimentally we observe that when a metallic object is heated it
would change its color. As the temperature is increased, �rst the ob-
ject changes its color into a dull red and, progressively, becomes more
and more red. Eventually it changes from red to blue. As it is well es-
tablished experimentally, the radiated energy is associated with a color
which is associated to a frequency or wavelength. To understand this
phenomenon, we will consider a so-called black-body
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An ideal object that absorbs and emits all frequencies is de�ned as
a black-body. It is a theoretical model invented by theorist to study
the emision and absorbtion of radiation. Its experimental counterparts
consist of an insulated box which can be heated. On one of its faces
a small pinhole allows radiation to enter or leave. This radiation is
equivalent to that of a perfect black-body.

One of the \minor" problems mention earlier relates to the density
of radiated energy per unit volume per unit frequency interval d� at
temperature T, �(�; T ). The search for an expression for �(�; T ) backs
to 1860 when Gustav Kirchho� recognized the need of a theoretical
approach to blackbody radiation. Also the relation between �(�; T )
with certain empirical equations was not well understood. In 1899 Wien
noticed that the product of temperature ,T, and maximumwavelength,
�max was always a constant, fiqm1ag

T �max = constant: (8:1)

Equation (8.1) is called the displacement law. Also the total energy
radiated per unit area per unit time, R, from a blackbody followed
Stefan-Boltzman law, fiqm1bg

R = � T 4 ; (8:2)

where � is a constant. These two empirical law needed to be explained
from �rst principles.

In 1896 Wilhem Wien derived the following expression for �: fiqm0g

�(�; T ) = C �3 exp
�
�a �

T

�
; (8:3)

where C and a are constants. Wien's result was experimentally con-
�rmed for high frequencies by Freiderich Paschen in 1897. But in 1900,
Otto Lummer and Ernest Pringsheim found that Wien's expression
failed in the low frequency regime.
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Figure 8.1: Plank's radiation density for a blackbody.
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The �rst attempts to explain the previous empirical laws from �rst
principles used the classical knowledge at the time. For example in 1900
Rayleigh assumed that the radiation trapped in the box interacted with
the walls. On the walls small oscillators which in turm vibrate emiting
radiation. Finally the equilibrium between the \oscillators" and the
radiation trapped in the box is responsable of the properties of black-
body radiation. Under these assuptions, the density of radiated energy
per unit volume per unit frequency at temperature T is given by the
following equation: fiqm1g

�(�; T ) d� = N� d� ��(�; T ) ; (8:4)

where N� d� represents the number of oscillators between � and �+d�,
and ��(�; T ) is the average energy radiated by the \electronic oscillator"
at frequency � and temperature T. The number density was widely
accepted to be fiqm2g

N� =
8� �2

c3
(8:5)

where c is the speed of light.
In the calculation of ��(�; T ) Reyleigh assumed that the\oscillators"

could achieve any possible energy and the equipatition theorem. In
other words Rayleigh assumed a continuous energy spectrum for the
oscillators and fiqm3g

��(�; T ) = kBT ; (8:6)

where kB is Boltzman constant. With these assumptions, Rayleigh
obtained the following expression for the amount of radiative energy
between � and � + d�: fiqm4g

�(�; T ) d� =
8� �2

c3
kBT d� : (8:7)

If we express Eq. (8.7) as radiated energy per unit volume per unit
wavelength we get fiqm2bg

�0(�; T ) d� =
8�

�4
kBT d� ; (8:8)

where we have used the relation c = ��. This latter result agreed
with the low frequency observation but did not �t the experimental
observationsm at high frequencies.
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From the low and high frequency expressions, fiqlim1g

��(�; T ) �
(

kBT for low �

� exp
n
� a �

T

o
for high �

; (8:9)

Planck derived an expression consistent with both limiting behaviors,fiqlim2g

��(�; T ) =
h �

exp
n

h�
kBT

o
� 1

: (8:10)

This expression required only one constant, h, which Plank determined
by �tting the expression to the experiemntal data. Equation (8.10) is
called the Plank distribution law. Plank obtained an excellent agree-
ment with experiments usingfiqm10g

h = 6:626 � 10�34 J s : (8:11)

Although Eq. (8.10) �tted the experiemntal data extraordinary
well, Plank wanted to understand why Eq. (8.10) worked so well. First
Plank calculated the entropy of the system from (8.10). Second, he
calculated the entropy using Boltzman mechanistic approach. When
these to independent expression for the entropy were compared, Plank
concluded the the oscillators spectrum had to be discrete. In other
words the \oscillators" could only achive the following energy values:fiqm4bg

�n = n h � ; (8:12)

where n is a positive integer and h is Plank's constant. Thus both of
Plank's entropy expression were consisten if energy was quantized.

From Max Planck's underlying assuption that the energies of the
\electronic oscillators" could have only a discrete set of values we can
derived the semiempirical Plank's distribution using statistical meth-
ods. In this approach we assumed that only jumps of �n = �1 can
occur, so the change of energy is given by:fiqm5g

�� = h � : (8:13)

This means that energy is absorbed or emitted only in packets.
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In order to obtain an expression for the density of radiative energy
between � and � + d� we have to calculate the average energy, ��(�), at
frequency �. First we consider the Boltzman probability for the energy
level of each oscillator at frequency �, i.e.,fiqm7g

Pn(�) � exp

(
n h�

kBT

)
: (8:14)

Using Eq. (8.14) we get for the average oscillator's energy fiqm8g

��(�) =

P1
n=1 nh� exp

n
n h�
kBT

o
P1

n=1 exp
n
n h�
kBT

o

=

P1
n=1 nh� XnP1

n=1 Xn

=
h� X

(1�X)2

1
1�X

=
h� X

1 �X
=

h�

exp
n

h�
kBT

o
� 1

: (8.15)

Finally using Eqs. (8.4) and (8.5) the Plank's expression for the radia-
tive energy density is equal to fiqm9g

�(�; T ) d� =
8� �2

c3
h�

exp
n
h �
kBT

o
� 1

d� : (8:16)

Also as a function of wavelength we get fiqm12g

�0(�; T ) d� =
8� hc

�5
1

exp
n

h c
kBT �

o
� 1

d� : (8:17)

From Eq. (8.17) we can obtain the Wien displacement law and the
Stefan-Boltzman law.
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8.1.2 Photoelectric e�ect

Late in the 19th century a series of experiments revealed that electrons
are emitted from a metal surface when light of su�cient high frequency
falls upon it. This is known as the photoelectric e�ect. Classical theory
predicted that the energy of the ejected electron is proportional to the
intensity of the light; electrons are ejected for any frequency radiated.
Both prediction are not support by the experients.

The experiemnts show the existance of a threshold frequency, ��.
Einstein in 1905 assumed that radiation consists of little packets of
energy � = h�. If this is true the kinetic energy of the ejected electron
is given by the following equation:fpe1g

KE =
1

2
mv2 = h� � � (8:18)

where � is the work function which is usually expressed in electron
volts, eV. Note that the threshhold frequency, ��, implies no kinetic
energy. Thusfpe2g

h�� = �; (8:19)

and the photoelectric e�ect is observed only if h� � �. Equation (8.18)
represents a straight line with slope h. Actually in an experiment one
measures the stopping potential, VS , such thatfpe3g

KE = � e VS =
1

2
mv2 : (8:20)

8.2 Wave equation

In this section we discuss the wave equation for a string attached at
both ends. In this case we consider a string along the x-axis with dis-
placement in the y-direction. The string's displacement will be denoted
as u(x,t). Finally if we consider a string of length ` the displacement
satis�es the following equation:fwe1g

@2u

@x2
=

1

v2
@2u

@t2
; (8:21)

where v is the magnitud of the velocity of the wave along the string.
Next we consider the boundary conditions (BC). These are the vaues
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of u at the ends of the string. Since the ends are attached to say a wall,
these points do not displace from its position, fwe2g

u(0; t) = 0 = u(`; t) : (8:22)

Notice that these values are valid for any time t. Thus we have a
partial di�erential equation and its boundary conditions for a string.
This equation is commonly refered as a 1-dimensional wave equation.

Of the di�erent methods of solution of partial di�ererntial equations,
we will consider the method of separation of variables. In this method
we consider the the solution to Eq. (8.21) can be written as a product
of a function of time and function of space, i.e., fwe3g

u(x; t) = X(x) T (t) : (8:23)

If we substitute Eq. (8.23) in Eq. (8.21) we get fwe4g

T (t)
d2 X(x)

d x2
=

1

v2
X(x)

d2 T (t)

d t2
: (8:24)

Notice that the partial derivatives have transformed to regular deriva-
tives since they are applied to single variable function. Now if we divide
both sides of Eq. (8.24) by Eq. (8.23) we get fwe5g

1

X(x)

d2 X(x)

d x2
=

1

v2 T (t)

d2 T (t)

d t2
: (8:25)

In Eq. (8.25) the left hand side is a function only of position x; the
right hand side is a function only of time. Since position and time are
independent variables the only posibility that satis�es Eq. (8.25) is fwe6g

1

X(x)

d2 X(x)

d x2
= � ; (8:26)

fwe7g

1

T (t)

d2 T (t)

d t2
= � ; (8:27)

where � is a constant.
For the spatial function X(x) we have now the following equation:

fwe8g
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d2 X(x)

d x2
= � X(x) (8:28)

From Eq. (8.22) the boundary conditions for X(x) are fwe9ag

X(0) = X(`) = 0 : (8:29)

Thus we are looking for a function that sati�es Eq. (8.28) and vanishes
at x = 0 and x = `. After some thinking we �nd that the function sin(x)
and cos(x) satisfy the di�erential equation but only sin(x) sati�es the
boundary condition at x = 0. In other words, iffwe9g

X(x) = A sin(� x) ; (8:30)

Eq. (8.28) reduces tofwe10g

d2 A sin(� x)

d x2
= � A �2 sin(� x)

= � �2 X(x)

= � X(x) : (8.31)

Thereforefwe11g

� = � �2 : (8:32)

Next we consider the boundary conditionfwe12g

sin(�`) = 0 : (8:33)

Equation (8.33) is sati�ed if the argument of the sine function is an
integer multiple of �,fwe13g

� ` = n � : (8:34)

Solving for � we �nd that the spatial solution of Eq. (8.21) to befwe14g

X(x) = An sin
�
�

`
n x

�
: (8:35)

And the displacement u(x; t) can be written asfwe15g

un(x; t) = T (t) An sin
�
�

`
n x

�
: (8:36)
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Equation (8.35) represents standing waves, and the wavelength of these
standing waves, �n satisfy the following relation:fwe16g

�

`
n �n = 2� : (8:37)

Thus �n is equal tofwe17g

�n =
2 `

n
; (8:38)

where n is an integer greater than one. Using this result we can express
� in terms of �n, fwe18g

� =
2 �

�
; (8:39)

and plugg it in Eq. (8.26) to get the following equation: fwe19g

d2 X(x)

d x2
= �

�
2�

�n

�2

X(x) : (8:40)

Equation (8.40) represents the wave equation sati�ed by the spatial
part of the amplitud, u(x; t).

8.2.1 Particle's wave equation

Since particles behave as waves we need a wave equation for a parti-
cle. A simple approach is to use de Broglie's assumption in Eq. (8.40).
Namely we substitute the value of the wavelength associated to a par-
ticle with momentum p, fwe20g

� =
h

p
; (8:41)

in the right hand side of Eq. (8.40). This substitution yields the fol-
lowing equation: fwe21g

d2  (x)

d x2
= �

�
p

�h

�2

 (x) ; (8:42)

where  is the wave associated to a particle with momentum p and
�h � h=2�. Now if we recall the expression for the mechanical energy of
a particle with momentum p in a potential V (x), fwe22g

E =
p2

2 m
+ V (x) ; (8:43)
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and solve for p2 we get fwe23g

p2 = 2 m [E � V (x)] : (8:44)

Equation (8.44) can be used in Eq. (8.42) and getfwe24g

d2  (x)

d x2
= � 2m

�h2
[E � V (x)]  (x) : (8:45)

Finally we can rewrite Eq. (8.45) asfwe25g

� �h2

2 m

d2  (x)

d x2
+ V (x)  (x) = E  (x) : (8:46)

Equation (8.46) is the time-independent Schr�odinger equation. Al-
though this derivation is not formal, nor Schr�odinger \o�cial" deriva-
tion, it obtains the quantization of the energy, in the case of the hydro-
gen atom, as a consequence of the properties of the wave function  (x).
Schr�odinger success attacted the attention of scientist and change the
world.

8.2.2 Schr�odinger equation
fse1g

� h2

2m

@2

@x2
�(x; t) + V (x) �(x; t) = i h

@

@t
�(x; t) : (8:47)

Separation of variablesfse2g

�(x; t) = �(t)  (x) (8:48)

fse3g

� 1

 (x)

h2

2m

d2

d x2
 (x) + V (x) =

i h

�

d

dt
�(t) = constant = E (8:49)

fse4g

d �(t)

dt
= � i E

h
�(t) (8:50)

fse5g

�(t) = exp
�
� i E

h
t
�

(8:51)

fse6g

� �h2

2m

d2

d x2
 (x) + V (x)  (x) = E  (x) (8:52)
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8.3 Axiomatic quantum mechanics

Classical mechanics deals with position (~r), momentum (~p), angular
momentum (L � mvr) and energy. These quantities are called dynam-
ical variables. A measurable dynamical variable is called an observable.

Time evolution of the system's observables is governed by Newton's
equations, which yield the system's trajectory. In Quantum mechanics
the Uncertanty Principle forbides the concept of trajectory. Thus we
need another approach to study the microscopic world of the atom. I
this section we consider an axiomatic approach. Namely we will state a
number of axioms or postulates which de�ne the foundation of quantum
mechanics. The postulates are justi�ed only by their ability to predict
and correlate experimental facts and their general applicability.

Postulate 1

The state of a quantum-mechanical system is completely speci�ed by a
function 	(~r; t). This function is called the wave function or the state
function.

The probability of �nding the particle in a volume element dV ar-
round ~r at time t is given by: faq1g

P(~r; t) = j	(~r; t)j2 dV = 	�(~r; t) 	(~r; t) dV ; (8:53)

where the star, 	� represents the complex conjugate of the wave func-
tion 	. As a consequence of the probabilistic interpretation, the prob-
ability of �nding the particle some place in the space is equal to unity
or faq2gZ

Space
j	(~r; t)j2 dV = 1 : (8:54)

This condition puts some requirements on the kind of state function
that we can consider. For example 	 and d 	=d~r have to be continous,
�nite and single-valued (for each position ~r only one value of 	(~r; t).

Postulate 2

For any observable in classical mechanics, we cam �nd a correspond-
ing quantum mechanical operator. For example momentum in the x
direction: faq2bg
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px = m vx  ! p̂ = � i �h
d

d x
; (8:55)

angular momentum in the x direction:faq3g

Lx = y pz � z py  ! L̂x = � i �h

(
y
@

@z
� z

@

@y

)
; (8:56)

energy:faq4g

E =
p2

2m
+ V (x)  ! Ĥ = � �h2

2m

d2

dx2
+ V (x) : (8:57)

Postulate 3

When an observable, corresponding to Â, is measured, the only values
observed are given by:faq5g

Â 	n = an 	n ; (8:58)

where an is a set of eigenvalues called the spectrum of Â. What if the
system is in some arbitrary state, 	, which is not the eigenfunction of
Â?

Postulate 4

The expected value of Â when 	 is not an eigenfunction of Â is given
by:faq6g

h Â i �
Z
Space

	� Â	 dV : (8:59)

Postulate 5

The time dependence of 	(~r; t) is given by the time-dependent Schr�odinger
equation,faq7g

Ĥ 	(~r; t) = i �h
@

@ t
	(~r; t) : (8:60)

If the the hamiltonian, Ĥ , does not include time explicitely, the
wave function can be written as a product of two functions,faq8g
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	(~r; t) =  (~r) f(t) : (8:61)

As we have mention earlier this separation of variables leads to the time
independent Schr�odinger equationfaq9g

Ĥ  (~r) = E  (~r) : (8:62)

The solution of Eq. (8.62) implies a set of energies fEng i.e., faq9bg

Ĥ  n(~r) = En  n(~r) ; (8:63)

where  0ns are called the stationary states, and each state is character-
ized by an energy En. In this sense we say that the energy is quantized.

Also we can solve the time dependent di�erential equation and �nd
faq10g

f(t) = exp
�
� i

En

�h
t
�
; (8:64)

which means that the time dependent wave function is given by the
following expression: faq11g

	(~r; t) =  (~r; t) exp
�
� i

En

�h
t
�
: (8:65)

Since the energy is quantized, we represent an atom or molecule by
a set of stationary energy states. The spectroscopic properties of the
system will be understood in terms of transitions from one stationary
state to another. The energy associated with the transition is equal to:

faq12g

�En!m = Em � En = h� ; (8:66)

where � is the frequency of the photon either emitted or absorbed.
In general the system is not going to be in a stationary state  n. In

this case we can ask How many atoms are in each stationary state  n?
Since the system is not in a stationary state we can construct a wave
function for the system as a linear combination of the stationary states
 n. In other words the system's wave function is given by: faq13g

�(~r; t) =
1X
n=1

Cn  n(~r) exp
�
� i

En

�h
t
�
: (8:67)

Therefore the probability of measuring a particular En value in a series
of observations is proportional to the square of its coe�cient Cn, i.e.,
C�C = jCj2.
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Chapter 9

Three dimensional systems

In the case of three dimensions the momentum operator has three com-
ponents f3d1g

p̂x = � i �h
@

@x
(9.1)

p̂y = � i �h
@

@y
(9.2)

p̂z = � i �h
@

@z
: (9.3)

Using these expression we can construct the momentumsquare operator
in cartesian coordinates as f3d2g

~̂p 2 = p̂2x + p̂2y + p̂2z

= � �h2
(
@

@x
+

@

@y
+

@

@z

)
(9.4)

= � �h2 r2 ; (9.5)

where r2 is the Laplacian. Therefore the kinetic energy operator in
three dimension is given by the following expression: f3d3g

K̂ = � �h2

2 m
r2 : (9:6)

Finally the time independent hamiltonian operator in three dimensions
can be written as: f3d4g

115
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Ĥ = � �h2

2 m
r2 + V̂ (x; y; z) : (9:7)

In many cases the potential has spherical symmetry in other words V̂
is a function of the radius, e.g.,f3d5g

V̂ (x; y; z) = V̂ (r) ; (9:8)

wheref3d6g

r =
q
x2 + y2 + z2 : (9:9)

For these systems we have to use spherical coordiantes, (r; �; �),instead
of cartesian coordinates, (x; y; z). The relation between these coordi-
nates are given by:f3d7g

x = r sin(�) cos(�) (9.10)

y = r sin(�) sin(�) (9.11)

z = r cos(�) : (9.12)

In spherical coordinates the Laplacian is given by:f3d8ag

r2 =
1

r2
@

@r

 
r2
@

@r

!
+

1

r2 sin(�)

@

@�

 
sin(�)

@

@�

!
+

1

r2 sin2(�)

@2

@�2
:(9.13)

In the following sections we will consider two important three dimen-
sional problems. First we will consider a rigid rotator and the hydrogen
atom.

9.1 Rigid rotator

A quantum mechanical rotator is simple model to study molecular ro-
tations. In this case we consider two atoms separated a distance R
apart. For this system we also use the reduced mass which reduces
the two body problem to a one body problem. In contrast with the
harmonic oscillator we consider a �xed distance between the atoms. In
this way we are eliminating the molecular vibrations. In other words
we consider a rigid rotator.
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Recalling from classical mechanics the kinetic energy of a rigid ro-
tator is given terms of the angular momentum. Using the angular
momentum the kinetic energy is given by:f3d8bg

K =
1

2 I
L2 ; (9:14)

where I is the moment of inertia, f3d9g

I = � R2 ; (9:15)

and L is the angular momentum.
Classically the angular momentum is a 3-dimensional vector. In

cartesian coordinates the three components of the angular momentum
are equal to: f3d10g

Lx = y pz � z py (9.16)

Ly = z px � x pz (9.17)

Lz = x py � y px : (9.18)

Now we translate these expression into quantum operators we get f3d11g

L̂x = � i �h

 
y
@

@z
� z

@

@y

!
(9.19)

L̂y = � i �h

 
z
@

@x
� x

@

@z

!
(9.20)

L̂z = � i �h

 
x
@

@y
� y

@

@x

!
: (9.21)

(9.22)

Since the rigid rotator shows spherical symmetry we need to transform
the angular momentum operator from cartesian to spherical coordi-
nates. This transformation follows from Eqs. (9.10), and, after tedious
but otherwise straightf orward algebra,we get the following expressions
of the angular momentum operator in spherical coordinates: f3d12g

L̂x = �i �h
"
� sin(�)

@

@�
� cot(�) cos(�)

@

@�

#
(9.23)

L̂y = �i �h
"
� cos(�)

@

@�
� cot(�) sin(�)

@

@�

#
(9.24)
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f3d13g

L̂z = �i �h @

@�
(9:25)

f3d14g

L̂2 = � �h2
"

1

sin(�)

@

@�

 
sin(�)

@

@�

!
+

1

sin2(�)

@2

@�2

#
: (9:26)

In the case of the rigid rotator no potential energy is present, which
means that the Hamiltonian is given byf3d15g

Ĥ =
1

2�R2
L̂2 : (9:27)

Thus the time-dependent Schr�odinger reduces tof3d16g

Ĥ n =
1

2�R2
L̂2 n = En n : (9:28)

Since the rigid rotator has spherical symmetry we will use spherical
coordinates and �ndf3d17g

� �h2

2�R2

"
1

sin(�)

@

@�

 
sin(�)

@

@�

!
+

1

sin2(�)

@2

@�2

#
 n = En n : (9:29)

The solution to a very similar equation has been found, namelyf3d18g "
1

sin(�)

@

@�

 
sin(�)

@

@�

!
+

1

sin2(�)

@2

@�2

#
Y m
` (�; �) = �`(` + 1)Y m

` (�; �);

(9:30)
where Y m

` s are called the Spherical Harmonics. Therefore we can use
this result to express  , i.e.,f3d19g

 n �! Y m
` (�; �) ; (9:31)

where ` = 0; 1; 2; 3; : : :, and m = 0;�1;�2;�3; : : : ;�`. Also the spher-
ical harmonics have the following estructure:f3d22g

Y m
` (�; �) = N`;m P

jmj
` (cos(�)) exp fi m�g ; (9:32)

where P jmj` are the Legendre polynomyals. The �rst couple of Spherical
Harmonics are:f3d22ag
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Y 0
0 (�; �) =

1p
4 �

; (9:33)

f3d22bg

Y 0
1 (�; �) =

s
3

4 �
cos(�); (9:34)

f3d22cg

Y �11 (�; �) =

s
3

8 �
sin(�) exp f� i�g ; (9:35)

f3d22dg

Y 1
1 (�; �) =

s
3

8 �
sin(�) exp f+ i�g : (9:36)

Using these results the energy levels for the rigid rotator are given by:
f3d20g

E` =
�h2

2I
`(` + 1) : (9:37)

For each ` we have 2` + 1 di�erent spherical harmonics, i.e., f3d24g

Y m
` ! Y 0

` ; Y
�1
` ; Y �2` ; : : : ; Y �`` : (9:38)

Notice that of these function correspond to the same energy level, e.g,
Eq. (9.37). We say that the level is degenerate when linear independent
functions have the same energy. Thus for the rigid rotator hamiltonian
operator the degree of degeneracy of each energy level, E`, is 2` + 1.

Finally if we compare Eqs. (9.26) and (9.30) we �nd that the Spheri-
cal Harmonics are eigenfunction of the square of the angular momentum
operator, L̂2 , f3d21g

L̂2 Y m
` (�; �) = �h2 `(` + 1) Y m

` (�; �) : (9:39)

Moreover if we use Eq. (9.25) we �nd that the spherical harmonics
are also eigenfunctions of the z component of the angular momentum
operastor, e.g., f3d23g

L̂zY
m
` (�; �) = � i�h

@

@�
Y m
` (�; �) = m�h Y m

` (�; �) : (9:40)

Consequently, the Spherical harmonics are iegenfunction of the square
of the angular momentum operator, the z-component of the angular
momentum operator and the rigid rotator hamiltonian operator.
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9.1.1 Particle on a ring

In this section we consider a circular motion on the x-y plane of a single
particle. For this system the total energy is given by the kinetic energy,

frt22g

K =
1

2I
L2
z: (9:41)

Therefore, in the absence of potential energy, the hamiltonian is given
by:frt23g

Ĥ = � �h2

2I

@

@�2
: (9:42)

The time-dependent Schr�odinger equation is given by:frt24g

� �h2

2I

@

@�2
 m(�) = Em  m(�)`; (9:43)

with boundary condition  m(�) =  m(� + 2�). The solutions to Eq.
(9.43) are :frt25g

 m(�) =
1p
2�

exp fi m �g : (9:44)

The energy is quantized energy,frt26g

Em =
�h2

2I
m2 ; (9:45)

with values m = 0; �1; �2; : : :. This model can be applied to
aromatic molecules like benzene.

9.2 Rotational transitions

Since we have an expression for the quantized energy, we can calculate
the energy di�erence between levels. First we consider the `th level with
energy given by Eq. (9.37). Now we consider the transition `! `+ 1.
The energy di�erence is given by:frt1g

�`+1;` � E`+1 � E`
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= [(`+ 1)(` + 2) � `(` + 1)]
�h2

2 I

= 2 (` + 1)
�h2

2 I
; (9.46)

with ` = 0; 1; 2; 3; : : :. In the case of transition from the `th energy level
to the `� 1 we get frt2g

j�`�1;`j � jE`�1 � E`j

= 2 `
�h2

2 I
; (9.47)

with ` = 1; 2; 3; : : :. Notice that for these transition the unit of energy
is �h2=2�R2. For example in the case of hydrogen chloride H35Cl(g)
we have �nd that the distance between the atoms is equal to 127.5 pm
and the reduce mass equal to 1:6267 � 10�27kg. Table 2 shows the
characteistic frenquencies and times for rotational transitions ` = 0!
` = 1.

TABLE 2

Molecule �h2

2�R2 ��0!1 t0!1

H35Cl 21:2 cm�1 42:4 cm�1 787 fs

H79Br 18:8 cm�1 37:6 cm�1 5900 fs

CO 2:7 cm�1 5:4 cm�1 15000 fs

Finally from Tables 1 and 2 we notice that frt3g

trotch � 1000 fs = 1ps (9.48)

tvibch � 10 fs (9.49)

9.2.1 Rotational selection rules

In the case of rotations we have that the transition coe�cient has the
form frt4g
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Tf;i / hf j~� � ~E�jii = � E� hf j cos(�)jii : (9:50)

where we considered the electric �eld in the z-direction. Since rotations
do not change the value of � we need molecules with permanent dipole
moment,frt5g

� � �� � constant : (9:51)

Therefore Eq. (9.50) reduces tofrt6g

Tf;i / ��E� h`0;m0j cos(�)j`;mi ; (9:52)

where we have the notationfrt7g

Y m
` (�; �) �! j`;mi ; (9:53)

frt8g

Y m0�
`0 (�; �) �! h`0;m0 j : (9:54)

In terms of integrals Eq. (9.52)frt9g

Tf;i / ��E�

Z 2�

0
d�

Z �

0
d� sin(�) Y m0�

`0 (�; �) cos(�)Y m
` (�; �) : (9:55)

Equation can be split into a product of two integrals using Eq. (9.32),
frt10g

Tf;i / ��E� N
�
`0;m0N`;m

Z �

0
P
jm0j
`0 cos(�)P

jmj
` sin(�) d�Z 2�

0
exp fi(m0 �m)�g d� ; (9.56)

But the integral over � is equal to 2� times a Kroneker delta,frt11g

Z 2�

0
exp fi(m0 �m)�g d� = 2 � �m0;m : (9:57)

This result simpli�es Eq. (9.56) tofrt12g

Tf;i / �m0;m ��E�N
�
`0;mN`;m

Z �

0
P
jmj
`0 cos(�)P jmj` sin(�) d�: (9:58)

From the Legendre polynimial properties, we �nd the folowing relation:
frt13g
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cos(�)P jmj` (cos(�)) =
`� jmj+ 1

2` + 1
P
jmj
`+1 (cos(�)) +

` + jmj
2` + 1

P
jmj
`�1 (cos(�)) ;

(9:59)
which reduces Eq. (9.58) tofrt14g

T`0;m0;`;m / �m0;m ��E� fC 0 h`0;mj`+ 1;mi + C h`0;mj`� 1;mig ;
(9:60)

where we have used the bracket notation, and the C's are constants.
Notice that frt15g

h`0;mj`+ 1;mi � Const: �`0;`+1 (9.61)

h`0;mj`� 1;mi � Const: �`0;`�1 (9.62)

where we have used the orthonormal properties of the Legendre poly-
nomials. Thus frt16g

T`0;m0;`;m 6= 0 (9:63)

only if m0 = m and `0 = ` � 1. In other words we get a rotational
transition if frt17ag

�m = 0 ; (9:64)

frt17bg

�` = � 1 : (9:65)

The latter relations are the rotational selection rules

9.3 Vibrational-Rotational transitions

When conbined, the vibrational and rotational transitions follow three
condition: �n = �1, �m = 0 and �` = �1. For example if we consider
the vibrational transition n = 0! n = 1, we have two options for the
rotational transition. The system is allowed to change fom n = 0; ` to
n = 1 ; ` � 1. First we consider the �` = 1. In this case the change in
energy is given by the following relation: frt18g

�ER =
h�

2
+

�h2

2I
2(` + 1); (9:66)

which is called the R branch of a vibro-rotational spectra, and it consists
of the following transitions: frt19g
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n = 0! n = 1 ` = 0 ! ` = 1

n = 0! n = 1 ` = 1 ! ` = 2

n = 0! n = 1 ` = 2 ! ` = 3

n = 0! n = 1 ` = 3 ! ` = 4

n = 0! n = 1 ` = 4 ! ` = 5

n = 0! n = 1 ` = 5 ! ` = 6
... (9.67)

Therefore the energy between these trasitions is equal to 2�h2=2I.
The second case considers thet transitin from n = 0 ! n = 1 and
` ! ` + 1, or the so-caled P branch. For the P branch the energy
involved in the transition is equal to:frt20g

�EP =
h�

2
� �h2

2I
2` : (9:68)

The following transitions constitute the P branch:frt21g

n = 0! n = 1 ` = 1 ! ` = 0

n = 0! n = 1 ` = 2 ! ` = 1

n = 0! n = 1 ` = 3 ! ` = 2

n = 0! n = 1 ` = 4 ! ` = 3

n = 0! n = 1 ` = 5 ! ` = 4

n = 0! n = 1 ` = 6 ! ` = 5
... (9.69)

The R and the P branch explains some of the features of the the IR
spectra of diatomic molecules like H35Cl.

9.4 Hydrogen atom

In the case of a hydrogen-like atom, we consider an electron moving
around a positive charged nucleous. This means that the potential
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energy is given by the electrostatic potential between these two charged
particles,fhq1g

V (r) = � Z jej2
4��� r

; (9:70)

where Zjej represents the nuclear charge, and r is the distance between
the charges. As in previous sections the two body problem is reduced
to a one body problem is we described the system using the reduced
mass. In this case the hamiltonian operator is given by: fha2g

Ĥ = � �h2

2 �
r2 + V̂ (r) ; (9:71)

where the reduced mass is given by: fha2bg

� =
me mNuclear

me + mNuclear
: (9:72)

Since the potential is spherical symetric we use spherical coordiantes
to study this system. Combining Eqs. (9.13) and (9.26) we express Eq.
(9.71) as fha3g

Ĥ = � �h2

2 �

(
1

r2
@

@r
r2
@

@r
� 1

�h2r2
L̂2

)
+ V (r) : (9:73)

Therefore the time independent Schr�odinger equation reduces to: fha4g

� �h2
@

@r

 
r2
@

@r
 

!
+ L̂2 + 2�r2 V (r) = 2�r2E  : (9:74)

Notice that if we assume a solution as fha5g

 n;`;m(r; �; �) = Rn;`(r) Y
m
` (�; �) ; (9:75)

we can reduce the partial di�erential Eq. (9.74) to an ordinary di�er-
ential equation for Rn(r), i.e., fha6g

� �h2
@

@r

 
r2
@

@r
Rn;`(r)

!
+ �h2 `(`+1)Rn;`(r) + 2�r2 V (r)Rn;`(r) = 2�r2E Rn;`(r) :

(9:76)
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Since we want well behaved wave functions and also normalizable, a
polynimial solution to Eq. (9.76), fha7g

Rn;`(r) = (�1)Nn;`

�
2r

nr�

�`
exp

�
� r

n r�

�
L2`+1
n+`

�
2 r

nr�

�
; (9:77)

where the L2`+1
n+` are the Associated Laguerre polynomials, and fha8g

r� =
��h

2

�� Z jej2 �
a

Z
: (9:78)

The constant in Eq. (9.77) is equal tofha8bg

Nn;` =

"
(n� ` � 1)!

2n[(n+ `)!]3

# 1
2
�
2Z

na

� 3
2

: (9:79)

The constant a is related to the Bohr radius, a�, asfha8cg

a =
me

�
a� ; (9:80)

wherefha8dg

a� =
��h

2

�mejej2 = 52:9 pm : (9:81)

The Bohr radius, a�, was �rst introduced phenomenologically in Bohr's
atomic theory. The same quantity appears as we solve the time-independent
Schr�odinger equation. Also we �nd that for each n the energy is given
by:fha9g

En = � � Z2 jej4
8�2�h

2

1

n2
; (9:82)

for n = 1; 2; 3; : : : . Also the `'s satisfy an inequality relation,fha10g

0 < ` � n� 1 : (9:83)

Notice that energy levels depend only on n. Thus for each n we get
n wave functions with di�erent `, and for each ` we get 2` + 1 wave
functions with di�erent m. This means that the nth hydrogen level is
degenerate with degeneracy equal to:fha11g
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Degeneracy =
n�1X
`=0

(2` + 1)

= 2
n�1X
`=0

` +
n�1X
`=0

1

= 2
(n� 1)n

2
+ n

= n2 : (9.84)

In general the nth hydrogen-like energy level is n2 degenerate.

9.4.1 Hydrogen-like atom's ground state

The gound state or lowest system's energy is given by n = 1, which
means that ` = 0 and m = 0. The ground state wave functionis given
by the following expression: fha12bg

 1;0;0 (r; �; �) � R1;s(r) Y
0
0 (�; �)

= 2
�
1

r�

�3=2

exp
�
� r

r�

�
1p
4 �

=
1p
�

�
Z

a

� 3
2

exp
�
� Z r

a

�
; (9.85)

where we have used Eq. (9.78) and introduced the following notation:
fha13g

` = 0; 1; 2; 3; 4; 5

� s; p; d; f; g h : (9.86)

The gound state energy is equal to: fha13bg

E1 � Eg = � �Z2 jej4
8 �2� h

2

= � 1

2

Zjej2
4��� r�

= � �Z2

me
13:6 eV : (9.87)
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Once we have the ground state wave function, we can consider the prob-
ability of �nding the electron with in a di�erential volume d~r centered
around ~r. This probability is given by the product of the absolute value
of the wave function times the di�erential element of volume in trhee
dimensions. The di�erential volume element is givren by:fha14g

d~r = dx dy dz

= dV

= r2 dr sin(�) d� d� : (9.88)

Using Eq. (9.88) the probability of �nding an electron at a particular
point in space isfha15g

P f~r; ~r + d~rg =  �1;0;0(r; �; �)  1;0;0(r; �; �) r
2 dr sin(�) d� d�

=
1

�

�
Z

a

�3

exp
�
�2 Z r

a

�
r2dr sin(�)d� d�: (9.89)

If we want just the probability of �nding the particle between a sphere
of radius r and a sphere of radius r + dr, we have to integrate over all
possible angles, e.g.,fha16g

P fr; r + drg =
1

�

�
Z

a

�3
exp

�
� 2 Z r

a

�
r2 dr

Z �

0
sin(�) d�

Z 2�

0
d�

= 4
�
Z

a

�3
exp

�
� 2 Z r

a

�
r2 dr : (9.90)

Therefore the probability density is given by:fha17g

P1s(r) = 4
�
Z

a

�3
exp

�
� 2 Z r

a

�
r2 : (9:91)

With the help of Eq. (9.91) we can calculate the expected radial dis-
tance,fha18g

h1sj r j1si =
Z 1
0

rP1s(r) dr =
3

2

a

Z
; (9:92)

where a is given by Eq. (9.78). Now we can calculate the following
probability:fha19g
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P
�
0 � r � a

Z

�
=
Z r�

0
P (r) dr =

1

2

Z 2

0
u2 exp f�ug du = 0:323:

(9:93)
This is the probability of �nding the electron at a distance equal or
less than r�. In the case of the Hydrogen atom Z = 1, and the nuclear
mass, mNuclear, is equal to the mass of a proton, mp. Also in this case
a and a� are almost the same, fha20g

r� = a =
me +mp

mp
a� = 1:00055 a� : (9:94)

Another interesting feature is the shape of the density probability. For
example we can calculate the radial distance, rmax, at which the density
probability adquires its maximum value. In this case we have to solve
the following equation: fha21g

d

dr
P (r)

�����
r=rmax

= 0 : (9:95)

The solution to Eq. (9.95) is fha22g

rmax = r� =
a

Z
: (9:96)

Thus for a hydrogen atom the most probable distance at which we
could �nd the electron is equal to 1:00055 a�. This result concides with
Bohr's assumption.

9.4.2 Hydrogen-like atom's �rst excited state.

The �rst excited state is given by n = 2. This state is 4 fold degenerate.
This means that we have four linear independent wave function. From
those 4 choices, we consider the n = 2; ` = 0; m = 0 wave function
e.g., fha23g

 2;0;0(r; �; �) �  2s(r)

=
1q

32 �r3�

�
2� r

r�

�
exp

�
� r

2r�

�
: (9.97)

Using this wave function the density probability for the 2s state is given
by: fha24g
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P2s(r) =
r2

8r3�

�
2� r

r�

�2
exp

�
� r

r�

�
: (9:98)

Notice that this probability is zero for r = r�. This is called a node of
the wave function. Also this density probability has two maxima, and
the expected radial distance is equal to:fha25g

h2sj r j2si = 6
a

Z
: (9:99)

Since Eq. (9.97) has no angular dependance the wave is spherical sy-
metric. But not all of the n = 2 wave fubctions share the spherical
symmetry. For example, if we consider the wave functions with n = 2
and ` = 1, we have three wave functions,fha26ag

 2;1;0 = R2;1(r) Y
0
1 (�; �) ; (9:100)

fha26bg

 2;1;1 = R2;1(r) Y
1
1 (�; �) ; (9:101)

fha26cg

 2;1;�1 = R2;1(r) Y
�1
1 (�; �) : (9:102)

The explicit angular part of Eqs. (9.100)- (9.102) is given by Eqs.
(9.34)- (9.36).

Notice that in general the Spherical Harmonics are complex func-
tions. Often we are interested in the directionalaty of the wave function.
Thus we represent the angular part separately from the radial part.
To represent the directionality we use orbitals rather than the spherica
Harmonics because Spherical Harmonics are complex functions. There-
fore we construct linear combinations of Spherical Harmonics to repre-
sent orbitals. For example we use Y 1

1 and Y �11 to de�ne the Px and Py
orbitals, i.e.,fha28g

2Px =
1p
2

h
Y 1
1 + Y �11

i
=

s
3

4�
sin(�) cos(�) ; (9:103)

fha29g

2Py =
1p
2

"
Y 1
1 � Y �11

i

#
=

s
3

4�
sin(�) sin(�) : (9:104)
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Figure 9.1: pz orbital
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Figure 9.2: pz squared

Since Y 0
1 and Y 0

0 are pure real functions we de�ne the 2Pz nd 2S orbitals
as:fha30g

2Pz = Y 0
1 =

s
3

4�
cos(�) ; (9:105)

fha31g

2S = Y 0
0 =

1p
4�

: (9:106)

These four orbitals are used to de�ne hybrid orbitals like the sp, sp2

and sp3 in molecular orbital theory.

9.5 Single atom representation

To characterize single atoms we use hydrogen-like quantum numbers
and energy levels. For example we use the following quantum numbers:

fat1g

n ! Principal 1; 2; 3; 4; : : : (9.107)

fat2g

` ! Angular 0; 1; 2; 3; 4; : : : ; n� 1 : (9.108)

fat3g
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n ! Magnetic 0; �1; �2; �3; �4; : : : ; �` : (9.109)

Before we consider we consider any atomic representation we will con-
sider the dynamics of the electronic cloud. If we consider that the elec-
tronic charge moves around a closed loop it will generate a magnetic
dipole, �M . From classic electrodynamics we know that a magentic
dipole is given by:fat4g

�M = I A ; (9:110)

where I is the current and A is the area enclosed by the loop. The area
is equal to � r2 and the current is given by:fat5g

I =
q v

2� r
; (9:111)

where q is the circulating charge. Thus the magnetic dipole reduces to:
fat6g

�M =
1

2

q

m
rmv =

q

2m
L; (9:112)

where L is the angular momentum. Therefore in the case of an elec-
tron the magnetic dipole in three dimensions is given by the following
expression:fat7g

~�M = � jej
2me

~L : (9:113)

In the presence of a magnetic �eld the dipole moment will interact with
it. In this case the potential energy is given by:fat8g

V = � ~�M � ~B : (9:114)

If we consider the magnetic �eld in the z-direction Eq. (9.114) reduces
to:fat9g

V = � �z Bz =
jej B
2 me

Lz : (9:115)

Consequently the potential energy operator of the orbiting electron in
the presence of a magnetic �eld in the z-direction isfat10g

V̂ =
jej B
2 me

L̂z : (9:116)
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Equation (9.116) predicts no spliting of the hydrogen-like energy lev-
els for ` = 0 wave functions. But some experiements showed some �ne
structures that could not be explained. To solve this problem Goudsmit
and Uhlenbeck postulated a new quantum number in 1925. This new
quantum property is called the intrinsic angular momentum, S, or elec-
tronic spin. Since this quantum property is an angular momentum
when applied on the electronic spin wave function, �, we get fat11g

Ŝ� =
q
s(s+ 1) �h �; (9:117)

fat12g

Ŝz� = ms �h �; (9:118)

with fat13g

s =
1

2
(9.119)

ms = �1
2
: (9.120)

The inovation in Gouldsmit and Unlenbeck's postulate was the frac-
tional value for the intrinsic angular momentum. This value was needed
to explain experimental data.

Since the electron has an intrinsic angular momentum it generates
a dipole moment, fat14g

~̂�S = � ge
jej
2me

~̂S ; (9:121)

where ge is correction factor from Eq. (9.113). This means that in
the presence of a magnetic �eld in the z-direction the hamiltonian of
hydrogen-like atoms contains two extra terms, i.e., fat15g

Ĥ = Ĥ� +
jejB
2me

L̂z + ge
jejB
2me

Ŝz ; (9:122)

where Ĥ� is the unperturbed hydrogen-like hamiltonian.
When dealing with atoms, we have to consider spin and electron-

electron interaction. By introducing the electron-electron interaction
the hydron-like energy levels split reducing the degeneracy, e.g., fat16g
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` = 0 ` = 1 ` = 2

4p 4d

4s 3d

3s 3p

2s 2p

1s (9.123)

Still each level is 2`+1 degenerate and each level can accomodate two
eletrons. But these electrons have to satisfy Pauli exclusion principle
which estipulates that no two electrons can have the same quantum
numbers n, `, m, and ms. For example we consider 22 electrons. These
electrons are acomodated as:fat17g

(1s)2 (2s)2 (2p)6 (3s)2 (3p)6 (3d)4 : (9:124)

But the four d-electrons have several possibilities since the level is 5
fold degenerate. For multiple electrons we usually consider the total
atoms spin, angular momentum and total angular momentum,fat18g

~L =
nX
i=1

~Li (9:125)

fat19g

~S =
nX
i=1

~Si (9:126)

fat20g

~J = ~L+ ~S ; (9:127)

withfat21g

jJ j =
n
j~L+ ~Sj; j~L+ ~Sj � 1; : : : ; j~Lj � j~Sjj

o
: (9:128)

With this de�nitions the atomic notationfat22g

2S+1LJ (9:129)

is used. In order to accomodate these electrons we follow Hund's rules.
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Hund's rules

1) - The state with the largest value of total S is the most stable.
2) - If total S is the same, the largest total L is the most stable.
3) - If S and L are the same, subshell less half full with the smallest

J is the most stable. On the other hand subshell half or more than half
full with largest J is the most stable.
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Chapter 10

Time dependent

Schr�odinger equation

Time dependent Schrodinger equation, ftd1g

Ĥ�(x; t) = i �h
@

@t
�(x; t) ; (10:1)

provides us with the necessary tools to study the dynamical properties
of quantum mechanical systems. One of the most important systems
for chemist is the interaction of matter with electromagnetic radiation.
To be more speci�c as chemist we are interested in molecule's response
to the interaction with electromagnetic radiation. For such interaction
we �nd out that the electric �eld can be written as: ftd2g

~E = ~E� cos(2� �rt) ; (10:2)

where �r is the radiation frequency and ~E� is the amplitud of the electic
�eld. In the presence of an electric �eld the molecule's dipole moment
will respond. The interacion energy is given by the following equation:

ftd3g

VI(t) = � ~� � ~E = � ~� � ~E� cos(2� �rt) ; (10:3)

where ~� is the molecule's dipole moment.
For simplicity we consider the electric �eld in the x-direction, e.g., ftd4g

VI(t) = � �x E� x cos(2� �rt) � ĤI ; (10:4)

137
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where we have de�ne ĤI as the interaction hamiltonian. If now we
consider a diatomic molecule in the presence of an electric �eld pointing
in the x-direction, the hamiltonian operator has two contributions. One
from the harmonic oscillator and a second from the interaction between
the electric �eld and molecule's dipole moment,ftd5g

Ĥ = ĤHO � �xE�x cos(2� �rt) : (10:5)

In order to solve Eq. (10.1) we assume that the electromagnetic �eld is
not going to alter signi�cantly the Harmonic Oscillator, but it is only
a small perturbation.

Thus in general we will consider hamiltonians which we can write
as:ftd6g

Ĥ = Ĥ� + ĤI(t) ; (10:6)

where we can solved Ĥ� for its wave functions and energy levels. The
interaction term ĤI(t) is small time-dependent pertubation, and it will
not modify signi�cantly the original wave functions and energy levels.

10.1 A simple two-level system

For the sake of simplicity, let us assume a hypotetical two-states un-
perturbed time independent hamiltonian, Ĥ�, such that we know the
solutions to:ftd7g

Ĥ� (x) = En  (x); (10:7)

with n = 1; 2, andf7bg Z 1
�1

 �n(x)  m(x) dx = �m;n ; (10:8)

wher �m;n is the Kroneker delta, and it is equal to unity if m = n and
zero if m 6= n.

If this is the case, the two solutions to the time-dependent Schrodinger
equation of the unperturbed hamiltonian are:ftd8g

	1(x; t) =  1(x) exp
�
� i

�h
E1t

�
; (10:9)

ftd9g
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	2(x; t) =  2(x) exp
�
� i

�h
E2t

�
: (10:10)

Furthermore we will consider the case when the system is initially at
state 1. Thus we can write a general wave function solution of Ĥ as a
linear combination of the unperturbed wave functions as ftd10g

	(x; t) = a1(t) 	1(x; t) + a2(t) 	2(x; t) ; (10:11)

where ftd11ag

a1(0) = 1 (10:12)

and ftd11bg

a2(0) = 0 : (10:13)

Now we use Eq. (10.11) in the time-dependent Schr�odinger equation
remembering that the hamiltonia has two parts, e.g., ftd12g

(Ĥ� + ĤI)( a1(t) 	1(x; t) + a2(t) 	2(x; t) ) =

i �h @t ( a1(t) 	1(x; t) + a2(t) 	2(x; t) ) : (10.14)

Equation (10.14) can be reduce to ftd13g

a1(t) ĤI	1(x; t) + a2(t) ĤI	2(x; t) =

i�h 	1(x; t)
da1(t)

dt
+ i�h 	2(x; t)

da2(t)

dt
; (10.15)

where we have used Schr�odinger time-dependent equation for 	i(x; t) ftd14g

Ĥ�	i(x; t) = i �h
@

@t
	i(x; t) : (10:16)

From Eq. (10.15) we can get two equations for the rate of change of
the ai(t). First we multiply Eq. (10.15) by 	�2(x; t) , and second we
integrate over the system's space. These two steps yield ftd15g

a1(t)
Z 1
�1

	�2(x; t) ĤI	1(x; t) dx + a2(t)
Z 1
�1

	�2(x; t) ĤI	2(x; t) dx =

i�h
da1(t)

dt

Z 1
�1

	�2(x; t) 	1(x; t) dx + i�h
da2(t)

dt

Z 1
�1

	�2(x; t) 	2(x; t) dx(10.17)

Now if we use the orthonormality of the wave functions, ftd16g
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Z 1
�1

	�i (x; t) 	j(x; t) dx = �i;j ; (10:18)

we get ftd17ag

i�h
da2(t)

dt
= a1(t)

Z 1
�1

	�2(x; t) ĤI	1(x; t) dx

+ a2(t)
Z 1
�1

	�2(x; t) ĤI	2(x; t) dx (10.19)

Moreover we can use Eqs.(10.9) - (10.10) and getftd18g

i�h
da2(t)

dt
= a1(t) exp

�
i

�h
(E2 �E1) t

� Z 1
�1

 �2(x; t) ĤI(t) 1(x; t) dx

+ a2(t)
Z 1
�1

 �2(x; t) ĤI(t) 2(x; t) dx : (10.20)

Since we are considering a small perturbation to the system we expect
that a2 � 0 but not zero, and a1 � 1 but not unity. Thus we can
neglect the a2 term in Eq. (10.20) and obtain the following relation:ftd19g

i�h
da2(t)

dt
= a1(t) exp

�
i

�h
(E2 � E1) t

�
h2j ĤI(t)j1i ; (10:21)

where we have introduced the braket notationftd20g

hn jĤI(t)jmi �
Z 1
�1

 �n(x; t) ĤI(t) m(x; t) dx : (10:22)

Now we can use the speci�c HI (t) de�ned by Eq. (10.5) and getftd21g

i�h
da2(t)

dt
= a1(t) E�x cos(2� �rt) exp

�
i

�h
(E2 � E1) t

�
h2j �̂xj1i :

(10:23)
Equation (10.23) can be written asftd22g

i�h
da2(t)

dt
� E�x F (t) h2j �̂xj1i ; (10:24)

where we have de�nedftd23g

F (t) =
1

2

�
exp

�
i

�h
[h�r + (E2 � E1)] t

�

+ exp
�
� i

�h
[h�r � (E2 � E1)] t

� �
(10.25)
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and we considered a1(t) � 1. Now we can integrate Eq. (10.24) over
time from zero to t and getftd24g

a2(t) = E�x h2j �̂xj1i8<
:

1 � exp
n
i
�h [h�r + (E2 � E1)] t

o
h�r + (E2 � E1)

+
1 � exp

n
� i

�h [h�r � (E2 � E1)] t
o

h�r � (E2 � E1)

9=
; : (10.26)

The square of the absolute value of a2(t) is the transition probability
from state 1 to state 2 and is given by ftd25g

ja2(t)j2 = jE�xj2jh2j �̂xj1ij2(
A

(h�r + (E2 � E1))
2 +

B

(h�r � (E2 � E1))
2

)
:(10.27)

We notice that the largest value occurs when ftd26g

h�r = jE2 � E1j ; (10:28)

which means that a photon either absorbed or emitted has an energy
equal to the di�erence between the level involved in the transition. Also
we notice that the transition probability will be equal to zero if ftd26ag

h2j�̂xj1i = 0 : (10:29)

This condition tells us that the only transition allowed are those with ftd26bg

h2j�̂xj1i 6= 0 : (10:30)

Therefore the analysis of Eq. (10.30) yileds the so-called selection rules.

10.2 Selection rules for the Harmonic Os-

cillator

Results from the two-level system can be generalized to a multiple level
sysytem like the Harmonic Oscillator. Namely we can say that if the
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system at t = 0 is at level n, e.g., an(0) = 1, the transition coe�cient,
am(t), to level m is given by: ftd27g

Tm;n � am(t) � hmj�̂xjni
Z t

0
Fm;n(t

0) dt0 ; (10:31)

where the integral yields a function of time with maximumvalues when
ftd28g

h �r = jEm � Enj (10:32)

For the Harmonic Oscillator we will derive the selection rules from
the expectation value of the dipole monent operator, �̂x,ftd29g

hmj�̂xjni �
Z 1
�1

 �m(x) �̂(`) n(x) dx ; (10:33)

where ` is the distance between the atoms, and x is the displacement
from equilibrium. In order to analyze Eq. (10.33) we consider a Taylor
expansion around the equilibrium distance between atoms, `�,ftd30g

�(`) = � (`�) +

 
d�

d`

!
`=`�

(` � `�) + � � � ; (10:34)

where �(`�) � �� is the permanent dipole moment, and x � ` � `� the
displacement from equilibrium. For example in the case of a diatomic
molecule the dipole moment is given byftd31g

� = q ` = q `� + q x : (10:35)

Using these de�nition we can approximate the dipole moment op-
erator asftd32g

�̂(`) = �� +

 
d�

d`

!
`=`�

x̂ + � � � : (10:36)

Therefore its expectation value is given by:ftd33g

hmj�̂(`)jni = hmj��jni +

 
d�

d`

!
`=`�

hmjx̂jni + � � �

= �� �m;n +

 
d�

d`

!
`=`�

hmjx̂jni + � � � ; (10.37)
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where we have used the orthonormality property of the harmonic oscil-
lator's wave functions, e.g.,ftd34g

hmj��jni = �� hmjni = �� �m;n : (10:38)

Consequently if m 6= n the transition coe�cient reduces to: ftd35g

Tm;n /
 
d�

d`

!
`=`�

hmjx̂jni : (10:39)

We notice that Tm;n is equal to zero if the vibration does not change the
dipole moment of the molecule. In this case we say that the molecule
is IR inactive. For example hydrogen, H � H, or nitrogen, N � N ,
have no permanent dipole, and the vibration does not change the dipole
moment. On the other hand hydrogen chloride,H�Cl, has a pernanant
dipole, and vibration chnsges the value of the dipole moment. Thus
H2 and N2 are IR inactive, and HCl is IR active. In the case of
a triatomic molecule the permanet dipole moment may be zero, but
certain vibrations may change its the value, while other vibrations may
not. For example carbon dioxide, O = C = O, has a zero permanent
dipole moment, but ftd36g

 O = C = O! �! d�

d`
= 0

O! = C = O! �! d�

d`
6= 0

O# = C" = O# �! d�

d`
6= 0 : (10.40)

The second condition for nonvanishing transition coe�cient, Tm;n,
is given by the expectation value ftd37g

hmjx̂jni =
Z 1
�1

 �m(x) x n(x) dx : (10:41)

In the case of the Harmonic Oscillator its wave functions satisfy the
following relation: ftd38g

x  n(x) = c�  n�1(x) + c+  n+1(x) ; (10:42)
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where the c�s are constants. Using this matematical relation between
the wave functions of the H.O. we get from Eq. (10.41) ftd38g

hmjx̂jni = c�hmjn� 1i + c+hmjn+ 1i (10:43)

Therefore the transition coe�cient is zero if the �nal state, m, is not
equal to n-1 or n+1. In other words, the allowed �nal states of a H.O.
are either n � 1. This result is known as a selection rule for a dipole
moment transition for a Harmonic Oscillator, e.g.,ftd39g

�n = �1 : (10:44)

Other selection rules are obtained following similar analysis of the inter-
action hamiltonian, ĤI , and the mathematical properties of the known
wave functions of the unperturbed hamiltonian Ĥ�.

Table 1 contains typical values of wave numbers and characteristic
times for diatomic molecules.

TABLE 1

Molecule ��Obs tch = (��c)�1

H35Cl 2950 cm�1 11:3 fs

H79Br 2559 cm�1 13:0 fs

CO 2169 cm�1 15:0 fs

A fentosecond, fs, is equal to 10�15 s. The characteristic time represents
the time of a full oscillation. As a reference time we mention that the
time for bond-breaking or bond-forming is of the order of 10 to 100 fs.



Chapter 11

Statistical mechanics

11.1 Introduction

The thermodynamic laws are of macroscopic nature. Therefore any mi-
croscopic theory must be consistent with the laws of thermodynamics.
In other words if we believe that the laws of mechanics, either classical
or quantum, are a true description of miscroscopic particles, we must
be able to derive the laws of thermodynamics from the microscopic de-
scription. Namely our goal is to describe a system which on the average
consists of approximately 1023 particles. These particles can be either
atom or molecules. On one hand thermodynamics is concened with the
macroscopic properties of matter at equilibrium. For example in ther-
modynaics we are interested in knowing the volume, V, pressure, P,
temperature, T, internal energy, U, enthalpy, H, chemical potential ,�.
On the other hand we have accepted the idea that a sysytem is com-
posed of atoms and molecules, and we know that the motion of these
particles has to be responsible of the system's macroscopic properties.
From the theoretical point of view the link between the microscopic
and macroscopic worlds is important since this link will give us the
means to test microscopic theories. . The aim of Statistical Mechanics
is to establish a connection between the detailed laws of quantum or
classical mechanics and thermodynamics. It deals with relations be-
tween maceoscopic equilibrium properties and microscopic force laws
like the Newton's laws or Schr�odinger equation. Statistical Mechanics
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originates from Maxwell and Boltzmann's works on the kinetic theory
of gases (1860-1900). Major advances were made by Gibbs and Einstein
in the early 20th century (1900-1905). Originally scientiest believed that
molecules obeyed classical mechanics. In some cases this assumption
led to incorrect results. For example the heat capacity of polyatomic
gases. When quantum mechanics was developed, necessary modi�ca-
tions in classical statistical mechanics were made. These changes were
able to give a better description of the previously incorrect results. Be-
fore we continue, we will consider the deterministic nature of classical
and quantum mechanics. Classical mechanics is a deterministic theory.
This means that Newton's laws predict the values of the system's vari-
ables at later times if the initial values at t = 0 are given. For example
let us consider that at t = 0 we have the initial positions, ~q(�� , and
momenta, ~p(�� , of a set of 1023 molecules, �, where we have de�ned the
following notation:fst1g

~q(�� � f~r1(0); ~r2(0); ~r3(0); � � � : ~rN (0)g ; (11:1)

fst2g

~p(�� � f~p1(0); ~p2(0); ~p3(0); � � � : ~pN (0)g : (11:2)

In principle we are able to calculate the particles' future positions,
~q(�(t), and momenta, ~p(�(t) by solving Newton's second law.

Determinism in quantummechanics is more sophisticated in nature.
But a similar predictability follows from its laws. Namely, given the
initial wave function at time t = 0, the time behavior of the wave
function is described by Schr�odinger equation, i.e.,fst3g

@t 	
�
~q(�); t

�
=

i

�h
Ĥ 	

�
~q(�); t

�
: (11:3)

Future values of the wave function is obtained by solving Schr�odinger
equation,fst4g

	
�
~q(�); t

�
= exp

�
i

�h
Ht
�

	
�
~q(�); 0

�
: (11:4)

With 	
�
~q(�); t

�
we can calculate the expected or average value of any

physical property at time t.
The problem resides in solving 1023 equations and keeping track

of 2 � 1023 values or solve Schr�odinger equation for 1023 interacting
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particles. We could say that some years ago we could not solve them.
But maybe now with the help of supercomputers the task is posible.
The answer is no. Now a days the fastes computers are able to handle
up to 109 particles for periods of the order of 10�7s. Not even dilute
systems can be dealt by supercomputers since dilute systems consist of
1018 particles.

Since macroscopic measurements involvemuch longer times that the
characteristic microscopic times, we can trade determinism by statis-
tics. After all pressure, P, can not critically depend on each of the
microscopic particle's path. Notice the di�erence in times scales. For
example, time,� between collisions is of the order of 10�10 seconds, and
characteristic thermodynamic times are of the order of 10�1 seconds.
Thus we can consider the macroscopic values as time averages of the
microscopic events.

In Statistical Mechanics the state of a system has two meanings.
One the thermodynamic state is given by the values of enough macro-
scopic parameters (N; P; T; � � �). Second the quantum state is speci�ed

by an N particles wave function, 	j

�
~q
(�)
N ; t

�
, which a solution of the

N-body Schr�odinger equation. From this wave function the probabil-
ity of �nding the particles at a particular set of positions is given by���	j

�
~q
(�)
N ; t

����2. For 1023 interacting particles is impossible in practice to

calculate 	j

�
~q
(�)
N ; t

�
. In summary a macroscopic state is a thermody-

namic state which is an observable. On the other hand a microscopic
state is a quantum state which is not an observable.

Since we are dealing a large number of particles, a large number
of di�erent microstates are compatible with a given macrostate. For
example the translational energy levels lie very close from each other.
Also we can �nd a large number of di�erent ways in which we can
populate the energy levels, and still end up with the same total energy.

Classically a state is speci�ed by the position, ~r(t), and ~p(t), of every
particle of the system at any time t. The energy is given by: fst5g

ET =
NX
i=1

p2i
2mi

+
X
i<j

Yij (~ri; ~rj) : (11:5)

Also, other macroscopic properties are time averages. For example,
pressure is given by: fst6g
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P = lim
t!1

1

t

Z t

0

F (t0)

A
dt0 : (11:6)

But time averages can not be carried out in practice.
Notice that the macrostate is consistent with a large number of

di�erent microstates. Usung this property we de�ne an ensemble, which
is a hypothetical collection of large number of copies of the system.
Each of these copies is consistent with the macroscopic state i.e., N,V,T.



Chapter 12

Complex dynamics

12.1 Introduction

For the last twenty-�ve years sustained oscillations of the concentra-
tion of a chemical substance have been the subject of intensive study.
In spite of theoretical predictions of damped oscillations and sustained
oscillations by Lotka and Hirniakand [1, 2] in 1910 and Lotka [3] in
1920, and the experimental observation of cyclic changes in the iodate
catalyzed decomposition of hydrogen peroxide by Bray in 1921[4], both
experimentalists and theorists virtually ignored the �eld of chemical
oscillations. The First Symposium on Biological and Biochemical Os-
cillators was organized in 1968, forty seven years after Bray's paper
appeared in the Journal of the American Chemical Society.

In the early 1950's Belusov [5] observed cyclic color changes in the
bromination of citric acid catalyzed by cerium. However, the world
scienti�c community did not gain access to the experimental details of
these cyclic color changes, since Belusov's �rst �ndings were rejected
for publication in 1951, and another six years of detailed experimenta-
tion were again rejected in 1957 [6]. Out of his work Belusov published
an abstract in an obscure symposium in 1959 [5] and kept the original
manuscript; he never tried again to publish his results. For years the
Belusov protocol for chemical oscillations was known only to researchers
and students at the Moscow State University, until one of those stu-
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dents, Zhabotinsky, initiated a careful and detailed investigation of the
Belusov reaction during the �rst half of the 1960's. In the �nal analysis,
Zhabotinsky substituted citric acid for malonic acid and published his
�ndings in 1964 [7]. By 1967 the �rst paper written in English reached
the West, causing inmense interest among many researchers.

An interesting aspect of the Belusov-Zhabotinsky (B-Z) reaction
centers around the original motivation that led Belusov to the cele-
brated reaction. Originally, his interest in biochemistry, and in partic-
ular in the Krebs cycle [8], motivated Belusov to seek a simple experi-
mental model in which a carbohydrate was oxidized in the presence of
a catalyst. In other words, the B-Z reaction was intended as a model
of an enzyme catalyzed reaction. This connection between enzyme ki-
netics and the B-Z reaction is often forgotten and rarely mentioned.
Most likely, this omission can be traced to the di�erences between an
enzyme and its model counterpart Ce, the complicated mechanism un-
derlining the chemical oscillations in the B-Z reaction and the mathe-
matical analyses needed to understand some of the reduced models of
the B-Z reaction. From the biochemical point of view, these di�erences
are di�cult to reconcile with a biological model. Therefore, the search
for a model of chemical oscillation in enzyme kinetics that is both bio-
chemically relevant and mathematically simple enough to present to
an undergraduate audience is worthwhile from the pedagogical point of
view.

In the present discussion we consider glycolysis, centering around
the allosteric properties of phosphofructokinase (PFK). For nearly thirty
years oscillations in the concentration of nucleotides in the glycolitic
pathway have been documented in the case of yeast cells and cell- free
extract [9]. For example, reduced nicotinadenine dinucleotide (NADH)
oscillations in yeast extract have been observed and determined to be

ux dependent; a minimum external 
ux is required to sustain oscilla-
tions in the concentration of NADH. Moreover, Hess and Boiteux [10]
observed that phosphofructokinase plays an essential role in these oscil-
lations. If PFK's substrate, fructose-6-phosphate ( F-6-P), is added to
cell-free extracts, the nucleotide concentrations oscillate. On the other
hand, after the injection of PFK's product, fructose-1,6-bisphosphate
(F-1,6-bP), no oscillations are observed. Based on these observations
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and on the allosteric properties of PFK, two models were suggested
in the late 1960's. One, by Higgins [11], is based on the activation of
PFK by its product. The second model [12] is based on the activation
and inhibition properties of PFK by adenosine triphosphate (ATP),
adenosine diphosphate (ADP) and adenosine nonophosphate (AMP).
The latter links PFK with pyruvate kinase, while the former does not.

In the next section we discuss the steps along the glycolytic pathway
which are relevant to the Higgins model. Next we reduce the model to
two variables and discuss its similarities with Lotka's models and the
origin of the autocatalytic step. Finally, we scale the model, do a linear
stability analysis and discuss the bifurcation diagram of the reduced,
two-variable Higgins model.

12.2 Higgins Model

The interest in the origin of periodic biological processes like the cir-
cadian clock has motivated researchers to look for the chemical basis
of oscillations in biochemical systems [13]-[15]. One of these systems
is glycolysis, in which six-membered sugars are converted anaerobically
into tricarbonic acids. This process allows the phosphorylation of ADP.
In the case of glycolysis the addition of glucose to an extract containing
the main metabolites triggers cyclic, or periodic, behavior in the con-
centrations of metabolites. This periodic change in the concentrations
of the glycolytic metabolites is termed glycolytic relaxation oscillations.
In particular, relaxation oscillations in the concentration of NADH are
readily observed using spectrophotometric methods on yeast extracts.
For the past twenty-�ve years, researchers have studied mostly relax-
ation oscillations which are due to a single injection of glucose. In this
case, the system relaxes to equilibrium. Conversely, if constant or pe-
riodic injection is applied, a system is pushed away from equilibrium
and can achieve nonequilibrium steady states.

Researchers have found that phosphofructokinase (PFK), which cat-
alyzes the conversion of F-6-P to F-1,6-bP, is the regulatory enzyme for
glycolytic oscillations [16]-[17]. This regulation is the result of the ac-
tivation and inhibition properties of PFK. For example, in liver, PFK
is activated by F-2,6-bP [18] which is an isomer of F-1,6-bP. And in
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muscle, PFK is inhibited by ATP. Based on these facts, most kinetic
models of glycolytic oscillations have centered around either PFK's in-
hibition [12] or its activation [11]. One of the models based on the
activation of PFK by fructose biphosphate is the Higgins model. This
model considers only two enzymatic reactions with a constant exter-
nal source of glucose. Condensing two steps of the glycolytic path
into one, the Higgins model assumes a �rst order conversion of glu-
cose to F-6-P. Following this �rst step, the Higgins model considers the
enzymatic conversion of F-6-P to F-1,6-bP by PFK and F-1,6-bP to
glyceraldehyde-3-phosphate (G-3P) by aldolase (ALD). In this model,
the regulation consists only of the activation of an inactive Phospho-
fructokinase (PFK) by F-1,6-bP. Under this assumption, the Higgins
model sustains oscillations in the concentration of F-6-P, F-1,6-P and
the enzymes. Using further simpli�cations, such as the steady-state
approximation for PFK, the model reduces to three time-dependent
species with autocatalytic conversion of F-6-P to F-1,6-bP. Finally, if
one considers a steady-state approximaztion for ALD, one obtains a
two-species model which is able to sustain oscillations.

The following equations depict the steps along the glycolytic path-
way that are relevant to the Higgins model:fglug

Glucose (G)
k��! (F � 6 � P ) (12:1)

ff6pg

F � 6� P + (PFK)
K1*) F � 6 � P � PFK (12:2)

fpfkg

F � 6� P � PFK k1�! (F � 1; 6 � bP ) + PFK (12:3)

ff16bispg

F � 1; 6 � bP + (ALD)
K2*) F � 1; 6 � bP �ALD (12:4)

faldg

F � 1; 6 � bP �ALD k2�! 2 (G� 3 � P ) +ALD (12:5)

factg

Ka

(PFK) + F � 1; 6 � bP *) PFK : (12:6)
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For the sake of a simple notation, the following mechanism, which is
equivalent to Eq. (12.1)-(12.6), will be used:fGg

G�
k��! X (12:7)

fXg

X + E1
K1*) XE1 (12:8)

fE1g

XE1
k1�! Y + E1 (12:9)

fYg

Y + E2
K2*) YE2 (12:10)

fE2g

Y E2
k2�! Z + E2 (12:11)

ftacg

Y + E1
Ka*) E1 : (12:12)

where G stands for glucose, X for F-6-P, E1 for PFK, Y for F-1,6-bP
and E2 for ALD. Using these equations, the mass action laws for the
six species model are as follows: fodexg

d[X]

dt
= koG� � k+E1

[E1][X] + k�E1
[E1X] (12:13)

fodeyg

d[Y ]

dt
= k1[E1X]�k+E2

[E2][Y ]+k
�
E2
[E2Y ]�k+a [ �E1][Y ]+k

�
a [E1] (12:14)

fodee1g

d[E1]

dt
= k�E1

[E1X]�k+E1
[E1][X]+k1[E1X]�k�a [E1]+k

+
a [ �E1][Y ] (12:15)

fodee1xg

d[E1X]

dt
= �k�E1

[E1X] + k+E1
[E1][X]� k1[E1X] (12:16)

fodeie1g

d[E1]

dt
= k�a [E1]� k+a [E1][Y ] (12:17)

fodee2g

d[E2]

dt
= k�E2

[E2Y ]� k+E2
[E2][Y ] + k2[E2Y ] = �d[E2Y ]

dt
: (12:18)
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Using the steady-state approximation for all of the enzymes, we
obtain a minimal two variable model [19] fhode1g

d[X]

dt
= koG� � kac[X][Y ] (12:19)

fhode2g

d[Y ]

dt
= kac[X][Y ]� V2m

[Y ]
K2M

1 + [Y ]
K2M

; (12:20)

where kac is given by the following equation:fkacg

kac =
Ka

V1m
K1M

1 +Ka[Y ] +
Ka

K1M
[X][Y ]

(12:21)

andfKiMg

KiM =
ki + k�Ei
k+Ei

(12:22)

fViMg

Vim = ki E
�
i (12:23)

fKag

Ka =
k+a
k�a

: (12:24)

In Eq.(12.23) E�i represents the stochiometric concentration of the ith

enzyme. Also in the Higgins model, kac is simpli�ed even further tofkacrg

kac =
V1mKa

K1M
=
k1k

+
E1
E�iKa

k1 + k�E1

: (12:25)

Equations (12.19)-(12.25) constitute the Minimal Higgins (MH) model .

12.2.1 Comparison with the Lotka Model

The Minimal Higgins Model as expressed by Eqs. (12.19) and (12.20)
shows some similarities with the Lotka's models. For example, in the
original Lotka model of 1910, species reproduction is proportional to
the amount of food, which is kept constant; namelyflot1g
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G
kR�! R (12:26)

This elementary step, in conjunction with the following steps:flot2g

R +W
kW�! 2W (12:27)

flot3g

W
kD�! D (12:28)

de�ne what is known as the Lotka Model and the di�erential equations
describing the time behavior of the population are given in Table I.

Table I

Model Di�erential equations

Lotka 1910
d[R]
dt

= kRG� � kW [R][W ]

d[W ]
dt = kw[R][W ]� kD[W ]

Lotka 1920
d[R]
dt

= kRG�[R]� kW [R][W ]

d[W ]
dt = kw[R][W ]� kD[W ]

Minimal Higgins
d[X]
dt

= k�G� � kac[X][Y ]

d[Y ]
dt = kac[X][Y ]� V2m[Y ]

K2M + [Y ]

Schankenberg
d[X]
dt

= k�G� � kS[X][Y ]2

d[Y ]
dt

= ks[X][Y ]2 � kD[Y ]
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Notice that the �rst di�erential equations in the MH model and the
Lotka's 10 model are the same. In the 1920 paper, Lotka introduced a
species dependent external 
ux, namelyflot4g

G +R
kR2�! 2R (12:29)

which is a autocatalytic step and substitutes Eq.(12.26). In this case,
the di�erential equations describing the time behavior of the popula-
tions are given in Table I. In both Lotka's models cases, the concen-
tration of grass, G�, is kept constant. Notice that the 1920 model is a
variation of the 1910 model which yields oscillation in the population.
Consequently, we can think of the MH model as a variation of the 1910
model where we have included an enzymatic step instead of a �rst order
step.

These two Lotka models are the simplest schemata in which oscilla-
tions in the populations can be observed. A meaningful interpretation
of this model is in population dynamics. For example if we de�ne G
as grass, R as rabbit and W as wolf, the explanation of the oscillatory
behavior seems quite logical. As the rabbits consume the grass and
reproduce, their numbers grow, while the amout of grass decreases. As
the rabbit population grows, the wolves have plenty of rabbits avail-
able for consumption, and they, too, reproduce. However, as the wolf
population increases, the rabbit population decreases. As the rabbit
population decreases, the wolves start to die, since there are not enough
rabbits. As a consequence, grass becomes more plentiful, and the rab-
bits start the cycle again. Unfortunately, the �rst Lotka model yields
only damped oscillation and the second model gives sustained oscilla-
tions for any initial condition, which is a severe restriction if we want to
model realistic chemical and biochemical system. In contrast, the Min-
imal Higgins model shows stable steady states, damped and sustained
oscillations. The richness of this model stems from the second di�er-
ential equation which includes an enzymatic Michaelis-Menten step.
Moreover, the autocatalytic step in the MH model can be traced to
the activation of PFK by its product. The fourth model in Table I is
due to Schnakemberg [22]. In this model, the bimolecular autocatalytic
step in the Lotka 1910 model is replaced by a trimolecular step. This
change appears as a cubic term in the di�erential equations. With this
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change, the model shows sustained oscillations. But the connection be-
tween the cubic autocatalytic term and a biochemical justi�cation has
not been achieved.

12.3 Stability Analysis

In this section we present a linear stability analysis [20] of the Minimal
Higgins model. For this purpose, we scale the di�erential equation
such that the dimensionless di�erential equations depend only on two
parameters rather than on �ve. Namely, we get from Eqs. (12.19)-
(12.20) fepl1g

dX

d�
= A�XY (12:30)

fepl2g

dY

d�
= XY � qY

1 + Y
; (12:31)

where we have de�ned the following dimensionless quantities: fconst1g

� = kacK2Mt (12:32)

fconst2g

X =
[X]

K2M
(12:33)

fconst3g

Y =
[Y ]

K2M
(12:34)

fconst4g

A =
k�G�
K2

2Mkac
(12:35)

fconst5g

q =
V2m

K2
2Mkac

(12:36)

The �rst step in the stability analysis is to �nd the steady state solu-
tion. In general this is done by setting the left hand side of the di�er-
ential equations equal to zero and solving for the concentrations. From
Eqs.(12.30)-(12.31), we obtain for the scaled MH model the following
steady state solutions: fxssg

xss = q �A (12:37)
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fyssg

yss =
A

q �A : (12:38)

Clearly form Eqs.(12.37)-(12.38), we can see that the physically mean-
ingful solutions have to satisfy the following condition: q > A. Only
values of A less than q give meaningful physical results, i.e., xss and
yss have to be positive.

Once these stationary states are obtained, stability analysis studies
what happens to all components of the system when the system is per-
turbed slightly from its steady state. For this purpose we �rst calculate
the relaxation matrix, R, which is the Jacobian associated to a set of
ordinary di�erential equations (ODEs) [20]. For the scaled MH model,
we obtained the following matrix:fjacog

R =

 �yss �xss
yss xss � q

(1+yss)2

!
: (12:39)

Next, we have to �nd the eigenvalues, ��of R, which are the solu-
tions of the following characteristic polynomial:fpolyg

�2 +

"
(1 + yss)(yss � xss) + xss

1 + yss

#
� +

"
xssyss

1 + yss

#
= 0 : (12:40)

In this case the solutions of the quadratic Eq.( 12.40) arefl+-g

�� = �1
2

"
(1 + yss)(yss � xss) + xss

1 + yss

#
�1
2

vuut"(1 + yss)(yss � xss) + xss

1 + yss

#2
� 4

"
xssyss

1 + yss

#

(12:41)
Equation (12.41) can be reduced to the following expression:flrig

�� =
PR(A; q)�

q
PI (A; q)

2q(q �A) ; (12:42)

where we have de�ned the following functions:fprg

PR(A; q) = A
h
A2 � 2Aq + q2

i
(12:43)

fpig
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PI(A; q) = A
h
A5 � 4qA4 + 2q(3q + 1)A3 � 4q2(q + 2)A2 + q2(q2 + 10q + 1)A� 4q2

i
(12:44)

Equations (12.43,12.44) have been obtained both by analytical methods
and with the help of the software package MATHEMATICA [21].

From Eqs.(12.41)-(12.44) , we can analyze four possible eigenvalues:
a) PR < 0 and PI > 0. In this case, the eigenvalue is pure real and
negative. Thus the steady state solution is a stable �xed point [20].
b)PR < 0 and PI < 0. In this case, the eigenvalue has a negative
real part and a nonzero imaginary part. For this eigenvalue, we �nd
damped oscillations. c)PR > 0 and PI > 0. In this case, the eigenvalue
is pure real and positive. The steady state is unstable. d)PR > 0 and
PI < 0. In this case, the eigenvalue has a positive real part and a
nonzero imaginary part. The steady state is unstable and moves away
to unstable oscillations.

Also, we can construct a plot of A vs. q. Figure 1, depicts such
a diagram, and the di�erent lines represent curves where A - q, PR
and PI are equal to zero. These curves delimit di�erent regions in
parameter space. In region A, we observe stable �xed points, in region
B, we observe damped oscillations, and region C, we observe sustained
oscillations.

For a �xed value of q, the value of A at which PR(A; q) is equal to
zero, Ac, de�nes the bifurcation point. Values of A greater than Ac are
in regions A orB, and for values less than Ac are in region C. Thus for
Ac < A < q the system reaches a �xed point e.g. Figure 2 and 3. For
A < Ac, the systems reaches a limit cycle e. g. Figure 4. The diagram
of A versus oscillation amplitude is called a bifurcation diagram [20]
depicted by Figure 5.

12.4 Summary

The minimal Higgins model is a simple two species model that shows
sustained oscillations in enzyme kinetics. The steps in the mechanism
have a biochemical justi�cation and the step responsible of the oscilla-
tion is a Michaelis-Menten step. Also, the stability analysis is simple
and accessible both analytically or with the help of MATHEMATICA.
For example the bifurcation points are obtained by �xing either A or q
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and solving a simple quadratic equation, e.g. Equation(12.43).
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Figure captions

Figure 1

Parameter space diafram for the Minimal Higgins model. The line q =
A is represented by a continous line (|-); PR(A; q) = 0 is represented
by a dash line ( ); PI (A; q) = 0 is represented by dash-space line (-
- - -).

Figure 2

Example from region A. In this case q = 10 and A = 8:50. a) x vs t;
b) x vs. y.

Figure 3

Example from region B. In this case q = 10 and A = 6:87 a) x vs t; b)
x vs. y.

Figure 4

Example from region C. In this case q = 10 and A = 6:50. a) x vs t;
b) x vs. y.

Figure 5

Bifurcation diagram with q = 10.


