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To the student

This is a collection of lecture notes which I put together while teaching courses
on manifolds, tensor analysis, and differential geometry. I offer them to you in
the hope that they may help you, and to complement the lectures. The style
is uneven, sometimes pedantic, sometimes sloppy, sometimes telegram style,
sometimes long—winded, etc., depending on my mood when I was writing those
particular lines. At least this set of notes is visibly finite. There are a great
many meticulous and voluminous books written on the subject of these notes
and there is no point of writing another one of that kind. After all, we are
talking about some fairly old mathematics, still useful, even essential, as a tool
and still fun, I think, at least some parts of it.

A comment about the nature of the subject (elementary differential geometry
and tensor calculus) as presented in these notes. I see it as a natural continuation
of analytic geometry and calculus. It provides some basic equipment, which is
indispensable in many areas of mathematics (e.g. analysis, topology, differential
equations, Lie groups) and physics (e.g. classical mechanics, general relativity,
all kinds of field theories).

If you want to have another view of the subject you should by all means look
around, but I suggest that you don’t attempt to use other sources to straighten
out problems you might have with the material here. It would probably take
you much longer to familiarize yourself sufficiently with another book to get
your question answered than to work out your problem on your own. Even
though these notes are brief, they should be understandable to anybody who
knows calculus and linear algebra to the extent usually seen in second-year
courses. There are no difficult theorems here; it is rather a matter of providing
a framework for various known concepts and theorems in a more general and
more natural setting. Unfortunately, this requires a large number of definitions
and constructions which may be hard to swallow and even harder to digest.
(In this subject the definitions are much harder than the theorems.) In any
case, just by randomly leafing through the notes you will see many complicated
looking expressions. Don’t be intimidated: this stuff is easy. When you looked
at a calculus text for the first time in your life it probably looked complicated
as well. Perhaps it will help to contemplate this piece of advice by Hermann
Weyl from his classic Raum—Zeit—-Materie of 1918 (my translation). Many will
be horrified by the flood of formulas and indices which here drown the main idea



of differential geometry (in spite of the author’s honest effort for conceptual
clarity). It is certainly regrettable that we have to enter into purely formal
matters in such detail and give them so much space; but this cannot be avoided.
Just as we have to spend laborious hours learning language and writing to freely
express our thoughts, so the only way that we can lessen the burden of formulas
here is to master the tool of tensor analysis to such a degree that we can turn

to the real problems that concern us without being bothered by formal matters.
W. R.
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Chapter 1

Manifolds

1.1 Review of linear algebra and calculus

A. Linear algebra. A (real) vector space is a set V together with two opera-
tions, vector addition u + v (u,v € V) and scalar multiplication av (o € R, v €
V). These operations have to satisfy those axioms you know (and can find
spelled out in your linear algebra text). Example: R™ is the vector space of real
n-tuples (x!,---,2"), 2* € R with componentwise vector addition and scalar
multiplication. The basic fact is that every vector space has a basis, meaning
a set of vectors {v;} so that any other vector v can be written uniquely as a
linear combination Y a‘v; of v;’s. We shall always assume that our space V is
finite—dimensional, which means that it admits a finite basis, consisting of say
n elements. It that case any other basis has also n elements and n is called
the dimension of V. For example, R™ comes equipped with a standard basis
e1, - ,en characterized by the property that (z!,---,2") = zle; + - -+ z"e,.
We may say that we can “identify” V with R™ after we fix an ordered basis
{v1,--+ ,vpn}, since the x € V correspond one—to—one to their n—tuples of com-
ponents (z!,--- 2™) € R. But note(!): this identification depends on the choice
of the basis {v;} which “becomes” the standard basis {e;} of R™. The indices
on o' and v; are placed the way they are with the following rule in mind.

1.1.1 Summation convention. Any index occurring twice, once up, once
down, is summed over. For example 2’e; = ) . a'e; = zley + -+ a"e,. We
may still keep the > ’s if we want to remind ourselves of the summation.

A linear transformation (or linear map) A : V — W between two vector spaces
is a map which respects the two operations, i.e. A(u+v) = Au+Av and A(av) =
aAv. One often writes Av instead of A(v) for linear maps. In terms of a basis

{vi, - ,v,} for V and {wy, - ,wy} for W this implies that Av = i oziagvj
if v =3, a'; for some indexed system of scalars (aZ ) called the matriz of

A with respect to the bases {v;}, {w;;. With the summation convention the

Jof. Example: the matrix of the identity

[

equation w = Av becomes 7 = a
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transformation 1 : V' — V' (with respect to any basis) is the Kronecker delta 5}
defined by
s5i— 1 ifi=yj
3700 ifi#j
The inverse (if it exists) of a linear transformation A with matrix (az) is the
linear transformation B whose matrix (b]) satisfies
a};bf = 6;»

If A:V — V is a linear transformation of V into itself, then the determinant
of A is defined by the formula

det(A) =Y €. ai -+ aly (1)

where €;,...;, = £1 is the sign of the permutation (i1, -+ ,4,) of (1,---,n). This

seems to depend on the basis we use to write A as a matrix (a}), but in fact it
doesn’t. Recall the following theorem.

1.1.2 Theorem. A : V — V is invertible if and only if det(A) # 0. O

There is a formula for A™! (Cramer’s Formula) which says that

A—lzzag%@—A, al = (—1)" det[al |kl # ji] .

The ij entry ag’ of A is called the ji cofactor of A, as you can look up in your
linear algebra text. This formula is rarely practical for the actual calculation of
A~ for a particular A, but it is sometimes useful for theoretical considerations
or for matrices with variable entries.

The rank of a linear transformation A : V' — W is the dimension of the image
of A, i.e. of

im(A) ={w € W : w = Av for some v € V}.

This rank is equal to maximal number of linearly independent columns of the
matrix (aj-)7 and equals maximal number of linearly independent rows as well.
The linear map A : V. — W is surjective (i.e. onto) iﬂE| rank(A) = m and
injective (i.e. one-to-one) iff rank(A) = n. A linear functional on V is a scalar—
valued linear function ¢ : V' — R. In terms of components with respect to a
basis {v1,- -+ ,v,} we can write v = Y 2'v; and ¢(v) = Y &', For example, if
we take (§1,&2,-++,&,) = (0,---,1---0) with the 1 in the i—th position, then we
get the linear functional v — z* which picks out the i-th component of v relative
to the basis {vy,---,v,}. This functional is denoted v® (index upstairs). Thus
v’ (3 a’v;) = «'. This means that v*(v;) = &5. The set of all linear functionals
on V is again a vector space, called the dual space to V and denoted V*. If
{v;) is a basis for V, then {v'} is a basis for V*, called the dual basis. If we
write v = Y_ ztv; and ¢ = Y &0t the p(v) = Y &t as above. If A1V — W
is a linear transformation we get a linear transformation A* : W* — V* of the
dual spaces in the reverse direction defined by(A*y)(v) = ¥ (Av).A* is called
the transpose of A. In terms of components with respect to bases {v;} for V

L4iff” means “if and only if”.
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Jy* and

and {w;} for W we write ¢ = njw’, v = z'v;, Av; = alw;, A*w’ = (a*)]

then the above equation reads ‘ 4

> (a*)inat = Yonjajat.
From this it follows that (a*)! = a]. So as long as you write everything in
terms of components you never need to mention (a*)g at all. (This may surprise
you: in your linear algebra book you will see a definition which says that the
transpose [(a*);;)] of a matrix [a;;] satisfies (a*);; = aj;. What happened?)

1.1.3 Examples. The only example of a vector space we have seen so far is
the space of n—tuples R™. In a way, this is the only example there is, since any
n—dimensional vector space can be identified with R™ by means of a basis. But
one must remember that this identification depends on the choice of a basis!
(a) The set Hom(V, W) consisting of all linear maps A : V. — W between two
vector spaces is again a vector space with the natural operations of addition
and scalar multiplication. If we choose bases for V' and W when we can identify
A with its matrix (a]) and so Hom(V, W) gets identified with the matrix space
Rmxn.

(b) A function U x V — R, (u,v) — f(u,v) is bilinear is f(u,v) is linear in
u and in v separately. These functions form again a vector space. In terms of
bases we can write u = &'u;, v = n/v; and then f(u,v) = ¢;;¢77. Thus after
choice of bases we may identify the space of such B’s again with R™*™. We
can also consider multilinear functions U X --- x V' — R of any finite number
of vector variables, which are linear in each variable separately. Then we get
flu, -+ v) =¢.;€ -+ -n?. A similar construction applies to maps U x---xV —
W with values in another vector space.

(c) Let S be a sphere in 3-space. The tangent space V to S at a point p, € S
consists of all vectors v which are orthogonal to the radial line through p,.

Fig. 1

It does not matter how you think of these vectors: whether geometrically, as
arrows, which you can imagine as attached to p,, or algebraically, as 3—tuples
(€,m,¢) in R? satisfying x,& + 9,1 + 2,( = 0; in any case, this tangent space is
a 2—dimensional vector space associated to S and p,. But note: if you think of
V as the points of R? lying in the plane x,& + y,n + 2,{ =const. through p,
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tangential to .S, then V' is not a vector space with the operations of addition and
scalar multiplication in the surrounding space R?. One should rather think of V/
as vector space of its own, and its embedding in R? as something secondary, a
point of view which one may also take of the sphere S itself. You may remember
a similar construction of the tangent space V' to any surface S = {p = (z,y, 2) |
f(z,y,z) = 0} at a point p,: it consists of all vectors orthogonal to the gradient
of f at p, and is defined only it this gradient is not zero. We shall return to
this example in a more general context later.

B. Differential calculus. The essence of calculus is local linear approzimation.
What it means is this. Consider a map f : R — R™ and a point z, € R"™ in
its domain. f admits a local linear approximation at z, if there is a linear map
A:R™ — R™ so that

f(xo + U) = f(xo) + Av + O(U)v (2)

with an “error term” o(v) satisfying o(v)/|lv|| — 0 as v — 0. If so, then
f is said to be differentiable at x, and the linear transformation A (which
depends on f and on z,) is called the differential of f at z,, denoted df,,,. Thus
dfy, : R®™ — R™ is a linear transformation depending on f and on z,. It is
evidently given by the formula
dfs, (v) = lime_o L[f (20 + €v) — f(w0)]-

In this definition f(z) does not need to be defined for all x € R™, only in a
neighbourhood of z,, i.e. for all x satisfying || — z,|| < € for some ¢ > 0. We
say simply f is differentiable if is differentiable at every x, in its domain. The
definition of “differentiable” requires that the domain of f must be an open set.
i.e. it contain a neighbourhood of each of its points, so that f(x,+v) is defined
for all v near 0. We sometimes write f : R™--- — R™ to indicate that f need
only be partially defined, on some open subset.

1.1.4 Example. Suppose f(x) is itself linear. Then

f(xo + U) = f(xo) + f(’l}) (3)

s0 (2) holds with A(v) = f(v) and o(v) = 0. Thus for a linear map df, (v) = f(v)
for all  and v.
(b) Suppose f(z,y) is bilinear, linear in x and y separately. Then

f(xo +v,Yo + w) = f(xmyo) =+ f(Io,’LU) + f(vyyo) + f(v,w).
Claim. f(v,w) = o((v,w)). Check. In terms of components, we have v = (£%),
w = (1), and f(v,w) =3 ¢;;€"7, s0
|f(v,w)] < 3 ez &'| )
< Cmanx{fey; Jmax{ ¢’ |} < € (max{|¢'], |’}

< CYE)?+ ()2 = Cll(v,w)]%,
hence | f (v, w)|/||(v,w)] < C||(v,w)|jand— 0 as (v, w) — (0, 0). O
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It follows that (2) holds with = replaced by (z,y) and v by (v,w) if we take
Alw,w) = f(zo,w)+ f(v,y,) and o((v,w)) = f(v,w). Thus for all z,y and v, w

df(a:,y) (U7 w) = f($7 w) + f(va y)' (4)

The following theorem is a basic criterion for deciding when a map f is differ-
entiable.

1.1.5 Theorem. Let f : R"--- — R™ be a map. If the partial derivatives
Of 0z exist and are continuous in a neighbourhood of x,, then f is differen-
tiable at x,. Furthermore, the matrixz of its differential df,, : R™ — R™ is the
Jacobian matriz (Of/0z")s,.

(Proof omitted) O

Thus if we write y = f(x) asy’ = f/(z) where z = (%) € R and y = (y*) € R™,
then we have

Az, 0) = (35) .

We shall often suppress the subscript z,, when the point x, is understood or
unimportant, and then simply write df. A function f as in the theorem is said
to be of class C'; more generally, f is of class C* if all partials of order < k exist
and are continuous; f is of class C'*° if it has continuous partials of all orders. We
shall assume throughout that all functions are differentiable as often as needed,
even if not stated explicitly each time. We call such functions smooth and to be
definite we take this to mean of class C*°.

1.1.6 Example. (a) Consider a function f: R"--- = R, y = f(z!,--- ,2") of
n variables z* with scalar values. The formula for df (v) becomes
df (v) = %vl+~-~+%v" .
This can be written as a matrix product
v

df) = [zk - ]

,U'!L
Thus df can be represented by the row vector with components 0f/dx".

(b) Consider a function f : R --- — R™ (2%, 2") = (fX(¢), -+, f*(t)) of
one variable ¢ with values in R™. (The n here plays the role to the m above).
The formula for df (v) becomes

d 1
df*(v) &
arw) e
In matrix notation we could represent df by the column vector with components

dfr/dt. (

v is now a scalar .) Geometrically such a function represents a parametrized
curve in R™ and we can think of think of p = f(¢) think as the position of a
moving point at time ¢t. We shall usually omit the function symbol f and simply
write p = p(t) or x' = x%(t). Instead df’/dt we write i*(t) instead of df we write
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p(t), which we think of as a vector with components i*(t), the velocity vector
of the curve.

(c) As a particular case of a scalar-valued function on R™ we can take the i-th
coordinate function

flxt, - an) =2t

As is customary in calculus we shall simply write f = % for this function. Of
course, this is a bit objectionable, because we are using the same symbol
for the function and for its general value. But this notation has been around
for hundreds of years and is often very convenient. Rather than introducing
yet another notation it is best to think this through once and for all, so that
one can always interpret what is meant in a logically correct manner. Take a
symbol like dz?, for example. This is the differential of the function f = z? we

are considering. Obviously for this function f = x' we have 271; = (5; So the
general formula df (v) = %vi becomes

dxt(v) = vt
This means that df = dx* picks out the i-th component of the vector v, just
like f = 2’ picks out the i-the coordinate of the point p. As you can see, there
is nothing mysterious about the differentials dx?, in spite of the often confusing
explanations given in calculus texts. For example, the equation

df = 2L dx
for the differential of a scalar-valued function f is literally correct, being just
another way of saying that

df (v) = 86 wf K
for all v. As a further example, the approximation rule
Fzo+ Az) = f(2,) + 2L Az
is just another way of writing
F(wo+v) = f(wo) + (2h) vi+olw),
which is the definition of the differential. h
(d) Consider the equations defining polar coordinates
x =rcosf
y =rsinf
Think of these equations as a map between two different copies of R?, say f :
RZ, — Riy, (r,0) — (x,y). The differential of this map is given by the equations
dr = %dr—i— a—gdﬁ = cosfdr —sin 0 do
y

dy = F¥dr 4 3%df = sin 6 dr + cosf df

This is just the general formula df’ = %de but this time with (2!, 2%) = (r, 0)
the coordinates in the rf plane R?,, (y*,y*) = (z,y) the coordinates in the zy
plane R2 | and (x,y) = (f'(r,0), f?(r,0)) the functions defined above. Again,

Cl/‘y7
there is nothing mysterious about these differentials.

1.1.7 Theorem (Chain Rule: general case). Let f : R"--- — R™ and
g : R™... — R be differentiable maps. Then go f : R"--- — R is also
differentiable (where defined) and

d(go f)z = (dg) f(x) © dfz
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(whenever defined).

The proof needs some preliminary remarks. Define the norm ||A| of a linear
transformation A : R" — R™ by theformula [|A]| = max, = ||A(z)[]. This
max is finite since the sphere |z|| = 1 is compact (closed and bounded). Then
|A(z)]] < ||A||||lx| for any = € R™: this is clear from the definition if ||z|| = 1
and follows for any x since A(z) = ||z||A(z/||z]) if  # 0.

Proof . Fix x and set k(v) = f(z + v) — f(z). Then by the differentiability of
9,

9(f (x4 v)) = g(f(2)) = dgy()k(v) + o(k(v))
and by the differentiability of f,

k(v) = f(z +v) = f(x) = dfa(v) + o(v)
We use the notation O(v) for any function satisfying O(v) — 0 as v — 0.
(The letter big O can stand for a different such function each time it occurs.)
Then o(v) = ||v||O(v) and similarly o(k(v)) = [[k(v)||O(k(v)) = ||k(v)||O(v).
Substitution the expression for k(v) into the preceding equation gives

9(f (@ +v)) — 9(F(2)) = dgyee) (Afa(0)) + [0][dgsea (O) + [ ()| O().
We have [[k(v)| < [|dfz(v)[[+o(v) < |ldfe[l[lv]+Cllv]| < C7[|v]|. It follows that

9(f (@ + ) — g(F(2)) = dgyem) (dfa(v)) + [0]O(0)
or yet another O. O

Of particular importance is the special case of the Chain Rule for curves. A
curve in R” is a function t — z(t), R--- — R", defined on some interval. In that
case we also write 4 (t) or dz(t)/dt for its derivative vector (da(t)/dt) (which is
just the differential of ¢ — x(t) considered as a vector).

1.1.8 Corollary (Chain Rule: special case). Let f : R"--- — R™ be a
differentiable map and p(t) a differentiable curve in R™. Then f(p(t)) is also
differentiable (where defined) and

df (p(t))
dt

= dfp(t)(d]jTSft))-

Geometrically, this equation says the says that the tangent vector df (p(t))/dt to
the image f(p(t)) of the curve p(t) under the map f is the image of its tangent
vector dp(t)/dt under the differential dfy ).

1.1.9 Corollary. Let f:R"..-- — R™ be a differentiable map p, € R™ a point
and v € R™ any vector. Then

dfp,(v) = — f(p(t))

t=t,
for any differentiable curve p(t) in R™ with p(t,) = po and p(t,) = v.

The corollary gives a recipe for calculating the differential df, (v) as a derivative
of a function of one variable ¢: given g and v, we can choose any curve x(t) with
z(0) = x, and ©(0) = v and apply the formula. This freedom of choice of the
curve z(t) and in particular its independence of the coordinates z* makes this
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recipe often much more convenient that the calculation of the Jacobian matrix
df%/027 in Theorem 1.1.5.
1.1.10 Example. Return to example 1.1.4, p [12]
a) If f(z) is linear in z, then

i Sa®) = F(5)
b) If f(z, y) is bilinear in (z, y) then

L f(t), (1) = £(22, y(o) + £ (2(0), 42)
ie. df(zy (u,v) = f(u,x) + f(x,v). We call this the product rule for bilinear
maps f(x,y). For instance, let R™*" be the space of all real n x n matrices and

f . RXn oy ROXP Rm*m, f(X, Y) = XY
the multiplication map. This map is bilinear, so the product rule for bilinear
maps applies and gives . )

@ f(X(0),Y (1) = (XY (1) = XO)Y (t) + X ()Y (t).
The Chain Rule says that this equals df x(+),v ) (X(t),Y(t)). Thus df x,v)(U,V) =
UX + YV. This formula for the differential of the matrix product XY is more
simply written as the Product Rule

d(XY)=(dX)Y + X(dY).
You should think about this formula until you see that it perfectly correct: the
differentials in it have a precise meaning, the products are defined, and the
equation is true. The method of proof gives a way of disentangling the meaning
of many formulas involving differentials: just think of X and Y as depending
on a parameter ¢t and rewrite the formula in terms of derivatives:

dXY) _ dXx dy

1.1.11 Coordinate version of the Chain Rule. In terms of coordinates the
above theorems read like this (using the summation convention).
(a) Special case. In coordinates write y = f(x) and x = z(t) as
Y= fj(mla T ’mn% zt = xz(t)
respectively. Then
dy’ _ 9y’ da’
dt = 9xf dt -
(b) General case. In coordinates, write z = g(y), y = f(z) as
Zk = gk(ylv e 7ym)7 y] = f](xlv' o 73:")
respectively. Then
8zF _ 9z" oy’
dx7 — 0yl Oa' - . , : :
In the last equation we consider some of the variables are considered as functions

of others by means of the preceding equation, without indicating so explicitly.
For example, the z* on the left is considered a function of the 2% via z = g(f(x)),
on the right 2" is first considered as a function of y/ via z = g(y) and after the
differentiation the partial 92% /9y’ is considered a function of x via y = g(x).
In older terminology one would say that some of the variables are dependent,
some are independent. This kind of notation is perhaps not entirely logical, but
is very convenient for calculation, because the notation itself tells you what to
do mechanically, as you know very well from elementary calculus. This is just
what a good notation should do, but one should always be able to go beyond
the mechanics and understand what is going on.
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1.1.12 Examples.
(a)Consider the tangent vector to curves p(t) on the sphere z2 + % + 22 = R?
in R3.
The function f(z,y,z) = 22 + y* + 22 is constant on such a curve p(t), i.e.
f(p(t)) =const, and, hence

0= G 0t)i=t, = dfp(z,) (B(to)) = To€ + Yon + 26¢
where p(t,) = (%o, Yo, 20) and p(t,) = (£, 1, (). Thus we see that tangent vectors
at p, to curves on the sphere do indeed satisfy the equation x,£+y,n+ 2, = 0,
as we already mentioned.

(b) Let » = r(t), 8 = 0(t) be the parametric equation of a curve in polar
coordinates * = rcosf, y = rsinf. The tangent vector of this curve has
components z, 7 given by

de Oxdr Oxdb r .

T ordt + O COSO% —rsm&a
dy Oydr 0Oydf . dr do
o dl %E:SIHQE +rcos€a

In particular, consider a 0-coordinate line r = r, (constant),8 = 6, +t (vari-
able). As a curve in the r@ plane this is indeed a straight line through (r,,0,);
its image in the xy plane is a circle through the corresponding point (o, Yo)-
The equations above become

dv _dadr  Oxdf
dt — Ordt 90 dt
dy _Oydr  Oydo

at ordi o0 dt

= (cos0)0 — (rsinf) 1
= (sin#) 0 + (rcosf) 1

They show that the tangent vector to image in the xy plane of the #-coordinate
line the image of the 8-basis vector ey = (1,0) under the differential of the polar
coordinate map x = rcosf, y = rsinf. The tangent vector to the image in the
2y plane of the 6-coordinate line is the image of the #-basis vector ey = (0, 1)
under the differential of the polar coordinate map = = rcos#, y = rsinf. The
tangent vector to the image of the r-coordinate line is similarly the image of the
r-basis vector e, = (1,0).

Fig. 2
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(c) Let z = f(r,0) be a function given in polar coordinates. Then 0z/d0z and
0z /0y are found by solving the equations

%*%% %@*%cosﬁqt%sinﬁ
or  OxOr Oyor Ox oy
0z _0z0x 020y 0z

— = —— 4+ — —(—rsi 0)+% cos 6
90 9x00  oyoo oz 7T Hy"

which gives (e.g. using Cramer’s Rule)

0z 0z sinf 0z
ar  Yar T 1 o9
0z . 0z cosf Oz
a—y:smea—&—T%

1.1.13 Corollary. Suppose f:R"--- — R™ and g : R™-..- — R" are inverse
functions, i.e. go f(z) = x and f o g(y) = y whenever defined. Then df, and
dg, are inverse linear transformations when y = f(x), i.e. z = g(y):

dgf(zy © dfe =1, df gy 0 dgy = 1.

This implies in particular that df, : R® — R™ is an invertible linear trans-
formation, and in particular n = m. If we write in coordinates y = f(z) as
y =y (z) and = = g(y) as x* = 2*(y) this means that we have

Ay’ 9zl j da’ 9y’ j

ﬁ”_ja;k = 6;, and a—;agk =0}
For us, the most important theorem of differential calculus is the following.

1.1.14 Theorem (Inverse Function Theorem). Letf : R"--- — R" be a
CF(k > 1) map and x, a point in its domain. If df,, : R® — R™ is an
invertible linear transformation, then f maps some open neighbourhood U of

x, on—to—one onto an open neighbourhood V of f(x,) and the inverse map
g:V — U is also C*.

We paraphrase the conclusion by saying that f is locally C* —invertible at x,. If
we write again y = f(z) as y’ = y/(z) then the condition that df,, be invertible
means that det(dy*/0z7),, # 0. We shall give the proof of the Inverse Function
Theorem after we have looked at an example.

1.1.15 Example: polar coordinates in the plane. Consider the map
F(r,0) = (x,y) form the rf—plane to the xy-plane given by the equations
x =rcosf, y =rsinf. The Jacobian determinant of this map is

cosf —rsinf
det [sinﬁ rcosH]

Thus det[0(z,y)/0(r,0)] # 0 except when r = 0, i.e. (z,y) = (0,0). Hence
for any point (r,, 6,) with 7, # 0 one can find a neighbourhood U of (r,,6,)

in the rf-plane and a neighbourhood V of (z,,y,) = (r, cosb,,7r,8in6,) in the
zy-plane so that F' maps U one-to-one onto V and F : U — V has a smooth
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inverse G : V — U. It is obtained by solving z = rcosf, y = rsin@ for (r,0),
subject to the restriction (r,0) € U, (z,y) € V. For x # 0 the solution can be
written asr = ++/x2 4 y2, § = arctan(y/x) where the sign &+ must be chosen so
that (r,0) lies in U. But this formula does not work when z = 0, even though
a local inverse exists as long as (z,y) # (0,0). For example, for any point off
the positive xz-axis one can take for U the region in the rf-plane described by
r >0, —m < 0 < 7. V is then the corresponding region in the xy-plane, which
is just the points off the positive z-axis. It is geometrically clear that the map
(r,0) — (z,y) map V one-to-one onto U. For any point off the negative z-axis
one can take for U the region in the rf-plane described by » > 0, 0 < 6 < 7.
V' is then the corresponding region in the xy-plane, which is just the points off
the negative x-axis. It is again geometrically clear that the map (r,0) — (x,y)
map V one-to-one onto U.

For the proof of the Inverse Function Theorem we need a lemma, which is itself
very useful.

1.1.16 Contraction Lemma. Let U be an open subset of R™ and F : U — U
be any map of U into itself which is a contraction, i.e. there is K is a positive
constant <1 so that for all z,y € U,||F(y) — F(z)| < K|ly—=x||. Then F has a
unique fixed point x, in U, i.e. a point x, € U so that F(x,) = x,. Moreover,
for any x € U,

o = lim F"(x) (5)

n—oo

where F™" = F o---0o F is the n—th iterate of F.

Proof. Let x € U. We show that {F"(x)} converges. By Cauchy’s convergence
criterion, it suffices to show that for any ¢ > 0 there is an N so that ||F"(x) —
F™(z)|| < e for n,m > N. For this we may assume n > m so that we can write
n—m=r>0. Then
|F7 (@) — Fr()]] < K|[F™(z) — P @)
<o S KM|F(@) — al (6)
From this and the Triangle Inequality we get
|F7(2)— ol < [ (@) — = @)+ F7 Y (2) = Fr=2(@)l|+ - -+ | F(2) — 2]
(KT A KT 4 4 )| P()
= L=t F(x) — x| (7)
Since 0 < K < 1 the fraction is bounded by 1/(K —1) and the RHS of (6) tends
to 0 as m — o0, as desired. Thus the limit z, in (5) exists for any given z € U.
To see that z, is a fixed point, consider
|[F(F"(2)) — F(xo)|| < K[[F™ () — o]
Asn — oo, the LHS becomes ||z,— F(x,)|| while the RHS becomes K||z,—x,| =
0, leaving us with z, — F(z,) = 0. This proves the existence of a fixed point.
To prove uniqueness, suppose we also have F(z1) = x1. Then
|20 — z1]| = [|[F(20) — F(21)]| < Kl|zo — 21|
which implies ||z, — z1|| = 0, since K # 1. O

Proof of the Inverse Function Theorem. The idea of the proof is this. To
find an inverse for f we have to solve the equation y = f(x) for z if y is given:
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r = f~(y). We rewrite this equation asy + x — f(x) = x,which says that x
is a fixed point of the map h(x) := y + z — f(x), y being given. So we’ll try to
show that this h is a contraction map. The proof itself takes several steps.

(1) Preliminaries. We may assume xg = 0, by composing f with the map
x — & —x,. Next we may assume that dfy = 1, the identity map, by replacing
f by (dfo)~! o f and using 1.1.12, p We set g(x) = = — f(z). Then dgy =
1—dfy = 0.

(2) Claim. There is r > 0 so that for ||z| < 2r we have

1
ldga ()l < 5 vl (8)

for all v. Check. ||dg,(v)|| < ||dgs||||v]]. For & = 0 we have ||dg.|| = 0, so
by continuity we can make ||dg, |arbitrarily small, and in particular < 1/2, by
making ||x||sufficiently small, which we may write as ||z| < 2r.

(3) Claim. g(x) = x — f(z) maps the ball B, = {z | ||z|| <r} into B, /5. Check.
By the Fundamental Theorem of Calculus we have

Loy 1
g(m)z/o ag(tx)dt:/o dge,(z)dt

hence from the triangle inequality for integrals and (8),

| —

1
lo(@)] < / I dgea ()||dt <

(4) Claim. Given y € B,/ there is a unique z € B, so that f(x) = y. Check.
Fix y € B,/ and considerh(x) = y + g(x)with € B,. Since [|y|| < r/2 and
lz]] < r we have ||h(z)| < |ly||[+]lg(x)|| < r. So h maps B, into itself. Let
x(t) = 1 + t(x2 — x1). By the Fundamental Theorem of Calculus we have

h(ze) — h(z1) = /0 %g(x(t))dt = /0 dge(ty (w2 — x1)dt.

Together with (8) this gives

1

! 1 1
[|h(z2) — h(z1)]| < / ldga () (z2 — 21)||dt < / §H$2 — x1||dt = §||$2 — z1]].
0 0

Thus h : B, — B, is a contraction map with K = 1/2 in the Contraction
Lemma. It follows that h has a unique fixed point, i.e for any y € B,/ there
is a unique x € B, so that y 4+ g(z) = z, which amounts to y = f(x). This
proves the claim. Given y € B,/ write » = f~Y(y) for the unique x € B,
satisfying f(z) = y. Thus f~' : B,)» — f7'(B,;2) C B, is an inverse of
[ fﬁl(Br/2) - BT/Q'

(5) Claim. f~! is continuous. Check. Since g(z) = x — f(x) we have z =
g(x) + f(z). Thus

|21 — 22| = || f(z1) — f(z2) + g(z1) — g(22)]
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< [f(@1) = fz2)[+|g(x1) — g(a2)]l

< |[f(z1) = fla2)||+5ller — 22
soller — 22l < 201 (1) — Fa)l e 1) — 1 )l < 2y — pa). Hence
f~! is continuous.
(6) Claim. f~! is differentiable on the open ball U = {y | |ly| < r}. Check.
Let y,y1 € U. Then y = f(z),y1 = f(x1) with z,2; € B,. We have

F7Hy) = 7 ) = (dfe) Ty — 1) = 2 — 21— (dfe,) 7' (f(2) = fl21)). (9)

Since f is differentiable,

f(@) = (1) + dfe, (& — 21) + o(2 — 21).

Substituting this into the RHS of (9) we find

(dfz,) ™" (0@ = @1)). (10)

Since the linear map df,,depends continuously on z; € B, and detdf,, #
0 there, its inverse (df.,)”! is continuous there as well. (Think of Cramer’s
formula for A=!.) Hence we can apply the argument of step (2) to (10) and
find that

1(dfer) ™" (0(a — 21)|| < Colw — a1). (11)

for z,z; € B,. We also know that ||z — x1]| < 2|ly — y1]|. Putting these
inequalities together we find from (9) that

SN y) = ) —df (g — ) = oy — 1)

for another little o. This proves that f~! is differentiable at y; with (df ~!),, =
(df2,)~" o
(7) Conclusion of the proof. Since f is of class C! the matrix entries 9f¢/0x7
of df,, are continuous functions of x, hence the matrix entries of

(df )y = (dfz) ™ (12)

are continuous functions of y. (Think again of Cramer’s formula for A= and
recall that © = f~!(y) is a continuous function of y.) This proves the theorem
for k = 1. For k = 2, we have to show that (12) is still C! as a function of y.
As a function of y, the RHS of (11) is a composite of the maps y — z = f~1(y),
x — dfy, and A — A~!. This first we just proved to be C*; the second is C*
because f is C2; the third is C' by Cramer’s formula for A=!. This proves the
theorem for & = 2, and the proof for any k follows from the same argument by
induction. O

EXERCISES 1.1

1. Let V be a vector space, {v;} and {0;} two basis for V. Prove (summation
convention throughout): .
j

(a) There is an invertible matrix (a; L

) so that 0; = a;
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(b) The components (x?) and (#7) of a vector v € V are related by the equation
zt = a;'d:j . [Make sure you proof is complete: you must prove that the x% have
to satisfy this relation.] }

(c) The components (§;) and (;) of a linear functional vector ¢ € V* with
respect to the dual bases are related by the equation fj = aé{i . [Same advice.]

2. Suppose A, B : R® — R" is a linear transformations of R™ which are inverses
of each other. Prove from the definitions that their matrices satisfy ajbf = 47.

3. Let A:V — W be a linear map. (a) Suppose A is injective. Show that there
is a basis of V and a basis of W so that in terms of components x — y := A(x)

becomes (x]" DR 71‘”) — (y17 ... 7yn’ ... ’ym) :: (x17 .. s ‘r’"”()7 DR ’0)'
(b) Suppose A is surjective. Show that there is a basis of V and a basis of W so
that in terms of components & — y := A(x) becomes (x!,--- 2™, --- 2") —

(ylv"' ’ym) = (,Il,"' 7xm)'
Note. Use these bases to identify V' =~ R™ and W ~ R™. Then (a) says that
A becomes the inclusion R" — R™ (n < m) and (b) says that A becomes the

projection R” — R™ (n > m). Suggestion. In (a) choose a basis {v1, -, v}
for V- and {w1,- -, Wp, W41, -+ ,wp} for W so that w; = A(v;) for j < m.
Explain how. In (b) choose a basis {v1, -, Um,Umt1, -+ ,vn} for V so that

A(v;) =01iff j > m + 1. Show that {w; = A(v1), - ,wn = A(vm)} is a basis
for W. You may wish to use the fact that any linearly independent subset of a
vector space can be completed to a basis, which you can look up in your linear
algebra text.

j:

4. Give a detailed proof of the equation (a*)? a{ stated in the text. Explain

carefully how it is related to the equation (a*);; = aj; mentioned there. Start
J

by writing out carefully the definitions of the four quantities (a*)?, a?, (a*);,

Ajg-
5. Deduce the corollary 1.1.8 from the Chain Rule.

6. Let f:(r,0,¢) — (x,y, z) be the spherical coordinate map:
x = pcosfsing, y = psinfsing, z = p cos ¢.
a) Find dzx,dy,dz in terms of dp, df,d¢ . (b) Find ﬂ, g, 9f in terms of
dp’ 96 3¢
of of ofr

oz’ dy’ 0z "

7. Let f : (p,0,¢) — (z,y,2) be the spherical coordinate map as above.
(a)Determine all points (p,8,¢) at which f is locally invertible. (b)For each
such point specify an open neighbourhood, as large as possible, on which f is
one-to-one. (¢) Prove that f is not locally invertible at the remaining point(s).

8. (a) Show that the volume V(u, v, w) of the parallelepiped spanned by three
vectors u, v, w in R3 is the absolute value of u - (v x w). [Use a sketch and the
geometric properties of the dot product and the cross product you know from
your first encounter with vectors as little arrows.]

(b) Show that u - (v X w) = |u,v,v|the determinant of the matrix of the com-
ponents of u,v,w with respect to the standard basis e, ez, es of R3. Deduce
that for any linear transformation A of R3, V (Au, Av, Aw) = | det A|V (u, v, w).
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Show that this formula remains valid for the matrix of components with respect
to any right-handed orthonormal basis w1, us, u3 of R®. [Right-handed means
detfuy, ug, ug) = +1.]

9. Let f: (p,0,6) — (z,y,2) be the spherical coordinate map. [See problem
6]. For a given point (po, 6o, ¢o) in pfg-space, let vectors v,, vy, vy at the point
(%o, Yo, 20) In xyz-space which correspond to the three standard basis vectors
ep, €9, = (1,0,0), (0,1,0),(0,0,1) in pf¢-space under the differential df of f.
(a) Show that v, is the tangent vector of the p-coordinate curve R3, i.e. the
curve with parametric equation p =arbitrary (parameter), 8§ = 6,,¢ = ¢, in
spherical coordinates. Similarly for v and vg. Sketch.

(b) Find the volume of the parallelepiped spanned by the three vectors v, vg, v
at (x,y,z). [See problem 8.

10. Let f, g be two differentiable functions R™ — R. Show from the definition
(1.4) of df that

d(fg) = (df)g + f(dg).

11. Suppose f : R” — R is C2. Show that the second partials are symmetric:

9 9 _ 90 9 . .
507 927 = pa7 9/ for alldj.

[You may consult your calculus text.]

12. Use the definition of df to calculate the differential df,(v) for the following
functions f(z). [Notation: x = (z¢), v = (v%).]
(a) >, ¢;ix’ (¢; =constant) (b) z'a?-- 2" (c)>; ci(zh)?.

13. Consider det(X) as function of X = (X7) € R"*".

a) Show that the differential of det at X = 1 (identity matrix) is the trace, i.e.
ddeti(A) =trA. [The trace of A is defined as trA = ), AL, Suggestion. Expand

det(1 +tA) using the definition (1) of det to first order in ¢, i.e. omitting terms
involving higher powers of . Explain why this solves the problem. If you can’t

do it in general, work it out at least for n = 2, 3.]

b) Show that for any invertible matrix X € R"*", ddetx(A4) = det(X) tr(X ~LA).
[Suggestion. Consider a curve X (¢) and write det(X (t)) = det(X (t,)) det(X (t,) "1 X (t)).
Use the Chain Rule 1.1.7.]

14. Let f(x!,---,2™) be a differentiable function satisfying f(tz!,---  tz") =
N f(a!,--- ,2") for all t > 0 and some (fixed) N. Show that 3, 2/ 2L = Nf.
[Suggestion. Chain Rule.]

15. Calculate the Jacobian matrices for the polar coordinate map (r,0) —
(z,y) and its inverse (z,y) — (r,0), given by © = r cosf, y = rsinf and
r = /% +y? 0 = arctan £. Verify by direct calculation that these matrices
are inverses of each other, as asserted in corollary (1.1.13).

16. Consider an equation of the form f(z,y) = 0 where f(x,y) is a smooth
function of two variables. Let (z,,¥,) be a particular solution of this equation
for which (0f/0y)(x,,4,) 7 0. Show that the given equation has a unique solution
y = y(z) for y in terms of z and z, provided (z, y) is restricted to lie in a suitable
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neighbourhood of (z,,¥,). [Suggestion. Apply the Inverse Function Theorem
to F(x,y) == (z, f(2,y)]-

17. Consider a system of k equations in n = m + k variables, F*(z!,--- ,2") =
0, ---, F¥(z',---  2a") = 0 where the F' are smooth functions. Suppose
det[0F!/0x™%| 1 < i,j < k] # 0 at a point p, € R". Show that there is
a neighbourhood U of p, in R™ so that if (z!,---,2") is restricted to lie in
U then the equations admit a unique solution for x,,11,---,2, in terms of
X1, Ty [This is called the Implicit Function Theorem.]

18. (a) Let t — X(t) be a differentiable map from R into the space R™*" of
n x n matrices. Suppose that X (t) is invertible for all ¢. Show that t — X (¢)~*

d)(g;l =-—X"! (%)X‘l where we omitted the

variable ¢ from the notation. [Suggestion. Consider the equation X X! = 1.]
(b) Let f be the inversion map of R™*" itself, given by f(X) = X~!. Show
that f is differentiable and that dfx (V) = —X 'Y X1,

is also differentiable and that

1.2 Manifolds: definitions and examples

The notion of “manifold” took a long time to crystallize, certainly hundreds of
years. What a manifold should be is clear: a kind of space to which one can
apply the methods of differential calculus, based on local linear approximations
for functions. Riemann struggled with the concept in his lecture of 1854.
Weyl is credited with its final formulation, worked out in his book on Riemann
surfaces of 1913, in a form adapted to that context. In his Lecons of 1925-1926
Cartan sill finds that la notion générale de variété est assez difficile a définir
avec précison and goes on to give essentially the definition offered below. As
is often the case, all seems obvious once the problem is solved. We give the
definition in three axioms, a la FEuclid.

1.2.1 Definition. An n—dimensional manifold M consists of points together
with coordinate systems. These are subject to the following axioms.

MAN 1. Each coordinate system provides a one-to-one correspondence between
the points p in a certain subset U of M and the points x = x(p) in an open
subset of R™.

MAN 2. The coordinate transformation Z(p) = f(z(p)) relating the coordinates
of the same point p € U N U in two different coordinate systems (z*) and (Z)
is given by a smooth map

ji:fi(zla"'7xn)7i:17"'an'

The domain {z(p) | p € UNU} of f is required to be open in R”.
MAN 3. Every point of M lies in the domain of some coordinate system.

Fig. 1 shows the maps p — x(p), p — Z(p), and x — T = f(x)
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M

In this axiomatic definition of “manifold”, points and coordinate systems func-
tion as primitive notions, about which we assume nothing but the axioms MAN
1-3. The axiom MAN 1 says that a coordinate system is entirely specified by a
certain partially defined map M --- — R™,

p xz(p) = (z'(p), - ,z"(p))

and we shall take “coordinate system” to mean this map, in order to have
something definite. But one should be a bit flexible with this interpretation: for
example, in another convention one could equally well take “coordinate system”
to mean the inverse map R"--- — M,z — p(z) and when convenient we shall
also use the notation p(z) for the point of M corresponding to the coordinate
point z.

It will be noted that we use the same symbol z = (x?) for both the coordinate
map p — z(p) and a general coordinate point x = (x!,---,2"), just as one
does with the xyz-coordinates in calculus. This is premeditated confusion: it
leads to a notation which tells one what to do (just like the dy’/dz7 in calculus)
and suppresses extra symbols for the coordinate map and its domain, which
are usually not needed. If it is necessary to have a name for the coordinate
domain we can write (U, z) for the coordinate system and if there is any danger
of confusion because the of double meaning of the symbol z (coordinate map
and coordinate point) we can write (U, ¢) instead. With the notation (U, ¢)
comes the term chart for coordinate system and the term atlas for any collection
{(Uq, @)} of charts satisfying MAN 1-3. In any case, one should always keep
in mind that a manifold is not just a set of points, but a set of points together
with an atlas, so that one should strictly speaking consider a manifold as a
pair (M, {(Ua, ¢a)}). But we usually call M itself a manifold, and speak of
its manifold structure when it is necessary to remind ourselves of the atlas
{(Uq, ¢a)}. Here are some examples to illustrate the definition.

1.2.2 Example: the Cartesian plane. As the set of points we take R? = {p =
(z,y) | ¢,y € R}. As it stands, this set of points is not a manifold: we have to
specify a collection of the coordinate systems satisfying the axioms MAN 1-3.
Each coordinate system will be a map p — (z1(p), z2(p)), which maps a domain
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of points p, to be specified, one-to—one onto an open set of pairs (x1,x2). We
list some possibilities.

Cartesian coordinates (x,y): =(p) = z, y(p) = y if p = (z,y). Domain: all p.
Note again that x,y are used to denote the coordinate of a general point p as
well as to denote the coordinate functions p — z(p), y(p)

Polar coordinates (r,0): x =rcosf, y =rsinf. Domain: (r,0) may be used as
coordinates in a neighbourhood of any point where d(z,y)/0(r,0) = r # 0, i.e.
in a neighbourhood of any point except the origin. A possible domain is the
set of points p for which r > 0,0 < 6 < 27, the p = (z,y) given by the above
equations for these values of r,8; these are just the p’s off the positive z-axis.
Other domains are possible and sometimes more convenient.

Hyperbolic coordinates (u,1)): x = u coshp, y = usinh. Domain: The pairs
(x,y) representable in this form are those satisfying 22 — 2 = u? > 0.(u, 1))
may be used as coordinates in a neighbourhood of any point (z,y) in this region
for which det d(z,y)/0(u,%)) = u # 0. The whole region {(z,y) | 2> — y? > 0}
corresponds one-to-one to {(u, ) | u # 0} and can serve as coordinate domain.
In the region {(x,y) | 22 — y?> < 0} one can use z = usinh,y = ucosh® as
coordinates.

Linear coordinates (u,v): u = ax + by, v = cx + dy, where [i Z} is any

invertible 2 x 2 matrix (i.e. ab —cd # 0). A special case are orthogonal linear
coordinates, when the matrix is orthogonal. Domain: all p.

Affine coordinates (u,v): u =z, + ax + by, v =y, + cx + dy, where x,,y, are
arbitrary and [z 2} is any invertible 2x2 matrix (i.e. ad — bc # 0). A special
case are Fuclidean coordinates, when the matrix is orthogonal. Domain: all p.

As we mentioned, these are some possible choices for coordinate systems on
R2. The question is which to choose for the collection of coordinate systems
required in MAN 1-3. For example, the Cartesian coordinate system {(z,y)}
by itself evidently satisfies the axioms MAN 1-3, hence this single coordinate
system suffices to make R? into a manifold. On the other hand, we can add
the polar coordinates (r,#), with domain r > 0, 0 < 6 < 2w, say. So that we
take as our collection of coordinates {(z,y), (r,0)}. We now have to check that
the axioms are satisfied. The only thing which is not entirely clear is that the
coordinate transformation (z,y) — (r,0) = (f!(z,v), f*(x,y)) is smooth on its
domain, as specified by MAN 2. First of all, the domain of this map consists
of the (z,y) off the positive z—axis {(z,y) | y = 0,2 > 0}, which corresponds
o{(r,0) | r > 0,0 <6 < 2r}. Thus this domain is open, and it is clear
geometrically that (z,y) — (r,0) is a one-to—one correspondence between these
sets. However, the map (x,y) — (r,0) this map is not given explicitly, but is
defined implicitly as the inverse of the map (0,7) — (x,y) = (rcosé,rsinf).
We might try to simply write down the inverse map as

r=flzy) = (" +y?), 0= f*(z,y)=arctan(y/z).
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But this is not sufficient: as it stands, f2(x,y) is not defined when 2 = 0, but
some of these points belong to the domain of (x,y) — (r,0). It is better to argue
like this. As already mentioned, we know that the inverse map f exists on the
domain indicated. Since the inverse of a map between two given sets is unique
(if it exists) this map f must coincide with the local inverse F' guaranteed by
the Inverse Function Theorem whenever wherever are both are defined as maps
between the same open sets. But the Inverse Function Theorem says also that
F' is smooth where defined. Hence f is then smooth as well at points where
some such F' can be found, i.e. at all points of its domain where the Jacobian
determinant d(x,y)/0(r,0) # 0 i.e. r # 0, and this is includes all points in the
domain of f. Hence all three axioms are satisfied for M = R? together with
{(@.y), (r.0)}.

Perhaps I belabored too much the point of verifying MAN 2 for the implicitly
defined map (z,y) — (r,68), but it illustrates a typical situation and a typical
argument. In the future I shall omit these details. There is another important
point. Instead of specifying the domain of the coordinates (r,6) by r > 0,0 <
0 < 2m, it is usually sufficient to know that the equations x = rcos 6, y = rsin
can be used to specify coordinates in some neighbourhood of any point (z,y)
where 7 # 0, as guaranteed by the Inverse Function Theorem. For example,
we could admit all of these local specifications of (r,0) among our collection
of coordinates (without specifying explicitly the domains), and then all of the
axioms are evidently satisfied. This procedure is actually most appropriate,
since it brings out the flexibility in the choice of the coordinates. It is also
the procedure implicitly followed in calculus, where one ignores the restrictions
r > 0,0 < 6 < 27 as soon as one discusses a curve like r = sin 26.

We could add some or all of the other coordinates defined above and check
again that the axioms still hold and we face again the question which to choose.
One naturally has the feeling that it should not matter, but strictly speaking,
according to the definition, we would get a different manifold structure on the
point set R2? for each choice. We come back to this in a moment, but first
I briefly look at some more examples, without going through all the detailed
verifications, however.

1.2.3 Example: Cartesian 3-space R® = {(1,y,2) | z,y,2 € R}. T only
write down the formulas and leave the discussion to you, in particular the de-
termination of the coordinate domains.

Cartesian coordinates (x,y,z): xz(p) = z,y(p) =y, 2(p) = z.

Cylindrical coordinates (r,0,z2): x =rcosf, y =rsinb, z = z.

Spherical coordinates (p,0,¢): © = pcosf sing, y = psinfsin g, z = pcos ¢.
Hyperbolic coordinates (u,0,1¢): x = wcosf sinhv, y = usinfsinhp, z =
u cosh .

Linear coordinates (u,v,w): (u,v,w) = (z,y,2)A, A any invertible 3x3 matrix.
Special case: orthogonal linear coordinates: AAT = 1.

Affine coordinates: (u,v,w) = (Zo, Yo, 20) + (2, Y, 2) A, (To, Yo, 2o) any point, A
any invertible 3x3 matrix. Special case: Euclidean coordinates: AAT = 1.
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Fig. 2. Spherical coordinates

1.2.4 Cartesian n-space R" = {p = (2!, ,2") | 2 € R}.
Linear coordinates (y*,---,y"): y/ = ala’, det(al) # 0.

Affine coordinates: (y*,--- ,y"): ¥/ = 2d + alat, det(al) # 0.
Euclidean coordinates: (y',--- ,y™): v/ =2zl +ala’, >, ala, = 6%

It can be shown that the transformations (2') — (y¢) defining the Euclidean
coordinates are the only ones which preserve Euclidean distance. They are
called Fuclidean transformations. Instead of R™ one can start out with any
n—dimensional real vector space V. Given a basis eq,--- , e, of V, define linear
coordinates (x') on V by using the components z° = x%(p) as coordinatesp =
xzle; + ---x"e,.This single coordinate system makes V into a manifold. This
manifold structure on V' does not depend on the basis in a sense to be explained
after definition 1.2.8.

1.2.5 The 2-sphere S? = {p = (z,9,2) | 2* + y? + 22 = 1}. Note first of all
that the triple (z,y, z) itself cannot be used as a coordinate system on S2. So
we have to do something else.

Parallel projection coordinates (x,y):

(x,y): z=z,y=y,z2=+/1—2%2—y% Domain: z >0

Similar with the negative root for z < 0 and with (z,y) replaced by (z, z) or by
(y,z). This gives 6 coordinate systems, corresponding to the parallel projections
onto the 3 coordinate planes and the 2 possible choices of sign + in each case.
Geographical coordinates (6,¢): © = cosfsing, y = sinfsing, z = cosp. Do-
main: 0 < 6§ < 2w, 0 < ¢ < 7. (Other domains are possible.)

Central projection coordinates (u,v)

n v 1 .
= —————_ Domain: z > 0..

) = , 2 .
V14 u? +v? Y V1+u?+ 02 V14 u? 4+ v?
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Fig. 3. Central projection

This is the central projection of the upper hemisphere z > 0 onto the plane
z = 1. One could also take the lower hemisphere or replace the plane z = 1
by £ = 1 or by y = 1. This gives again 6 coordinate systems. The 6 parallel
projection coordinates by themselves suffice to make S? into a manifold, as do
the 6 central projection coordinates. The geographical coordinates do not, even
if one takes all possible domains for (r,6): the north pole (0,0,1) never lies in
a coordinate domain. However, if one defines another geographical coordinate
system on S? with a different north pole (e.g. by replacing (z,y, z) by (2,y,)
in the formula) one obtains enough geographical coordinates to cover all of S2.
All of the above coordinates could be defined with (x,y,z) replaced by any
orthogonal linear coordinate system (u,v,w) on R3.

Let’s now go back to the definition of manifold and try understand what it is
trying to say. Compare the situation in analytic geometry. There one starts
with some set of points which comes equipped with a distinguished Cartesian
coordinate system (z',--- 2™), which associates to each point p of n—space a
coordinate n—tuple (z!(p),---,2"(p)). Such a coordinate system is assumed
fixed once and for all, so that we may as well the points to be the n—tuples,
which means that our “Cartesian space” becomes R™, or perhaps some subset
of R™, which better be open if we want to make sense out differentiable func-
tions. Nevertheless, but one may introduce other curvilinear coordinates (e.g.
polar coordinates in the plane) by giving the coordinate transformation to the
Cartesian coordinates (e.g # =rcos6, y =rsinf). Curvilinear coordinates are
not necessarily defined for all points (e.g. polar coordinates are not defined at
the origin) and need not take on all possible values (e.g. polar coordinates are
restricted by r> 0, 0 < 6 < 27). The requirement of a distinguished Cartesian
coordinate system is of course often undesirable or physically unrealistic, and
the notion of a manifold is designed to do away with this requirement. However,
the axioms still require that there be some collection of coordinates. We shall
return in a moment to the question in how far this collection of coordinates
should be thought of as intrinsically distinguished.

The essential axiom is MAN 2, that any two coordinate systems should be
related by a differentiable coordinate transformation (in fact even smooth, but
this is a comparatively minor, technical point). This means that manifolds must
locally look like R™ as far as a differentiable map can “see”: all local properties of
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R™ which are preserved by differentiable maps must apply to manifolds as well.
For example, some sets which one should expect to turn out to be manifolds
are the following. First and foremost, any open subset of some R", of course;
smooth curves and surfaces (e.g. a circle or a sphere); the set of all rotations of
a Euclidean space (e.g. in two dimensions, a rotation is just by an angle and this
set looks just like a circle). Some sets one should not expect to be manifolds
are: a half-line (with an endpoint) or a closed disk in the plane (because of
the boundary points); a figure-8 type of curve or a cone with a vertex; the
set of the possible rotations of a steering wheel (because of the “singularity”
when it doesn’t turn any further. But if we omit the offending singular points
from these non—manifolds, the remaining sets should still be manifolds.) These
example should give some idea of what a manifold is supposed to be, but they
may be misleading, because they carry additional structure, in addition to their
manifold structure. For example, for a smooth surface in space, such as a
sphere, we may consider the length of curves on it, or the variation of its normal
direction, but these concepts (length or normal direction) do not come from
its manifold structure, and do not make sense on an arbitrary manifold. A
manifold (without further structure) is an amorphous thing, not really a space
with a geometry, like Euclid’s. One should also keep in mind that a manifold is
not completely specified by naming a set of points: one also has to specify the
coordinate systems one considers. There may be many natural ways of doing
this (and some unnatural ones as well), but to start out with, the coordinates
have to be specified in some way.

Let’s think a bit more about MAN 2 by recalling the meaning of “differentiable”:
a map is differentiable if it can be approximated by a linear map to first order
around a given point. We shall see later that this imposes a certain kind of
structure on the set of points that make up the manifolds, a structure which
captures the idea that a manifold can in some sense be approximated to first
order by a linear space. “Manifolds are linear in infinitesimal regions” as classical
geometers would have said.

One should remember that the definition of “differentiable” requires that the
function in question be defined in a whole neighbourhood of the point in ques-
tion, so that one may take limits from any direction: the domain of the function
must be open. As a consequence, the axioms involve “openness” conditions,
which are not always in agreement with the conventions of analytic geometry.
(E.g. polar coordinates must be restricted by » > 0, 0 < 6 < 2m; —strict
inequalities!). T hope that this lengthy discussion will clarify the definition,
although I realize that it may do just the opposite.

As you can see, the definition of “manifold” is really very simple, much shorter
than the lengthy discussion around it; but I think you will be surprised at the
amount of structure hidden in the axioms. The first item is this.

1.2.6 Definition. A neighbourhood of a point p, in M is any subset of M
containing all p whose coordinate points z(p) in some coordinate system satisfy
lz(p) — 2(po)|| < € for some e > 0. A subset of M is open if it contains a
neighbourhood of each of its points, and closed if its complement is open.
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This definition makes a manifold into what is called a topological space: there
is a notion of “neighbourhood” or (equivalently) of “open set”. An open subset
U of M, together with the coordinate systems obtained by restriction to U, is
again an n—dimensional manifold.

1.2.7 Definition. A map F : M — N between manifolds is of class CF,
0 <k< o0, if F maps any sufficiently small neighbourhood of a point of M into
the domain of a coordinate system on N and the equation ¢ = F(p) defines a
C* map when p and ¢ are expressed in terms of coordinates:

Y’ :Fj(xl,... ), =1,

, M.

We can summarize the situation in a commutative diagram like this:

M 50N

(27) | L)
Rn _) R’m
(F7)
This definition is independent of the coordinates chosen (by axiom MAN 2) and
applies equally to a map F': M --- — N defined only on an open subset of N.
A smooth map F': M — N which is bijective and whose inverse is also smooth
is called a diffeomorphism of M onto N.

Think again about the question if the axioms capture the idea of a manifold
as discussed above. For example, an open subset of R" together with its single
Cartesian coordinate system is a manifold in the sense of the definition above,
and if we use another coordinate system on it, e.g. polar coordinates in the
plane, we would strictly speaking have another manifold. But this is not what
is intended. So we extend the notion of “coordinate system” as follows.

1.2.8 Definition. A general coordinate system on M is any diffeomorphism
from an open subset U of M onto an open subset of R™.

These general coordinate systems are admitted on the same basis as the coor-
dinate systems with which M comes equipped in virtue of the axioms and will
just be called “coordinate systems” as well. In fact we shall identify mani-
fold structures on a set M which give the same general coordinates, even if the
collections of coordinates used to define them via the axioms MAN 1-3 were
different. Equivalently, we can define a manifold to be a set M together with
all general coordinate systems corresponding to some collection of coordinates
satisfying MAN 1-3. These general coordinate systems form an atlas which is
mazimal, in the sense that it is not contained in any strictly bigger atlas. Thus
we may say that a manifold is a set together with a maximal atlas; but since
any atlas can always be uniquely extended to a maximal one, consisting of the
general coordinate systems, any atlas determines the manifold structure. That
there are always plenty of coordinate systems follows from the inverse function
theorem:

1.2.9 Theorem. Let = be a coordinate system in a meighbourhood of p, and
fiR" .. = R™ 3 = fi(x,--- | 2™), a smooth map defined in a neighbourhood
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of v, = z(p,) with det(0i'/0x7),, # 0. Then the equation Z(p) = f(z(p))
defines another coordinate system in a neighbourhood of p,.

In the future we shall use the expression “a coordinate system around p,” for
“a coordinate system defined in some neighbourhood of p,”.

A map F : M — N is a local diffeomorphism at a point p, € M if p, has
an open neighbourhood U so that F|U is a diffeomorphism of U onto an open
neighbourhood of F'(p,). The inverse function theorem says that this is the case
if and only if det(0F7/0x") # 0 at p,. The term local diffeomorphism by itself
means “local diffeomorphism at all points”.

1.2.10 Examples. Consider the map F which wraps the real line R' around
the unit circle S*. If we realize S! as the unit circle in the complex plane, S! =
{2z € C: |z| = 1}, then this map is given by F(z) = ¢*. In a neighbourhood
of any point z, = €' of S! we can write z € S! uniquely as z = ™ with x
sufficiently close to x,, namely |z — z,| < 2. We can make S! as a manifold
by introducing these locally defined maps z — x as coordinate systems. Thus
for each 2z, € S! fix an z, € R with z, = e and then define z = z(2) by
2z = € |z — z,| < 27, on the domain of 2’s of this form. (Of course one can
cover S! with already two of such coordinate domains.) In these coordinates
the map « — F(z) is simply given by the formula 2 — 2. But this does not
mean that F is one-to—one; obviously it is not. The point is that the formula
holds only locally, on the coordinate domains. The map F : R! — S is not a
diffeomorphism, only a local diffeomorphism.

<

Fig.4. The map R! — S!

1.2.11 Definition. If M and N are manifolds, the Cartesian product M x
N = {p,q) | p € M,q € N} becomes a manifold with the coordinate sys-
tems (xt,--- 2™yt - y™) where (z!,--- ,2™) is a coordinate system of M,

(y17"' ’ym) for N.

The definition extends in an obvious way for products of more than two man-
ifolds. For example, the product R! x --- x R! of n copies of R is R™; the
product S x --- x 8! of n copies of S! is denoted T™ and is called the n—torus.
For n = 2 it can be realized as the doughnut—shaped surface by this name. The
maps R! — S1 combine to give a local diffeomorphism of the product manifolds
F:R'x.. - xR — St x... xSt
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1.2.12 Example: Nelson’s car. A rich source of examples of manifolds are
configuration spaces from mechanics. Take the configuration space of a car, for
example. According to Nelson, (Tensor Analysis, 1967, p.33), “the configuration
space of a car is the four dimensional manifold M= R?x T? parametrized by
(z,9,0,9), where (x,y) are the Cartesian coordinates of the center of the front
axle, the angle 8 measures the direction in which the car is headed, and ¢ is the
angle made by the front wheels with the car. (More realistically, the configuration
space is the open subset —Omax < 0 < Omax.)” (Note the original design of the
steering mechanism.)

Fig.5. Nelson’s car

A curve in M is an M —valued function R--- — M, written p = p(t)), defined
on some interval. Exceptionally, the domain of a curve is not always required
to be open. The curve is of class C* if it extends to such a function also in a
neighbourhood of any endpoint of the interval that belongs to its domain. In
coordinates (z%) a curve p = p(t) is given by equations z° = 2%(¢). A manifold
is connected if any two of its point can be joined by a continuous curve.

1.2.13 Lemma and definition. Any n-dimensional manifold is the disjoint
union of n-dimensional connected subsets of M, called the connected compo-
nents of M.

Proof. Fix a point p € M. Let M, be the set of all points which can be joined
to p by a continuous curve. Then M), is an open subset of M (exercise). Two
such M,,’s are either disjoint or identical. Hence M is the disjoint union of the
distinct M,,’s. O

In general, a topological space is called connected if it cannot be decomposed
into a disjoint union of two non—empty open subsets. The lemma implies that
for manifolds this is the same as the notion of connectedness defined in terms
of curves, as above.
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1.2.14 Example. The sphere in R3 is connected. Two parallel lines in R?
constitute a manifold in a natural way, the disjoint union of two copies of R,
which are its connected components.

Generally, given any collection of manifolds of the same dimension n one can
make their disjoint union again into an n—dimensional manifold in an obvious
way. If the individual manifolds happen not to be disjoint as sets, one must
keep them disjoint, e.g. by imagining the point p in the i—th manifold to come
with a label telling to which set it belongs, like (p, ) for example. If the individ-
ual manifolds are connected, then they form the connected components of the
disjoint union so constructed. Every manifold is obtained from its connected
components by this process. The restriction that the individual manifolds have
the same dimension n is required only because the definition of “n—dimensional
manifold ” requires a definite dimension.

We conclude this section with some remarks on the definition of manifolds. First
of all, instead of C* functions one could take C* functions for any k > 1, or
real analytic functions (convergent Taylor series) without significant changes.
One could also take C° functions (continuous functions) or holomorphic func-
tion (complex analytic functions), but then there are significant changes in the
further development of the theory.

There are many other equivalent definitions of manifolds. For example, the
definition is often given in two steps, first one defines (or assumes known) the
notion of topological space, and then defines manifolds. One can then require
the charts to be homeomorphisms from the outset, which simplifies the state-
ment of the axioms slightly. But this advantage is more than offset by the
inconvenience of having to specify separately topology and charts, and verify
the homeomorphism property, whenever one wants to define a particular mani-
fold. It is also inappropriate logically, since the atlas automatically determines
the topology. Two more technical axioms are usually added to the definition of
manifold.

MAN 4 (Hausdorff Axiom). Any two points of M have disjoint neighbourhoods.
MAN 5 (Countability Axiom). M can be covered by countably many coordinate
balls.

The purpose of these axioms is to exclude some pathologies; all examples we
have seen or shall see satisfy these axioms (although it is easy to artificially
construct examples which do not). We shall not need them for most of what we
do, and if they are required we shall say so explicitly.

As a minor notational point, some insist on specifying explicitly the domains of
functions, e.g. write (U, ¢) for a coordinate system or f : U — N for a partially
defined map; but the domain is rarely needed and f : M --- — N is usually
more informative.

EXERCISES 1.2

1. (a) Specify domains for the coordinates on R? listed in example 1.2.3.
(b) Specify the domain of the coordinate transformation (x,y, z) — (p, 6, ¢) and
prove that this map is smooth.
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2. Is it possible to specify domains for the following coordinates on R? so that
the axioms MAN 1-3 are satisfied?

(a) The coordinates are cylindrical and spherical coordinates as defined in exam-
ple 1.2.3. You may use several domains with the same formula, e.g use several
restrictions on r and/or 6 to define several cylindrical coordinates (r, 6, z) with
different domains.

(b) The coordinates are spherical coordinates (p, 8, ¢) but with the origin trans-
lated to an arbitrary point (2, Yo, 2o). (The transformation equations between
(z,y,2) and (p, 0, ¢) are obtained from those of example 1.2.3 by replacing z, y, z
by & — Zo, Y — Yo, 2 — 20, Tespectively.) You may use several such coordinate sys-
tems with different (z,, Yo, 2o)-

3. Verify that the parallel projection coordinates on S% satisfy the axioms MAN
1-3. [See example 1.2.5. Use the notation (U, ¢), (U, $) the coordinate systems
in order not to get confused with the z—coordinate in R3. Specify the domains
U,U,UNU etc. as needed to verify the axioms.]

4. (a)Find a map F :T? — R?® which realizes the 2-torus T? = S* x S! as the
doughnut-shaped surface in 3-space R? referred to in example 1.2.11. Prove
that F is a smooth map. (b) Is T? is connected? (Prove your answer.) (c)What
is the minimum number of charts in an atlas for T2? (Prove your answer and
exhibit such an atlas. You may use the fact that T? is compact and that the
image of a compact set under a continuous map is again compact; see your
several-variables calculus text, e.g. Marsden—Tromba.)

5. Show that as (x%) and (/) run over a collections of coordinate systems for
M and N satisfying MAN 1-3, the (2%, 47) do the same for M x N.

6. (a) Imagine two sticks flexibly joined so that each can rotate freely about the
about the joint. (Like the nunchucks you know from the Japanese martial arts.)
The whole contraption can move about in space. (These ethereal sticks are not
bothered by hits: they can pass through each other, and anything else. Not
useful as a weapon.) Describe the configuration space of this mechanical system
as a direct product of some of the manifolds defined in the text. Describe the
subset of configurations in which the sticks are not in collision and show that it
is open in the configuration space.

(b) Same problem if the joint admits only rotations at right angles to the “grip
stick” to whose tip the “hit stick” is attached. (Wind—mill type joint; good for
lateral blows. Each stick now has a tip and a tail.)

[Translating all of this into something precise is part of the problem. Is the
configuration space a manifold at all, in a reasonable way? If so, is it connected
or what are its connected components? If you find something unclear, add
precision as you find necessary; just explain what you are doing. Use sketches.]
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7. Let M be a set with two manifold structures and let M’, M" denote the
corresponding manifolds.

(a) Show that M’ = M" as manifolds if and only if the identity map on M is
smooth as a map M’ — M" and as a map M” — M’. [Start by stating the
definition what it means that “M’ = M" as manifolds ”.]

(b) Suppose M’, M" have the same open sets and each open set U carries the
same collection of smooth functions f : U — R for M’ and for M". Is then
M’ = M" as manifold? (Proof or counterexample.)

8. Specify a collection {(Uy, ¢a)} of partially defined maps ¢, : Uy C R — R
as follows.

(a) U =R, ¢(t) =3, (b) Uy = R—{0}, ¢1(t) =13, U = (—1,1), ¢o(t) = 1/1—¢.
Determine if {(Uy, ¢o)} is an atlas (i.e. satisfies MAN 1 — 3). If so, determine
if the corresponding manifold structure on R is the same as the usual one.

9. (a) Let S be a subset of R™ for some n. Show that there is at most one
manifold structure on S so that a partially defined map R¥-.. — S (any k) is

smooth if and only if RF ... — SSR™ is smooth. [Suggestion. Write S/, S for
S equipped with two manifold structures. Show that the identity map S’ — S”
is smooth in both directions. ]

(b) Show that (a) holds for the usual manifold structure on S = R™ considered
as subset of R (m < n).

10. (a) Let P! be the set of all one-dimensional subspaces of R? (lines through
the origin). Write (x) = (x1,z2) for the line through x = (z1,22). Let Uy =
{{x1,22) : 1 # 0} and define ¢y : Uy — R, (z) — x2/x;. Define (Us, ¢2)
similarly by interchanging z; and z, and prove that {(Uy, ¢1), (Ua, ¢2)} is an
atlas for P! (i.e. MAN 1-3 are satisfied.) Explain why the map ¢; can be
viewed as taking the intersection with the line ;1 = 1. Sketch.

(b) Generalize part (a) for the set of one-dimensional subspaces P™ of R"*1.
[Suggestion. Proceed as in part (a): the line x; = 1 in R? is now replaced by the
n-plane in R"*! given by this equation. Consider the other coordinate n—planes
x; = 0 as well. Sketching will be difficult for n > 2. The manifold P™ is called
(real) projective n—space.]

11. Let P™ be the set of all one-dimensional subspaces of R"*! (lines through
the origin). Let F': S™ — R™ be the map which associates to each p € S™ the
line {p) = Rp.

(a) Show that P admits a unique manifold structure so that the map F is a
local diffeomorphism.

(b)Show that the manifold structure on P™ defined in problem 10 is the same
as the one defined in part (a).
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12. Generalize problem 10 to the set Gy, of k—dimensional subspaces of R".
[Suggestion. Consider the map ¢ which intersects a k—dimensional subspace
P €Gy, ,, with the coordinate (n—k)-plane with equation 1 =z = -+ = x5, =
1 and similar maps using other coordinate (n — k)-planes of this type. The
manifolds Gy, ,, are called (real) Grassmannian manifolds.) |

13. Let M be a manifold, p € M a point of M. Let M, be the set of all points
which can be joined to p by a continuous curve. Show that M, is an open subset
of M.

14. Define an n—dimensional linear manifold to be a set L together with a
maximal atlas of charts L — R", p — z(p) which are everywhere defined bijec-
tions and any two of which are related by an invertible linear transformation
& = alx’. Show that every vector space is in a natural way a linear manifold
and vice versa. [Thus a linear manifold is really the same thing as a vector
space. The point is that vector spaces could be defined in a way analogous to
manifolds.]

15. (a) Define a notion of affine manifold in analogy with (a) using affine
coordinate transformations as defined in 1.2.7. Is every vector space an affine
manifold in a natural way? How about the other way around?

(b) Define an affine space axiomatically as follows.

Definition. An n—dimensional affine space consists of set A of points together
with a set of vectors which form an n—dimensional vector space V.

ASP 1. Any two points p, ¢ in A determine a vector pg in V.

ASP 2. Given a point p € A and a vector v € V there is a unique point ¢ € A
so that v = pg.

ASP 3. For any three points a,b,c € A, ab + be = de.

Show that every affine manifold space is in a natural way an affine space and
vice versa. [Thus an affine manifold is really the same thing as an affine space.]

16. Give further examples of some types of “spaces” one can define in analogy
with smooth manifolds, like those in the previous two problems. In each case,
discuss if this type of space is or is not a manifold in a natural way. [Give at
least one example that is and one that isn’t. You do know very natural examples
of such “spaces”.]

1.3 Vectors and differentials

4

The notion of a “vector” on a manifold presents some conceptual difficulties.
We start with some preliminary remarks. We may paraphrase the definition
of “manifold” by saying that a manifold can locally be identified with R", but
this identification is determined only up to diffeomorphism. Put this way, it is
evident that anything which can be defined for R™ by a definition which is local
and preserved under diffeomorphism can also be defined for manifolds. The
definition of “smooth function” is a first instance of this principle, but there are
many others, as we shall see. One of them is a notion of “vector”, but there
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are already several notions of “vector” connected with R™, and we should first
make clear which one we want to generalize to manifolds: it is the notion of a
tangent vector to a differentiable curve at a given point.

Consider a differentiable curve p(t) on a manifold M. Fix momentarily a co-
ordinate system (z°) defined around the points p(t) for ¢ in some open interval
around some t = t,. For each t in this interval the coordinates x'(t) of p(t)
are differentiable functions of ¢ and we can consider the n—tuple of derivatives
(#%(t)). It depends not only on the curve p(t) but also on the coordinate system
(z%) and to bring this out we call the n—tuple (£!) = (i%(t,)) the coordinate
tangent vector of p(t) at p, (more accurately one should say “at ¢,”) relative to
the coordinate system (). If #7 = #7(p) is another coordinate system defined
around p(t,), then we can write Z(p) = f(x(p)) by the coordinate transforma-
tion as in MAN 2, p[24[and by the chain rule the two coordinate tangent vectors
(€%) and (&°) are related by

g=(2) ¢
ox*/ p,

From a logical point of view, this transformation law is the only thing that
matters and we shall just take it as an axiomatic definition of “vector at p,”.
But one might still wonder, what a vector “really” is: this is a bit similar to
the question what a number (say a real number or even a natural number)
“really” is. Ome can answer this question by giving a constructive definition,
which defines the concept in terms of others (ultimately in terms of concepts
defined axiomatically, in set theory, for example), but they are artificial in the
sense that these definitions are virtually never used directly. What matters are
certain basic properties, for vectors just as for numbers; the construction is of
value only in so far as it guarantees that the properties postulated are consistent,
which is not in question in the simple situation we are dealing with here. Thus
we ignore the metaphysics and simply give an axiomatic definition.

1.3.1 Definition. A tangent vector (or simply vector) v at p € M is a quantity
which relative to a coordinate system (z?) around p is represented by an n—
tuple (£1,---,€"). The n—tuples (£%) and (§~J) representing v relative to two
coordinate different systems (z°) and (#7) are related by the transformation law

o= ()¢ m

Explanation. To say that a vector is represented by an n—tuple relative to a
coordinate system means that a vector associates to a coordinate system an n—
tuple and two vectors are considered identical if they associate the same n—tuple
to any one coordinate system. If one still feels uneasy about the word “quantity”
(which just stands for “something”) and prefers that the objects one deals with
should be defined constructively in terms of other objects, then one can simply
take a vector at p, to be a rule (or “function”) which to (p,, (z*)) associates (£%)
subject to (1). This is certainly acceptable logically, but awkward conceptu-
ally. There are several other constructive definitions designed to produce more
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palatable substitutes, but the axiomatic definition by the transformation rule,
though the oldest, exhibits most clearly the general principle about manifolds
and R™ mentioned and is really quite intuitive because of its relation to tangent
vectors of curves. In any case, it is essential to remember that the n—tuple (£%)
depends not only on the vector v at p, but also on the coordinate system (x%).
Furthermore, by definition, a vector is “tied to a point”: vectors at different
points which happen to be represented by the same n—tuple in one coordinate
system will generally be represented by different n—tuples in another coordinate
system, because the partials in (1) depend on the point p,.

Any differentiable curve p(t) in M has a tangent vector p(t,) at any of its
points p, = p(t,): this is the vector represented by its coordinate tangent
vector (i%(t,)) relative to the coordinate system (z*). In fact, every vector v
at a point p, is the tangent vector p(t,) to some curve; for example, if v is
represented by (£%) relative to the coordinate system (z°) then we can take for
p(t) the curve defined by z'(t) = 2! +¢£* and t, = 0. There are of course many
curves with the same tangent vector v at a given point p,, since we only require
zi(t) = 2t + € + o(t).

Summary. Let p, € M. Any differentiable curve p(¢) through p, = p(t,)
determines a vector v = p(t,) at p, and every vector atp, is of this form.
Two such curves determine the same vector if and only if they have the same
coordinate tangent vector at p, in some (and hence in any) coordinate system
around p,.

One could evidently define the notion of a vector at p, in terms of differentiable
curves: a vector at p, can be taken as an equivalence class of differentiable
curves through p,, two curves being considered “equivalent” if they have the
same coordinate tangent vector at p, in any coordinate system.

Vectors at the same point p may be added and scalar multiplied by adding and
scalar multiplying their coordinate vectors relative to coordinate systems. In
this way the vectors at p € M form a vector space, called the tangent space of M
at p, denoted T, M. The fact that the set of all tangent vectors of differentiable
curves through p, forms a vector space gives a precise meaning to the idea that
manifolds are linear in “infinitesimal regions”.

Relative to a coordinate system (z) around p € M, vectors v at p are repre-
sented by their coordinate vectors (¢!). The vector with ¢&¥ = 1 and all other
components = 0 relative to the coordinate system (z?) is denoted (9/9z%),
and will be called the k-th coordinate basis vector at p. It is the tangent
vector dp(x)/0x* of the k-th coordinate line through p, i.e. of the curve
p(zt, 22,---  2") parametrized by z¥ = t, the remaining coordinates being
given their value at p. The (9/9z%), form a basis for T,M since every vec-
tor v at p can be uniquely written as a linear combination of the (9/9x%),:v =
€¥(8/02%),.The components £¥ of a vector at p with respect to this basis are
just the &* representing v relative to the coordinate system (2*) according to
the definition of “vector at p” and are sometimes called the components of v
relative to the coordinate system (z%). It is important to remember that 9/0x*
(for example) depends on all of the coordinates (z',---,z"), not just on the
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coordinate function x!.

1.3.2 Example: vectors on R?. Let M = R? with Cartesian coordinates x, .
We can use this coordinate system to represent any vector v € TpR2 at any
point p € R? by its pair of components (a,b) with respect to this coordinate
system: v = a% + ba%' The distinguished Cartesian coordinate system (z,y)
on R? therefore allows us to identify all tangent spaces T,R? again with R?,
which explains the somewhat confusing interpretation of pairs of numbers as
points or as vectors which one encounters in analytic geometry.
Now consider polar coordinates r, 0, defined by x = rcosf, y = rsinf. The
coordinate basis vectors 9/dr, 9/00 are Op/dr, Op/00 where we think of p =
p(r,0) as a function of r, 6 and use the partial to denote the tangent vectors to
the coordinate lines r — p(r,0) and 6 — p(r,0). We find

0 or 0 Oy 0 0 )

o = 9 o + oy COSG% +sm€a—y,

0 O0x 0 0yo - 0 0 0

26 90 0x + %a—y = —rsin 9r + rcos a—y

The components of the vectors on the right may be expressed in terms of x,y
as well, e.g. using r = /22 +y? and 6 = arctan(y/z), on the domain where
these formulas are valid.

Fig. 1. Coordinate vectors in polar coordinates.

1.3.3 Example: tangent vectors to a vector space as manifold. In R”
can one identify vectors at different points, namely those vectors that have the
same components in the Cartesian coordinate system. Such vectors will also
have the same components in any affine coordinate system (exercise). Thus
we can identify T,R" = R" for any p € R"™. More generally, let V' be any
n—dimensional real vector space. Choose a basis ey, - - , e, for V and introduce
linear coordinates (z°) in V by using the components z° of p € V as coordinates:

p=zater +-- -+ a",.

With any tangent vector v € T,V to V as manifold, represented by an n-tuple
(&) relative to the coordinate system (z*) according to definition 1.3.1, associate
an element ¢ € V' by the formula

==&+ 4 & en. (2)
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Thus we have a map 7,V — V, v — ¥, defined in terms of the linear coordinates
(2%). This map is in fact independent of these coordinates (exercise). So for any
n—dimensional real vector space V', considered as a manifold, we may identify
T,V =V forany pec V.

1.3.4 Example: tangent vectors to a sphere. Consider 2-sphere S? as a
manifold, as in §2. Let p = p(t) be a curve on S2. It may also be considered
as a curve in R® which happens to lie on S2?. Thus the tangent vector p(t,)
at p, = p(t,) can be considered as an element in 7}, S? as well as of T}, R3.
This means that we can think of 7}, S? as a subspace of T}, R® ~ R3. If we use
geographical coordinates (6, ) on S?, so that the inclusion S? — R?, is given

(0,0) = (z,y, 2),
(0,0) — (x,y,2) = (cosOsin ¢, sinfsin ¢, cos @) (3)

then the inclusion map 7,5% — T,R? at a general point p = p(0,¢) € S?, is
found by differentiation along the 8¢—coordinate lines (exercise)

2Ha—x£+@g+%£*fsintﬁ)sincbngcosHsin(;b2
00 000x 000y 000z oz oy
0 Oxr 0 0y o0 0z 0 0 0 0

— = —7—+ >+ - =cosl Y L sing J . J
9 — 96 9z + 36 Dy + 96 02 cosf cos ¢ g + sin @ cos ¢ By sin ¢ 5
(4)

In this way 7,52 is identified with the subspace of T,R3 ~ R3 given by
T,8* ~{veT,R* =R’ :v-p=0}. (5)

(exercise).

1.3.5 Definition. A wvector field X on M associates to each point p in M a
vector X (p) € T, M. We also admit vector fields defined only on open subsets
of M.

Examples are the basis vector fields 0/9x* of a coordinate system: by definition,
0/0x* has components v’ = §% relative to the coordinate system (z%). On the
coordinate domain, every vector field can be written as
0

X =XF— 6
for certain scalar functions X*. X is said to be of class CF if the X* have
this property. This notation for vector fields is especially appropriate, because
X gives an operator on smooth functions f : M — R, denoted f — X f and
defined by X f := df(X). In coordinates (x%) this says X f = X*(9f/0x"), i.e.
the operator f — X f in (6) is interpreted as differential operator.

A note on notation. The mysterious symbol dz, favoured by classical ge-
ometers like Cartan and Weyl, can find its place here: § stands for a vector
field X, z for a coordinates system (z¥), and dz quite literally and correctly for
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the coordinate vector field (62%) = (X*) representing § = X in the coordinate
system. If several vector fields are needed one can introduce several deltas like
0x,0’x,---. The notation dx instead of dx or ¢’z can also be found in the liter-
ature, but requires an exceptionally cool head to keep from causing havoc. The
delta notation is convenient because it introduces both a vector field and (if nec-
essary) a coordinate system without ado and correctly suggests manipulations
like (fg) = (6f)g+ f(dg); it is commonly used in physics and in the Calculus of
Variations, where the vector fields typically enter as “infinitesimal variations”
of some quantity or other. One should be wary, however, of attempts to inter-
pret dz as a single vector at a point x rather than a vector field relative to a
coordinate system; this will not do in constructs like §’dz, which are perfectly
meaningful and frequently called for in situations where the delta notation is
wielded according to traditionf]

We now consider a differentiable map f : M — N between two manifolds. It
should be clear how to defined the differential of f in accordance with the prin-
ciple that any notion for R™ which is local and preserved under diffeomorphism
will make sense on a manifold. To spell this out in detail, we need a lemma.
Relative to a coordinate system (z',---,2™) on M and (y',---,y™) on N, we
may write f(p) as v/ = f/(z!,--- ,2™) and consider the partials 9y’ /Ox".

1.3.6 Lemma. Let f: M — N be a differentiable map between manifolds, p, a

point in M.
In coordinates (z*) around p, and (y?) around f(p,) consider ¢ = f(p) as a map

vyl = fi(xt,---2™) from R™ to R™ with differential given by 0/ = (8yj) &,
Po

Ox?
The map from vectors at p, with components (&%) relative to (x*) to vectors at
f(po) with components (n?) relative to (y’) defined by this equation is indepen-
dent of these coordinate systems.

Proof. Fix a point pon M and a vector v at p. Suppose we take two pairs of
coordinate systems (z'), (y7) and (2*), (§’) to construct the quantities (n') and
(7%) from the components (£*)and (£%) of v at p with respect to (z°) and (Z°):
. Oyd 4 — ol =i

W= gad 7= g5E .
We have to show that these (n*) and (77*) are the components of the same vector
w at f(p) with respect to (y7) and (37) i.e. that

~i ? 997 4

= 3gk y'.
the partials being taken at f(p). But this is just the Chain Rule:

i = 822 g [definition of 77

T (o na vectr
_ %g’c [Chain Rule]

_ ggf 37312576 [Chain Rule]

= %5y [definition of ']

]
2E.g. Cartan “Legons” (1925-1926) §159, Weyl “Raum-Zeit-Materie” (1922 edition) §16
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The lemma allows us to define the differential of a map f : M — N as the
linear map df, : T, — T,y N which corresponds to the differential of the map
y/ = fi(z) representing f with respect to coordinate systems.

1.3.7 Definition. With the notation of the previous lemma, the vector at f(p)

Ay’

with components 1/ = ( axi)pﬁi is denoted df,(v). The linear transformation

dfp : TyM — Ty N, v — dfp(v), is called the differential of f at p.

This definition applies as well to functions defined only in a neighbourhood
of the point p. As a special case, consider the differential of df,, of a scalar
valued functions f : M — R. In that case df, : M — T},)R = R is a linear
functional on T,M. According to the definition, it is given by the formula
dfp(v) = (0f/02"),¢" in coordinates (x*) around p. Thus df, looks like a gradient
in these coordinates, but the n—tuple (9f/dx"), does not represent a vector at
p : df does not belong to T, M but to the dual space Ty M of linear functionals
on T, M.
The differentials dx’; of the coordinate functions p — x%(p) of a coordinate
system M --- — R™ p — (z%(p)) are of particular importance. It follows from
the definition of df, that (dz*), has k-th component = 1, all others = 0. This
implies that

dz*(v) = €, (7)

the k-th component of v. We can therefore think of the dz* as the components
of a general vector v at a general point p, just we can think of the z* as the
coordinates of a general point p: the dz* pick out the components of a vector
just like the ' pick out the coordinates of point.

1.3.8 Example: coordinate differentials for polar coordinates. We have
x =rcosf, y=rsinb,

dx = %dr + %d@ = cos @dr — rsin 0d#,

dy = %dr + %d& = sin Odr + r cos 0d#.
In terms of the coordinate differentials the differential df of a scalar—valued
function f can be expressed as

af = ek, (8)

the subscripts “p” have been omitted to simplify the notation. In general, a map
f : M — N between manifolds, written in coordinates as y/ = f7(zt, -+, 2")
has its differential df,, : T,M — Ty, N given by the formula dy’ = (9 f7 /0x")dx",
as is evident if we think of dz* as the components " = dz*(v) of a general vector
at p, and think of dy’ similarly. The transformation property of vectors is built
into this notation.

The differential has the following geometric interpretation in terms of tangent
vectors of curves.

1.3.9 Lemma. Let f: M---— N be a C* map between manifolds, p = p(t) a
C*' curve in M. Then df maps the tangent vector of p(t) to the tangent vector



44 CHAPTER 1. MANIFOLDS

of fp(t)):

df (p(®)) _ dp(t)
- df”(“( dt )

Proof. Write p = p(t) in coordinates as 2' = x%(t) and ¢ = f(p(t)) as y* = y(¢).
Then

dy’ _ 9y’ da’ df (p(t)) _ (dp(t)>
it~ ow @t a7y

as required. O

Note that the lemma gives a way of calculating differentials:

By (0) = £,

for any differentiable curve p(t) with p(t,) = po and p(t,) = v.

1.3.10 Example. Let f : S? — R3, (0,¢) — (z,y,2) be the inclusion map,
given by
x =cosfsing, y=sinfsing, z = cos¢o (9)

Then df, : T,5% — T,R3 ~ R3 is given by (4). If you think of df, d¢ as the ¢
components of a general vector in 7,5 2 and of dx, dy, dz as the zyz—components
of a general vector in T,R? (see (7)), then this map df, : T,5% — T,R3, is given
by differentiation of (9), i.e.

dx = %d@ + g—;dd) = —sin 6 sin ¢df + cos 0 cos ¢pd ¢,

dy = 54d + §4dp = cos 0sin ¢d6 + sin 6 cos ¢do,

dz = %df + g—quﬁ = —sin ¢dg.
The Inverse Function Theorem, its statement being local and invariant under
diffeomorphisms, generalizes immediately from R™ to manifolds:

1.3.11 Inverse Function Theorem. Let f : M — N be a smooth map of
manifolds. Suppose p, is a point of M at which the differential df,, : T, M —
Ty p, N is bijective. Then f is a diffeomorphism of a neighbourhood of p, onto
a neighbourhood of f(p,).

Remarks. (a) To say that the linear df,, is bijective means that rank(df,, ) =
dim M = dim N

(b) The theorem implies that one can find coordinate systems around p, and
f(po) so that on the coordinate domain f : M — N becomes the identity map
R™ — R™.

The Inverse Function Theorem has two important corollaries which we list them-
selves as theorems.

1.3.12 Immersion Theorem. Let f: M — N be a smooth map of manifolds,
n = dim M, m = dim N. Suppose p, is a point of M at which the differential
dfp, : Tp,M — Ty )N is injective.  Let (x*,---,2™) be a coordinate system
around p,. There is a coordinate system (y*,---,y™) around f(p,) so that
p — q:= f(p) becomes

(le’... )_fL‘n)_> (y17... 7yn’... 7y”n) = (a’;l’... ’xn707... 7O)
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Remarks. (a) To say that the linear map df,, is injective (i.e. one-to—one)
means that rank(df,, ) = dim M < dim N. We then call f an immersion at p,.
(b) The theorem says that one can find coordinate systems around p, and f(p,)
so that on the coordinate domain f : M — N becomes the inclusion map
R™ - R™ (n < m).

Proof. Using coordinates, it suffices to consider a (partially defined) map f :
R™... — R™ (n < m). Suppose we can a find local diffeomorphism ¢ : R™--- —

R™ so that f = ¢ oi where 7 : R™ — R™ is the inclusion.
i

R — R™
id | Le
R* — R™

f
Then the equation f(z) = ¢(i(z)), says that f “becomes” i if we use ¢ as
coordinates on R and the identity on R™.
Now assume rank(df,,) = n < m. Write ¢ = f(p) as y/ = fi(al, - ,2"),j <
m. At p,, the m x n matrix [0f7/02%],7 < m, i < n, has n linearly independent
rows (indexed by some j’s). Relabeling the coordinates (/) we may assume
that the n x n matrix [0f7/0z¢], i,7 < n, has rank n, hence is invertible. Define

® by

Y= (fla"' afn7 fn+1+xn+17"' 7fm+xm)’
Since i(zt, - ,2") = (a!,--- 2™, 0,--- ,0) we evidently have f = ¢ oi. The
determinant of the matrix (9’ /dx") has the form

afi/azt 0
*

det [ 1

] = det[0f7/0z"], i,j <n
hence is nonzero at i(p,). By the Inverse Function Theorem ¢ is a local diffeo-
morphism at p,, as required. O

Example. a)Take for f : M — N the inclusion map i : 2 — R3. If we use
coordinates (6,¢) on S? = {r = 1} and (x,y,2) on R? then i is given by the
familiar formulas

i:(0,0) — (x,y,2) = (cosfsin ¢, sin 0 sin ¢, cos @).

A coordinate system (y!,y?,4?) on R? as in the theorem is given by the slightly
modified spherical coordinates (0, ¢,p — 1) on R?, for example: in these coor-
dinates the inclusion i: S? — R3 becomes the standard inclusion map (6, ¢) —
(6,0,p—1) = (0,¢,0) on the coordinate domains. (That the same labels 6 and
¢ stand for coordinate functions both on S? and R? should cause no confusion.)
b)Take for f: M — N a curve R--- — M,t — p(t). This is an immersion at
t =1, if p(t,) # 0. The immersion theorem asserts that near such a point p(t,)
there are coordinates (x%) so that the curve p(t) becomes a coordinate line, say
et =t 22=0,---,2" =0.
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1.3.13 Submersion Theorem. Let f : M — N be a smooth map of manifolds,
n = dim M, m = dim N. Suppose p, is a point of M at which the differential
dfp, : Ty,M — Ty, )N is surjective. Let (y',---,y™) be a coordinate system

around f(p,). There is a coordinate system (z!,--- ,2") around p, so that
p—aq:= f(p)
becomes
(xla"' 7xm7"' )xn) - (y17"' aym) = (l'l)"' axm)

Remarks. (a) To say that the linear map df,, is surjective (i.e. onto) means
that
rank(df,, ) = dim N < dim M.

We then call f a submersion at p,.

(b) The theorem says that one can find coordinates systems around p, and
f(po) so that on the coordinate domain f : M — N becomes the projection
map R — R™ (n > m).

Proof. Using coordinates, it suffices to consider a partially defined map f :
R™--- — R™ (n > m). Suppose we can find a local diffeomorphism ¢ : R - - - —
R™ so that po ¢ = f where p: R"™ — R" is the projection.

RTL i) Rm
el lid
R* — R™

p
Then we can use @ as a coordinate system and the equation f(x) = p(¢(x)),
says that f “becomes” i if we use ¢ as coordinates on R™ and the identity on
R™.
Now assume rank(df,,) = m < n. Write ¢ = f(p) as y/ = fi(at,---  2™).
At po, the m x n matrix [0f7/02%],j < m, i < n, has m linearly independent
columns (indexed by some i’s). Relabeling the coordinates (x%) we may assume
that the m x m matrix [0f7/0z¢], i,7 < m, has rank m, hence is invertible.
Define ¢ by

@(‘rlf" 7l‘n) = (f(l‘17 7xn)7 xTn—i_la"' 7‘rn)'

Since p(xt, .-+ ,a™, .-+ 2") = (2}, -+ ,2™), we have f = pop. The determinant

)

of the matrix (9’ /0x") has the form

det {af e ﬂ = det[0f7 /0], ij < n

hence is nonzero at p,. By the Inverse Function Theorem ¢ is a local diffeomor-
phism at p,, as required. O

Example. a)Take for f : M — N the radial projection map 7: R3 — {0} — S2,
p — p/||p||. If we use the spherical coordinates (6, ¢, p) on R® — {0} and (6, ¢)
on S? then 7 becomes the standard projection map (6,¢,p) — (6,¢) on the
coordinate domains .
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b)Take for f : M — N a scalar function f : M — R. This is a submersion at
Do if dfp, # 0. The submersion theorem asserts that near such a point there are
coordinates (z°) so that f becomes a coordinate function, say f(p) = z!(p).

Remark. The immersion theorem says that an immersion f : M — N locally
becomes a linear map R" — R™, just like its tangent map df,, : T, , M —
Ttp,, N- The submersion theorem can be interpreted similarly. These a special
cases of a more general theorem (Rank Theorem), which says that f: M — N
becomes a linear map R™ — R™, hence also like its tangent map df,, : T,, M —
Ttp,, N, provided df, has constant rank for all p in a neighbourhood of p,.
This is automatic for immersions and submersions (exercise). A proof of this
theorem can be found in Spivak, p.52, for example.

There remain a few things to be taken care of in connection with vectors and
differentials.

1.3.14 Covectors and 1-forms. We already remarked that the differential
df,, of a scalar function f : M — R is a linear functional on 7, M. The space of
all linear functionals on T,,M is called the cotangent space at p, denoted T; M.
The coordinate differentials dz* at p satisfy da*(9/dx’) = &%, which means that
the dz* form the dual basis to the 9/0x’. Any element w € Ty M is therefore
of the form w = n;dx"; its components 7); satisfy the transformation rule

w=(25) n (10)

which is not the same as for vectors, since the upper indices are being summed
over. (Memory aid: the tilde on the right goes downstairs like the index j on the
left.) Elements of T, » M are also called covectors at p, and this transformation
rule could be used to define “covector” in a way analogous to the definition
of vector. Any covector at p can be realized as the differential of some smooth
defined near p, just like any vector can be realized as the tangent vector to some
smooth curve through p. In spite of the similarity of their transformation laws,
one should carefully distinguish between vectors and covectors.

A differential 1-form (or covector field) ¢ on an open subset of M associates
to each point p in its domain a covector ¢,. Examples are the coordinate
differentials dz®: by definition, dx* has components 1; = ¥ relative to the
coordinate system (x?). On the coordinate domain, every differential 1-form ¢
can be written as

¢ = prda"

for certain scalar functions ¢y. ¢ is said to be of class C* if the ¢, have this
property.

1.3.15 Definition. Tangent bundle and cotangent bundle. The set of all
vectors on M is denoted T'M and called the tangent bundle of M; we make it into
a manifold by using as coordinates (x%,¢%) of a vector v at p the coordinates
2% (p) of p together with the components dz®(v) = £ of v. (Thus &' = da’
as function on TM, but the notation dz’ as coordinate on TM gets to be
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confusing in combinations such as 9/0¢%.) As (z%) runs over a collection of
coordinate systems of M satisfying MAN 1-3, the (z¢, &%) do the same for TM.
The tangent bundle comes equipped with a projection map 7 : TM — M which
sends a vector v € T, M to the point 7(v) = p to which it is attached.

1.3.16 Example. From (1.3.3) and (1.3.4), p [41| we get the identifications

a) TR = {(p,v) : p,v € R"} =R" x R"

b) TS? = {(p,v) € R* x R3 : p-v =0 (dot product)}

The set of all covectors on M is denoted T*M and called the cotangent bundle
of M; we make it into a manifold by using as coordinates (¢, &;) of a covector
w at p the coordinates (z°) of p together with the components (&;) of w. (If one
identifies v € T, M with the function ¢ — ¢(v) on T;yM, then & = 9/0z" as
a function on cotangent vectors.) As (z%) runs over a collection of coordinate
systems of M satisfying MAN 1-3, pthe (x%,€&;) do the same for T* M. There
is again a projection map 7 : T*M — M which sends a covector w € T7M to
the point 7(w) = p to which it is attached.

EXERCISES 1.3

1. Show that addition and scalar multiplication of vectors at a point p on a
manifold, as defined in the text, does indeed produce vectors.

2. Prove the two assertions left as exercises in 1.3.3.
3. Prove the two assertions left as exercises in 1.3.4.

4. (a) Prove the transformation rule for the components of a covector w € Ty M:

w=(22) n. )

(b) Prove that covectors can be defined be defined in analogy with vectors in
the following way. Let w be a quantity which relative to a coordinate system
(%) around p is represented by an n-tuple (n?) subject to the transformation
rule (*). Then the scalar 1;£¢ depending on the components of w and of a vector
v at p is independent of the coordinate system and defines a linear functional
on T,M (i.e. a covector at p).

(c)Show that any covector at p can be realized as the differential df, of some
smooth function f defined in a neighbourhood of p.

5. Justify the following rules from the definitions and the usual rules of differ-
entiation.

ok . 0 ozt 0
~k g _——
(2) di” = oz’ du (b) ozt 0z Ozt

6. Let (p, 0, ¢) be spherical coordinates on R?. Calculate the coordinate vector

fields 9/0p, 0/00, 0/0¢ in terms of 9/0x, /0y, 0/0z, and the coordinate
differentials dp, df, d¢ in terms of dx, dy, dz. (You can leave their coefficients in
terms of p, 8, ¢). Sketch some coordinate lines and the coordinate vector fields at
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some point. (Start by drawing a sphere p =constant and some 6, ¢g—coordinate
lines on it.)

7. Define coordinates (u,v) on R? by the formulas
x = coshucosv, y = sinhusinv.

a) Determine all points (z,y) in a neighbourhood of which (u,v) may be used
as coordinates.

b) Sketch the coordinate lines v = 0, 1, 3/2, 2 and v = 0,7/6,7/4,7/3,7/2,
27/3, 3w /4, 5m /6.

c¢) Find the coordinate vector fields 9/0u, 0/0v in terms of 9/0x, 0/0y.

8. Define coordinates (u,v) on R? by the formulas

1
x = §(U2 —v?),

Yy = uv.
a) Determine all points (z,y) in a neighbourhood of which (u,v) may be used
as coordinates.

b) Sketch the coordinate lines u,v =0, 1/2, 1, 3/2, 2.

c¢) Find the coordinate vector fields 9/0u, 0/0v in terms of 9/0x, 0/0y.

9. Let (u,0,) hyperbolic coordinates be on R3, defined by
x =wucosf sinh, y=wusinfsinhy, z = ucosh.

a) Sketch some surfaces u =constant (just enough to show the general shape of
these surfaces).

b) Determine all points (x,y, z) in a neighbourhood of which (u, 6,) may be
used as coordinates.

¢) Find the coordinate vector fields 9/0u, 9/00, /0 in terms of 9/dz, 9/0y, d/0z.

10. Show that as (z%) runs over a collection of coordinate systems for M satis-
fying MAN 1-3, the (z¢, &%) defined in the text do the same for TM.

11. Show that as (z°) runs over a collection of coordinate systems for M satis-
fying MAN 1-3, the (2*,¢;) defined in the text do the same for T* M.

12. a) Prove that T'(M x M) is diffeomorphic to (T M) x (T' M) for every manifold
M.

b) Is T(TM) diffeomorphic to TM x TM for every manifold M? (Explain.
Give some examples. Prove your answer if you can. Use the notation M ~ N
to abbreviate “M is diffeomorphic with N”.)

13. Let M be a manifold andlet W =T*M. Let 7 : W — M and p: TW — W
be the projection maps. For any z € TW define 6(z) € R by

0(2) = p(2)(dmp(z) (2))-

(0 is called the canonical 1-form on the cotangent bundle T*M.)
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a) Explain why this makes sense and defines a 1-form 6 on W.

b) Let (2°%) be a coordinate system on M, (2%, ;) the corresponding coordinates
on W, as in 3.17. Show that § = &;dx’. [Suggestion. Show first that dr(z) =
dz®(2)0/0x".]

14. Let M be a manifold, p € M a point. For any v € T,M define a linear
functional f — D, (f) on smooth functions f : M --- — R defined near p by the
rule D, (f) = dfy(v). Then D = D, evidently satisfies

D(fg) = D(f)g(p) + f(p)D(g)- (*)

Show that, conversely, any linear functional f — D(f) on smooth functions
f: M-+ — R defined near p which satisfies (*) is of the form D = D, for a
unique vector v € T, M.

[Remark. Such linear functionals D are called point derivations at p. Hence
there is a one—to—one correspondence between vectors at p and point—derivations

at p. |

15. Let M be a manifold, p € M a point. Consider the set C), of all smooth
curves p(t) through p in M, with p(0) = p. Call two such curves p;(t) and
pa(t) tangential at p if they have the same coordinate tangent vector at ¢t = 0
relative to some coordinate system. Prove in detail that there is a one—to—one
correspondence between equivalence classes for the relation “being tangential
at p” and tangent vectors at p. (Show first that being tangential at p is an
equivalence relation on C).)

16. Suppose f : M — N is and f a immersion at p, € M. Prove that f
is an immersion at all points p in a neighbourhood of p,. Prove the same
result for submersions. [Suggestion. Consider rank(df). Review the proof of
the immersion (submersion) theorem.]

17. Let M be a manifold, T'M its tangent bundle, and 7 : TM — M the natural
projection map. Let (x%) be a coordinate system on M, (x%, £*) the corresponding
coordinate system on TM (defined by ¢ = da? as function on T'M). Prove that
the differential of 7 is given by

dr(z) = dz'(z) (6?1) (*)

Determine if 7 is an immersion, a submersion, a diffeomorphism, or none of
these. [The formula (*) needs explanation: specify how it is to be interpreted.
What exactly is the symbol dz* on the right?]

18. Consider the following quotation from Elie Cartan’s Legons of 1925-1926

(p33). “To each point p with coordinates (zt,--- ,x™) one can attach a system
of Cartesian coordinates with the point p as origin for which the basis vectors
e, - ,en are chosen in such a way the coordinates of the infinitesimally close

point p'(z! +dxt, - 2™ +da™) are exactly (dzl,--- ,dz™). For this it suffices
that the vector e; be tangent to the ith coordinate curve (obtained by varying
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only the coordinate x*) and which, to be precise, represents the velocity of a point
traversing this curve when on considers the variable coordinate x* as time.”
(a)What is our notation for e;?

(b)Find page and line in this section which corresponds to the sentence “For
this it suffices---".

(c)Is it strictly true that da!,- .-, da™ are Cartesian coordinates? Explain.
(d)What must be meant by the “the infinitesimally close point p’(z!+dxt,--- 2"+
dz™)” for the sentence to be correct?

(e)Be picky and explain why the sentence “To each point p with coordinates
(x',---,2™) one can attach ---” might be misleading to less astute readers.
Rephrase it correctly with minimal amount of change.

(f )Rewrite the whole quotation in our language, again with minimal amount of
change.

1.4 Submanifolds

1.4.1 Definition.Let M be an n—dimensional manifold, S a subset of M. A
point p € S is called a regular point of S if p has an open neighbourhood U
in M that lies in the domain of some coordinate system z!,--- , 2" on M with
the property that the points of S in U are precisely those points in U whose
coordinates satisfy ™%t = 0,--- ,2" = 0 for some m. This m is called the
dimension of S at p. Otherwise p is called a singular point of S. S is called
an m—dimensional (regular) submanifold of M if every point of S is regular of
the same dimension m.

Remarks. a) We shall summarize the definition of “p is regular point of S”
by saying that S is given by the equations ™! = ... | 2™ = 0 locally around
p. The number m is independent of the choice of the (x%): if S is also given by
Il = ... = " = 0, then maps (z!, -+ ,2™) « (2!,.-- ;™) which relate the
coordinates of the points of S in U (U are inverses of each other and smooth.
Hence their Jacobian matrices are inverses of each other, in particular m = m.
b) We admit the possibility that m = n or m = 0. An n-dimensional submani-
fold S must be open in M i.e. every point of S has neighbourhood in M which is
contained in S. At the other extreme, a 0-dimensional submanifold is discrete,
i.e. every point in S has a neighbourhood in M which contains only this one
point of S.

By definition, a coordinate system on a submanifold S consists of the restrictions
th=allg, -+, t™ = 2™|g to S of the first m coordinates of a coordinate system
xl .- 2™ on M of the type mentioned above (for some p in S); as their domain
we take S U. We have to verify that coordinate systems satisfy MAN1-3.
MAN 1. ¢(SU) consists of the (z') in the open subset x(U)[(R™ of R™.
(Here we identify R™ = {z € R™: ™! =... = 2" =0}.)

MAN 2. Then map (z!,---,2™) — (2,--- ;™) which relates the first m coor-
dinates of the points of S in U (U is smooth with open domain (U (\U) (R™.
MAN 3. Every p € S lies in some domain U (.S, by definition.
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Let S be a submanifold of M, and i : S — M the inclusion map. The differential
di, : T,S — T, M maps the tangent vector of a curve p(t) in S into the tangent
vector of the same curve p(t) = i(p(t)), considered as curve in M. We shall use
the following lemma to identify 7,5 with a subspace of T,,M.

1.4.2 Lemma. Let S be a submanifold of M. Suppose S is given by the
equations

locally around p. The differential of the inclusion SSM at p € S is a bijection
of T,S with the subspace of T,M given by the linear equations

(dz™*1), =0,---,(dz™), = 0.

This subspace consists of tangent vectors at p of differentiable curves in M that
lie in S.

Proof. In the coordinates (z',---,2") on M and (t!,--- ;t™|s) on S the in-
clusion map S — M is given by

In the corresponding linear coordinates (dz?, -+ ,dz™) on T, M and (dt',--- ,dt™)
on 7,5 its differential is given by

del =dtt, - | dz™ = dt™, dz™ Tt =0, ,dz" = 0.

This implies the assertion. .
This lemma may be generalized:

1.4.3 Theorem. Let M be a manifold, f*,--- , f* smooth functions on M. Let
S be the set of points p € M satisfying f1(p) = 0,---, f¥(p) = 0. Suppose the
differentials df',--- ,df* are linearly independent at every point of S.

(a)S is a submanifold of M of dimension m = n — k and its tangent space at
p € S is the subspace of vectors ve T, M satisfying the linear equations

(df)p(v) = 0, (df*)p(v) = 0.

(b)If fE+1 ... f" are any m = n — k additional smooth functions on M so
that all n differentials df',--- ,df™ are linearly independent at p, then their
restrictions to S, denoted

tl = fk_‘—l‘Sy"' ,tm — fk+m|5a

form a coordinate system around p on S.

Proof 1. Let f = (f',---, f*). Since rank(df,) = k, the Submersion Theo-
rem implies there are coordinates (z!,--- ,2™) on M so that f locally becomes
flzt - an) = (amFL ... 2™+F) where m + k = n. So f has component
functions f' = g™t ... fmtk = gm+k Thus we are back in the situation
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of the lemma, proving part (a). For part (b) we only have to note that the
n-tuple F = (f',---, f") can be used as a coordinate system on M around p
(Inverse Function Theorem), which is just of the kind required by the definition
of “submanifold”.

Proof 2. Supplement the k functions f1,--- , f*, whose differentials are linearly
independent at p, by m = n — k additional functions f**!,... , f*, defined and
smooth near p, so that all ndifferentials df',--- ,df™ are linearly independent
at p. (This is possible, because df!,--- ,df™ are linearly independent at p, by
hypothesis.) By the Inverse Function Theorem, the equation (zl,--- a") =
(fX(p), -+, f™(n)) defines a coordinate system x',---  x™ around p, = f(z,)
on M so that S is locally given by the equations ™! = ... = 2™ = 0, and the
theorem follows from the lemma. O
F
SN S

Remarks. (1)The second proof is really the same as the first, with the proof of
the Submersion Theorem relegated to a parenthetical comment; it brings out
the nature that theorem.

(2)The theorem is local; even when the differentials of the f7 are linearly depen-
dent at some points of S, the subset of S where they are linearly independent
is still a submanifold.

1.4.4 Examples. (a)The sphere S = {p € R® | 2% + y*> + 22 = 1}. Let
f=a*+y*+2?—1. Then df = 2(xzdz+ydy+zdz) and df, =0iff r =y=2=0
ie. p=1(0,0,0). In particular, df is everywhere non—zero on S, hence S is a
submanifold, and its tangent space at a general point p = (z,y, z) is given by
xdz 4+ ydy + zdz = 0. This means that, as a subspace of R3, the tangent space
at the point p = (z,y,2) on S consists of all vectors v = (a,b,c) satisfying
za + yb + zc = 0, as one would expect.
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Fig 2. v € T,9

In spherical coordinates p,#,$ on R? the sphere S? is given by p = 1 on the
coordinate domain, as required by the definition of “submanifold”. According
to the definition, # and ¢ provide coordinates on S? (where defined). If one
identifies the tangent spaces to S? with subspaces of R3 then the coordinate
vector fields 9/00 and 0/0¢ are given by the formulas of (1.3.4).

(b)The circle C = { p e R® | 22 +y*+2% = 1, ax+by+cz = d} with fixed a,b, c
not all zero. Let f = 224+4*—1, g = ax+by+cz—d. Then df = 2(zdz+ydy-+zdz)
and dg = adx + bdx 4 cdz are linearly independent unless (z,y, z) is a multiple
of (a,b,¢). This can happen only if the plane ax + by + cz = d is parallel to
the tangent plane of the sphere at p(z,y, z) in which case C' is either empty or
reduces to the point of tangency. Apart for that case, C' is a submanifold of
R? and its tangent space T,C at any of its points p(z,y,z) is the subspace of
T,R3 = R3 given by the two independent linear equations df = 0,dg = 0, hence
has dimension 3 — 2 = 1. Of course, C is also the submanifold of the sphere
S={peR?| f=0}by g=0and T,C the subspace of T,S given dg = 0.

1.4.5 Example. The cone S = {p € R? | 22 +y* — 22 = 0}. We shall show the
following.

(a) The cone S —{(0,0,0)} with the origin excluded is a 2-dimensional subman-
ifold of R3.

(b) The cone S with the origin (0,0,0) is not a 2-dimensional submanifold of
R3.

Proof of (a). Let f = 22 +y* — 22, Then df = 2(zdz +ydy — zdz) and df, = 0
if t =y=2=0ie p=(0,0,0). Hence the differential d(z* + y? — 22) =
2(zdx + ydy — zdz) is everywhere non—zero on S — {(0,0,0)} which is therefore
is a (3 — 1)-dimensional submanifold.

Proof of (b) (by contradiction). Suppose (!) S were a 2-dimensional subman-
ifold of R3. Then the tangent vectors at (0,0,0) of curves in R which lie on
S would form a 2-dimensional subspace of R3. But this is not the case: for
example, we can find three curves of the form p(t) = (ta,tb,tc) on S whose
tangent vectors at ¢ = 0 are linearly independent.
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Fig. 3. The cone

1.4.6 Theorem. Let M be an n-dimensional manifold, g : R™ — M, (t',-- t™) —

g(tt, - ,t™), a smooth map. Suppose the differential dg,, has rank m at some
point u,.

a) There is a neighbourhood U of u, in R™ whose image S = g(U) is an
m-dimensional submanifold of M.

b) The equation p = g(t',--- ,t™) defines a coordinate system (t',--- t™)
around po = g(u,) on S.

¢) The tangent space of S at p, = g(u,) is the image of dg., .

Proof 1. Since rank(dg,,) = m, the Immersion Theorem implies there
are coordinates (x!,---,2™) on M so that g locally becomes g(x!,--- a™) =
(xt,--- 2™, 0,---,0). In these coordinates, the image of a neighbourhood of
U, in R™ is given by ™*+! =0, --- , 2™ = 0, as required for a submanifold. This
proves (a) and (b). Part (c) is also clear, since in the above coordinates the
image of dg,, is given by dz™*! = ... = dz™ = 0.

Proof 2. Extend themapp = g(ul,--- ,t™)toamapp = G(at,--- 2™ 2™t ...

of n variables, defined and smooth near the given point x, = (u,,0), whose
differential dG has rank n at x,. (This is possible, because dg has rank m
at u, by hypothesis.) By the Inverse Function Theorem, the equation p =

G(xt, - jam amTL ... ") then defines a coordinate system !, - -+ | 2™ around
po = G(x,) = g(u,) on M so that S is locally given by the equations ™1 =
---= 2" =0, and the theorem follows from the lemma. O

Fig4. p=G(xt,---  ,z™)

Remarks. The remarks after the preceding theorem apply again, but with
an important modification. The theorem is again local in that g need not be
defined on all of R™, only on some open set D containing z,. But even if dg
has rank m everywhere on D, the image g(D) need not be a submanifold of M,
as one can see from curves in R? with self-intersections.
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Fig.5. A curve with a self-intersection

1.4.7 Example. a) Parametrized curves in R?. Let p = p(t) be a parametrized
curve in R3. Then the differential of g : t — p(¢) has rank 1 at ¢, iff dp/dt # 0
at t =t,.

b) Parametrized surfaces in R®. Let p = p(u,v) be a parametrized curve in
R3. Then differential of ¢ : (u,v) — p(u,v) has rank 2 at (u,,v,) iff the 3x2
matrix [Op/Ou, dp/Ov] has rank 2 at (u,v) = (uo,v,) iff the cross product
Op/O0u x Op/ov # 0 at (u,v) = (Uo, Vo).

1.4.8 Example: lemniscate of Bernoulli. Let C be the curve in R? given by
r?2 = cos 26 in polar coordinates. It is a figure 8 with the origin as point of
self-intersection.

Fig. 6. The lemniscate of Bernoulli

We claim: (a) C'is a one-dimensional submanifold of R? if the origin is excluded.
(b) The equations
cost sintcost

v 1+sin%t v= 1 +sin%t
define a map R — R2, t — p(t), of R onto C with p(t) # 0 everywhere.
(¢) The above equations define a coordinate ¢ around every point of C' except
the origin.
(d) C is not a one-dimensional submanifold of R? if the origin is included.
Verification. a) Let f = 72 — cos20. Then df = 2rdr — 2sinfdf # 0 unless
r =0 and sinf = 0. Since (r,0) can be used as coordinate in a neighbourhood
of every point except the origin, the assertion follows from theorem 1.4.3.
b) In Cartesian coordinates the equation 72 = cos 26 = cos? # — sin® §
becomes

(.’E2 4 y2)2 _ 1'2 o y2.
By substitution on sees that x = x(t) and y = y(t) satisfy this equation and by
differentiation one sees that dx/dt and dy/dt never vanish simultaneously. That
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g maps R onto C is seen as follows. The origin corresponds to t = (2n + 1)7/2,
n € Z; as t runs through an interval between two successive such points, p(t)
runs over one loop of the figure 8.

c) This follows from (b) and Theorem 1.4.6. Note that it follows from the
discussion above that we can in fact choose as coordinate domain all of C' —
{origin} if we restrict ¢ to the union of two successive open intervals, e.g.
(=m/2,7/2) (7 /2,37 /2).

d) One computes that there are two linearly independent tangent vectors p(t)
for two successive values of ¢ of the form ¢ = (2n + 1)7/2 (as expected). Hence
C' cannot be submanifold of R? of dimension one, which is the only possible
dimension by (a).

EXERCISES 1.4

1. Show that the submanifold coordinates on S? are also coordinates on S2
when the manifold structure on S? is defined by taking the orthogonal projection
coordinates in axioms MAN 1-3.

2. Let S={p=(2,y,2%) e R? | 2% —y? — 22 =1}.
(a) Prove that S is a submanifold of R3.
(b) Show that for any (v, 6) the point p = (z,vy, 2) given by

x = cosh, y =sinh cosf, z = sinh sinf

lies on S and prove that (¢, 0) defines a coordinate system on S. [Suggestion.
Use Theorem 1.4.6.]

(c) Describe T},S as a subspace of R3. (Compare Example 1.4.4.)

(d) Find the formulas for the coordinate vector fields 9/0y and 9/96 in terms
of the coordinate vector fields 9/9z,0/dy,d/0z, on R3. (Compare Example
1.4.4.)

3. Let C be the curve R? with equations y — 222 = 0, z — 2% = 0.

a) Show that C is a one-dimensional submanifold of R3.

b) Show that ¢t = = can be used as coordinate on C' with coordinate domain all
of C.

c) In a neighbourhood of which points of C' can one use ¢t = z as coordinate?
[Suggestion. For (a) use Theorem 1.4.3. For (b) use the description of T,,C' in
Theorem 1.4.3 to show that the Inverse Function Theorem applies to C' — R,
p— x.]

4. Let M =Mj3(R) = R3*3 be the set of all real 3 x 3 matrices regarded as
a manifold. (We can take the matrix entries X;; of X € M as a coordinate
system defined on all of M.) Let O(3) be the set of orthogonal 3 x 3 matrices:
0O(3) = {X eM3(R) | X* = X1}, where X* is the transpose of X. Show that
0O(3) is a 3-dimensional submanifold of M3(R) with tangent space at X € O(3)
given by

TxO(3) = {V e M3(R) | (X 'V)* = — X'V ie. X'V is skew-symmetric}.
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[Suggestion. Consider the map F' from M3(R) to the space Syms(R) of sym-
metric 3 X 3 matrices defined by F(X) = X*X. Show that the differential dFx
of this map is given by

dFx (V)= X"V + X*V.

Conclude that dFx surjective for all X € O(3). Apply theorem 1.4.3.]

5. Continue with the setup of the previous problem. Let exp: M3(R) —Mj3(R) be

the matrix exponential defined by expV = Y ;2 V¥/kl. If V €Skew3(R) =
{VeM3(R) | V* =—-V},thenexpV € O(3) because (exp V)*(exp V) = (exp —V)(exp V) =
1. Show that the equation

X =expV, V =(V;;) € Skews(R)

defines a coordinate system (V;;) in a neighbourhood of I in O(3). [Suggestion.
Use theorem 1.4.6]

6. Let S = {p=(v,y,2) € R® | 2% +y? — 22 = 1, x = ¢}. For which values of c
is S a submanifold of R3? For those ¢ for which it is not, which points have to
be excluded so that the remaining set is a submanifold? Sketch.

7. a) Let S be the subset of R3 given by an equation z = f(x,y) where f
is a smooth function. (Le. S = {p = (z,y,2) € R® | z = f(x,y)} is the
graph of a smooth function f of two variables.) Show that S is a 2-dimensional
submanifold of R3.

b) Let S be a 2-dimensional submanifold of R3. Show that S can locally be
given by an equation z = f(x,y) where (z,y, z) the Cartesian coordinates in a
suitable order. ( Le. for every point p, € S one can find a smooth function f
defined in some neighbourhood U of p, in R? so that S (U consists of all points
p=(z,y,2) in U satisfying z = f(x,y).)[Suggestion. Use the Implicit Function
Theorem. See §1.1, Exercise 16 for the statement. ]

8. State and prove a generalization of the previous problem, parts (a) and (b),
for a m-dimensional submanifolds S of R™.

9. Let S be the helicoid in R? with equation z = € in cylindrical coordinates,
i.e.

S={p=(z,9,2) €R* | 2=0,x =7rcosh, y=rsind, r > 0,0 < 0o}.

a) Sketch S. Find an equation for S in Cartesian coordinates.

b) Show that S is a 2-dimensional submanifold of R3.

c¢) Find all points (if any) in a neighbourhood of which one can use (r,0) as
coordinates on S.

d) Same for (r,z
e) Same for (z,y
f) Same for (6, z).

).
).

10. Let C: p = p(t), —o0 < t < 00, be a smooth curve in R3. The tangential
developable is the surface S in R3 swept out by the tangent line of C, i.e.

S ={p=pu)+uvpu) | —co < u,v < co}.
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a) Sketch S for some C of your choice illustrating the general idea.

b) Which parameter points (u,, v, ),if any, have a neighbourhood U so that the
part Sy of S parametrized by U is a submanifold of R3? Explain what this
means geometrically. Give an example.

c) Determine the tangent space to Sy at a point p, with parameters (uo, Vo) as
in (b) as a subspace of R®. [Use Theorem 1.4.6 for parts (b) and (c)]

11. Let C be the helix in R? with parametric equations
T = cost, y =sint, z =t.

Let S be the surface swept out by the tangent line of C. [See previous problem)].
a) Find a parametric equations x = x(u,v), y = y(u,v), z = z(u,v) for S.

b) Which points of S have to be omitted (if any) so that the rest is a submanifold
of R3? Prove your answer. [This is not a special case of the previous problem.
Explain why not.]

In exercises 11—16 a set S in R? or in R3 is given.

a) Find the regular points of S and specify a coordinate system around each
regular point.

b) Find all singular points of S, if any. (Prove that these points are singular.)
If S depends parameters a,b,--- you may have to consider various cases, de-
pending on the values of the parameters. Try to sketch S.

12. The surface with parametric equations

2au? au(u? — 1)
rT=-—— =——— z=u.
1+u2 Y 1+u?

13. The set of all points P in a plane for which the product of the distances to
two given points Fy, F, has a constant value a?. (Denote the distance between
Fy and F; by b > 0. The set of these points P is called the ovals of Cassini.)

14. The curve with equation r = 2a cos 6 + 2b in polar coordinates (a,b > 0).
15. The curve in the plane with parametric equations = = cos® t, y = sin® ¢.

16. The endpoints of a mobile line segment AB of constant length 2a are
constrained to glide on the coordinate axis in the plane. Let OP be the perpen-
dicular to AB from the origin O to a point P on AB. S is the set of all possible
positions of P. [Suggestion. Show that r = asin 26.]

17. The surface obtained by rotating the curve z =siny in the yz-plane about
the z-axis.

18. Show that T'S? is diffeomorphic with the submanifold V' of R® defined by
V={(z,y,z;0,0,) : 2> +y> + 22 =1, vz + ny + Cz = 0}.

Use the following steps.
(a) Prove that V is a submanifold of R3 x R? = RS.
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(b) Let i : S2 — R3 be the inclusion map and F = di : T'S? — TR? = R3xR? its
differential. Show that F(T'S?) C V and that F': T'S? — V is a diffeomorphism.
[Suggestion. Start by specifying coordinates on S? and on R?® and write out a
formula for i : S? — R3 in these coordinates.)

19. Let M be a manifold, S a submanifold of M.

a) Show that a subset V of S is open in S if and only if V = S (U for some
open subset V of M.

b) Show that a partially defined function g : S--- — R defined on an open
subset of S is smooth (for the manifold structure on ) if an only if it extends
to a smooth function f : M -.- — R locally, i.e. in a neighbourhood in M of
each point where g is defined.

¢) Show that the properties (a) and (b) characterize the manifold structure of
S uniquely.

20. Let M be an n—dimensional manifold, S an m—dimensional submanifold of
M. Forp e S, let
TyS ={we Ty M :w(T,S) =0}

and let 7+S C T*M be the union of the TPLS. (T+S is called the conormal
bundle of S in M).

a) Show that 7%S is an n—dimensional submanifold of T* M.

b) Show that the canonical 1-form 6 on T*M (previous problem) is zero on
tangent vectors to T+S.

21. Let S be the surface in R? obtained by rotating the circle (y —a)? + 22 = b2
in the yz—plane about the z—axis. Find the regular points of S. Explain why
the remaining points (if any) are not regular. Determine a subset of S, as
large as possible, on which one can use (z,y) as coordinates. [You may have
to distinguish various cases, depending on the values of a and b. Cover all
possibilities.]

22. Let M be a manifold, S a submanifold of M, ¢ : S — M the inclusion map,
di : TS — TM its differential. Prove that di(T'S) is a submanifold of TM.
What is its dimension? [Suggestion. Use the definition of submanifold.]

23. Let S be the surface in R? obtained by rotating the circle (y —a)? + 22 = b2
(a > b > 0) in the yz—plane about the z—axis.

(a) Find an equation for S and show that S is a submanifold of R3.

(b) Find a diffeomorphism F : S x S — S, expressed in the form

F:x=x(,0),y =y(¢,0), z=2(¢,0)

where ¢ and 6 are the usual angular coordinates on the circles. [Explain why F'
it is smooth. Argue geometrically that it is one-to—one and onto. Then prove
its inverse is also smooth.]

24. Let S be the surface in R? obtained by rotating the circle (y —a)? + 22 = b2
(a > b > 0) in the yz—plane about the z—axis and let C; be the intersection of
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S with the plane z = s. Sketch. Determine all values of s € R for which Cy a
submanifold of R? and specify its dimension. (Prove your answer.)

25. Under the hypothesis of part (a) of Theorem 1.4.3, prove that in part (b)
the linear independence of all n differentials (df*,--- ,df™) at p is necessary for
fls, -+ f™|s to form a coordinate system around p on S.

26. (a)Prove the parenthetical assertion in proof 1 of theorem 1.4.3. (b)Same
for 1.4.6.

1.5 Riemann metrics

A manifold does not come with equipped with a notion of “metric” just in
virtue of its definition, and there is no natural way to define such a notion using
only the manifold structure. The reason is that the definition of “metric” on
R™ (in terms of Euclidean distance) is neither local nor invariant under diffeo-
morphisms, hence cannot be transferred to manifolds, in contrast to notions
like “differentiable function” or “tangent vector”. To introduce a metric on a
manifold one has to add a new piece of structure, in addition to the manifold
structure with which it comes equipped by virtue of the axioms. Nevertheless, a
notion of metric on a manifold can be introduced by a generalization of a notion
of metric of the type one has in a Euclidean space and on surfaces therein. So
we look at some examples of these first.

1.5.1 Some preliminary examples. The Euclidean metric in R? is characterized
by the distance function

V(@1 —20)2 — (y1 — ¥0)2 — (21 — 20)2.

One then uses this metric to define the length of a curve p(t) = (x(¢),y(t)z(t))
between ¢t = a and ¢ = b by a limiting procedure, which leads to the expression

[ V&Y (@) (&Y

As a piece of notation, this expression often is written as

b
/ V(@2 1 () + (d2)2.

The integrand is called the element of arc and denoted by ds, but its meaning
remains somewhat mysterious if introduced in this formal, symbolic way. It
actually has a perfectly precise meaning: it is a function on the set of all tan-
gent vectors on R3, since the coordinate differentials dx, dy, dz are functions on
tangent vectors. But the notation ds for this function, is truly objectionable:
ds is not the differential of any function s. The notation is too old to change
and besides gives this simple object a pleasantly old fashioned flavour. The
function ds on tangent vectors characterizes the Euclidean metric just a well as
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the distance functions we started out with. It is convenient to get rid of the
square root and write dz? instead of (dx)? so that the square of ds becomes:

ds?® = da® + dy?® + d2°.

This is now a quadratic function on tangent vectors which can be used to char-
acterize the Euclidean metric on R3. For our purposes this ds? is more a suit-
able object than the Euclidean distance function, so we shall simply call ds?
itself the metric. One reason why it is more suitable is that ds? can be easily
written down in any coordinate system. For example, in cylindrical coordi-
nates we use * = rcosf, y = rsinf, z = z to express dx,dy,dz in terms of
dr,df, dz and substitute into the above expression for ds?; similarly for spheri-
cal coordinatesx = pcos@sin ¢, y = psinfsin¢g, z = p cos ¢. This gives

cylindrical: dr? + r2df* + dz?,
spherical: dp? + p? sin® ¢ d6? + d¢?.
Again, dr? means (dr)? etc. The same discussion applies to the Euclidean metric

in R™ in any dimension. For polar coordinates in the plane R? one can draw a
picture to illustrate the ds? in manner familiar from analytic geometry:

Fig. 1. ds in polar coordinates: ds? = dr? + r2 d6?

In Cartesian coordinates (z%) the metric in R” is ds® = >_(dz*)?. To find its
expression in arbitrary coordinates (y*) one uses the coordinate transformation

2t =2'(yt, -+ ,y") to express the dz® in terms of the dy’:

; oxt . o ox' Bx .
dz* = zk:ﬁ—ykdy gives zl:(dx) :zI:< d ) Z@yk 3y kayt.
Hence

: Ozt Ozt
2 k !
> (da')? = gudy*dy', where g = Z 9y oyt

i Kl
The whole discussion applies equally to the case when we start with some other

quadratic function instead to the Euclidean metric. A case of importance in
physics is the Minkowski metric on R*, which is given by the formula

(dz®)? — (dz")? — (da*)? — (da®)?.
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More generally, one can consider a pseudo-Euclidean metric on R™ given by
+(dz')? + (dz')? £ - - & (dz™)?

for some choice of the signs.

A generalization into another direction comes form the consideration of surfaces
in R3, a subject which goes back to Gauss (at least) and which motivated
Riemann in his investigation of the metrics now named after him. Consider a
smooth surface S (2-dimensional submanifold) in R®. A curve p(t) on S can be
considered as a special kind of curve in R?, so we can defined its length between
t = a and t = b by the same formula as before:

b
/ Vdx? + dy? + dz2.

In this formulas we consider dz,dy,dz as functions of tangent vectors to S,
namely the differentials of the restrictions to S of the Cartesian coordinate
functions x,y, z on R?. The integral is understood in the same sense as before:
we evaluate dz,dy,dz on the tangent vector p(t) of p(t) and integrate with
respect to t. (Equivalently, we may substitute directly x(t),y(t), z(¢) for z,y, z.)
In terms of a coordinate system (u,v) of S, we can write

T = x(u,v),y = y(u’v)vz = Z(U,U))

for the Cartesian coordinates of the point p(u,v) on S . Then on S we have

Or Or 2 y dy 2 0z 0z 2
2 2 2 _ fad
dz” +dy” +dz" = (8udu+ aUdv) + <6udu+ (%dv) + (8udu+ 8vdv)

which we can write as
ds® = guudu2 ~+ 2gupdudv + gm,dv2

where the coefficients gy, 2guv, oo are obtained by expanding the squares in
the previous equation and the symbol ds? denotes the quadratic function on
tangent vectors to S defined by this equation. This function can be thought of
as defining the metric on S, in the sense that it allows one to compute the length
of curves on S, and hence the distance between two points as the infimum over
the length of curves joining them.

As a specific example, take for S the sphere 2% + y? 4+ 22 = R? of radius R.
(We don’t take R =1 here in order to see the dependence of the metric on the
radius.) By definition, the metric on S is obtained from the metric on R?® by
restriction. Since the coordinates (6, ¢) on S are the restrictions of the spherical
coordinates (p,6,®) on R3, we immediately obtain the ds®> on S from that on
R3 :

ds? = R?sin® ¢ d6? + do?.

(Since p=Ron S,dp=0o0nT5S).
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The examples make it clear how a metric on manifold M should be defined: it
should be a function on tangent vectors to M which looks like > gijd:vidasj in
a coordinate system (z'), perhaps with further properties to be specified. (We
don’t want g;; = 0 for all ij, for example.) Such a function is called a quadratic
form, a concept which makes sense on any vector space, as we shall now discuss.

1.5.2 Definitions. Bilinear forms and quadratic forms. Let V be an n—
dimensional real vector space. A bilinear form on V is a function g : VxV — R,
(u,v) — g(u,v), which is linear in each variable separately, i.e. satisfies
9(uwv +w) = g(u,v) + g(u,w);  glu+v,w) = g(u, w) + g(v, w)
g(au,v) = ag(u,v); g(u,av) = ag(u,v)

for all u,v € V, a € R. It is symmetric if
9(u,v) = g(v,u)
and it is non-degenerate if
g(u,v) =0 for all v € V implies u = 0.

A bilinear form g on V' gives a linear map V' — V*, v — g(v, -) and to say that g
is non—degenerate means that V' — V* has kernel {0}, hence is an isomorphism,
since dim V* = dim V. The quadratic form associated to a bilinear form ¢ is
the function @ : V — R defined by Q(v) = g(v,v).If g is symmetric then @
determines g by the formula

Qu+v) = Q(u) + Q(v) + 29(u, v).

Hence a symmetric bilinear form g is essentially “the same thing” as a quadratic
form Q. One says that g or Q is positive definite if Q(v) > 0 for v # 0. Then g
is necessarily non—degenerate. If (e;) is a basis of V and if one writes v = v'e;,
then one has g(v,w) = g;jv'w? where g;; = g(e;, ;).

Remark. Any non-degenerate quadratic form @ can be expressed as
Q=+ £+ (€")?

where ¢* are the component functionals with respect to a suitable basis e;, i.e.
v = &4 (v)e;. Such a basis is called orthonormal for Q. The number of +signs is
independent of the basis and is called the signature of the form.

After this excursion into linear algebra we now return to manifolds.

1.5.3 Definition. A Riemann metric on M associates to each p € M a non—
degenerate symmetric bilinear form g, on T, M.

The corresponding quadratic form Q is denoted ds? and determines g uniquely.
Relative to a coordinate system (z*) we can write

ds® = Zgijdxidxj.
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The coefficients g;; are given by
gij = g(0/02",0/0x7).

As part of the definition we require that the g;; are smooth functions. This is
requirement evidently independent of the coordinates. An equivalent condition
is that ¢(X,Y") be a smooth function for any two smooth vector fields X,Y on
M or an open subset of M.

We add some remarks. (1)We emphasize once more that ds? is not the differen-
tial of some function s? on M, nor the square of the differential of a function s
(except when dim M = 0, 1); the notation is rather explained by the examples
discussed earlier.

(2) The term “Riemann metric” is sometimes reserved for positive definite met-
rics and then “pseudo-Riemann” or “semi-Riemann” is used for the possibly
indefinite case. A manifold together with a Riemann metric is referred to as a
Riemannian manifold, and may again be qualified as “pseudo” or “semi”.
(3)At a given point p, € M one can find a coordinate system (') so that the
metric ds? = gijdxidxj takes on the pseudo-Euclidean form :l:éijdiidij . [Rea-
son: as remarked above, quadratic form g;; (po)&E7 can be written as :I:(Sijéiéj
in a suitable basis, i.e. by a linear transformation & = a;-gj, which can be used
as a coordinate transformation z* = a%#7.] But it is generally not possible to do
this simultaneously at all points in a coordinate domain, not even in arbitrarily
small neighbourhoods of a given point.

(4)As a bilinear form on tangent spaces, a Riemann metric is a conceptually
very simple piece of structure on a manifold, and the elaborate discussion of
arclength etc. may indeed seem superfluous. But a look at some surfaces
should be enough to see the essence of a Riemann metric is not to be found in
the algebra of bilinear forms.

For reference we record the transformation rule for the coefficients of the metric,
but we omit the verification.

1.5.4 Lemma. The coefficients g;; and Gi of the metric with respect to two
coordinate systems (x') and (Z?) are related by the transformation law

. Ox' 07
gkl = gz’j@@-

We now consider a submanifold S of a manifold M equipped with a Riemann

metric g. Since the tangent spaces of S are subspaces to those of M we can
restrict g to a bilinear form gg on the tangent spaces of S. If the metric on
M is positive definite, then so is gg. In general, however, it happen that this
form gg is degenerate; but if it is non—degenerate at every point of S, then gg
is a Riemann metric on S, called the called the Riemann metric on S induced
by the Riemann metric ¢ on M. For example, the metric on a surface S in R3
discussed earlier is induced from the Euclidean metric in R? in this sense.
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A Riemann metric on a manifold makes it possible to define a number of geo-
metric concepts familiar from calculus, for example volume.

1.5.5 Definition. Let R be a bounded region contained is the domain of a
coordinate system (z*). The volume of R (with respect to the Riemann metric

g) is
/~~-/./|detg,-j|dx1~--dx"

where the integral is over the coordinate-region {(x%(p)) | p € R} corresponding

to the points in R. If M is two-dimensional one says area instead of volume, if
M is one-dimensional one says arclength.

1.5.6 Proposition. The above definition of volume is independent of the coor-
dinate system.

Proof. Let (7%) be another coordinate system. Then

_ Ozt Oz7
gkl = gij@@-
So
_ 0z Ox9 oz,
det gi; = det(gij@@) = det g;;(det W) ,
and

|dzt - dz"

oz’

/ ~ sl ~n

// | det g;;|dz~ - - - dZ z// |detgij||detajk
:/.--/,/\detgij\dxl..-dx”,

by the change of variables formula. O

1.5.7 Remarks.
(a) If f is a real-valued function one can define the integral of f over R by the

formula
//f \/|detgij\dx1~~dx",

provided f(p) is an integrable function of the coordinates (x?) of p. The same
proof as above shows that this definition is independent of the coordinate system.
(b) If the region R is not contained in the domain of a single coordinate system
the integral over R may defined by subdividing R into smaller regions, just as
one does in calculus.

1.5.8 Example. Let S be a two-dimensional submanifold of R? (smooth surface).
The Euclidean metric dz? + dy? + dz2on R? gives a Riemann metric g = ds? on
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S by restriction. Let u,v coordinates on S. Write p = p(u,v) for the point on
S with coordinates (u,v). Then

_||9p _ Op
\/Idet gi;| = ‘ 2 " a0

Here g;; is the matrix of the Riemann metric in the coordinate system u,v. The

right-hand side is the norm of the cross-product of vectors in R3. This shows
that the “volume” defined above agrees with the usual definition of surface area
for a surface in R®.

We now consider the problem of finding the shortest line between two points
on a Riemannian manifold with a positive definite metric. The problem is this.
Fix two points A, B in M and consider curves p = p(t), a < ¢t < b from p(a) = A
to p(b) = B. Given such a curve, consider its arc-length

/abds=/ab\/§dt.

as a function of the curve p(t). The integrand /@ is a function on tangent

vectors evaluated at the velocity vector p(t) of p(t). The integral is independent
of the parametrization. We are looking for “the” curve for which this integral is
minimal, but we have no guarantee that such a curve is unique or even exists.
This is what is called a wvariational problem and it will be best to consider it in
a more general setting.

Consider a function S on the set of paths p(t), a < t < b between two given
points A = p(a) and B = p(b) of form

b
5= / L(p, p)dt. (1)

We now use the term “path” to emphasize that in general the parametrization is

important: p(t) is to be considered as function on a given interval [a, b], which we
assume to be differentiable. The integrand L is assumed to be a given function
L = L(p,v) on the tangent vectors on M, i.e. a function on the tangent bundle
TM. We here denote elements of TM as pairs (p,v), p € M being the point at
which the vector v € T, M is located. The problem is to find the path or paths
p(t) for which make S a maximum, a minimum, or more generally stationary,
in the following sense.

Consider a one—parameter family of paths p = p(t,e),a <t < b, —a < ¢ < q,
from A = p(a,€) to B = p(b,e) which agrees with a given path p = p(¢) for
€ =0. (We assume p(t, €) is at least of class C? in (t,€).)

P

Fig. 2. The paths p(t,¢)
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Then S evaluated at the path p(e, t) becomes a function S of € and if p(t) =
p(0,t) makes S a maximum or a minimum then

().~ @

for all such one—parameter variations p(e,t) of p(t). The converse is not neces-

sarily true, but any path p(¢) for which (2) holds for all variations p(e, t) of p(t)
is called a stationary (or critical) path for the path—function S.

We now compute the derivative (2). Choose a coordinate system z = (x%) on
M. We assume that the curve p(t) under consideration lies in the coordinate
domain, but this is not essential: otherwise we would have to cover the curve by
several coordinate systems. We get a coordinate system (x, &) on T M by taking
as coordinates of (p,v) the coordinates z° of p together with the components &°
of v. (Thus ¢ = da’ as function on tangent vectors.) Let x = x(t,€) be the
coordinate point of p(¢,€), and in (2) set L = L(z,&) evaluated at £ = . Then

as " oL b /0L 9% 9L 0i*
i ——dt = <77+——)dt.
de . Oe o \OzF de  OEF Oe

Change the order of the differentiation with respect to ¢ and € in the second

term in parentheses and integrate by parts to find that this

_ /" (2L doLyort, | oL or
—J. \oxk  dtogk) Oe o0&k e |,_,
The terms in brackets is zero, because of the boundary conditions z (¢, a) = z(A)

and z(e,b) = z(B). The whole expression has to vanish at e = 0, for all
x = z(t,€) satisfying the boundary conditions. The partial derivative dz*/de
at € = 0 can be any C' function w”(t) of ¢ which vanishes at t = a, b since we
can take z¥(t,€) = 2 (t) + ew”(t), for example. Thus the initial curve x = x(t)

satisfies ,
oL  d L\
/a (W — %Té_k)w (t)dt = 0

for all such w”(t). From this one can conclude that

oL d 0L
oar ~ diogr " ®)

forall t, a <t < b and all k. For otherwise there is a k so that this expression is
non-zero, say positive, at some t,, hence in some interval about ¢,. For this k,
choose w* equal to zero outside such an interval and positive on a subinterval
and take all other w* equal to zero. The integral will be positive as well, contrary
to the assumption. The equation (3) is called the Fuler—Lagrange equation for
the variational problem (2).
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We add some remarks on what is called the principle of conservation of energy
connected with the variational problem (2). The energy E = E(p, v) associated
to L = L(p,v) is the function defined by

OL

E=oe

&L

in a coordinate system (z,£) on TM as above. (It is actually independent of

the choice of the coordinate system = on M). If z = x(t) satisfies the Euler—
Lagrange equation (3) and we take £ = &, then F = E(x, &) satisfies

Thus E =constant along the curve p(t).

We now return to the particular problem of arc length. Thus we have to take
L =+/Q in (1). The integral (1) becomes

/ab VQdt

and is in this case independent of the parametrization of the path p(t). The

derivative (2) becomes

[ e %)

Because of the independence of parametrization, we may assume that the initial
curve is parametrized by arclength, i.e. Q =1 for e = 0. Then we get

b
FACII

This means in effect that we can replace L = /Q by L = Q = ¢,;;£'¢/. For this
new L the energy E becomes E = 2Q — Q = Q. So the speed /Q is constant
along p(t). We now write out (3) explicitly and summarize the result.

1.5.9 Theorem. Let M be Riemannian manifold. A path p = p(t) makes
fab Qdt stationary zf and only if its parametric equations x' = z'(t) in any
coordinate system (x*) satisfy

d dx’ 10g;; dz® d?
S gp—) = 2T, 5
dt(g’“dt) 2 0x% dt dt 5)
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This holds also for a curve of minimal arc—length f; VQdt between two given
points if traversed at constant speed. Any curve satisfying (5) has constant
speed, i.e. g(p,p) =constant.

1.5.10 Definition. Any curve on a Riemannian manifold M satisfying (5) is
called a geodesic (of the Riemann metric g).

For this definition the metric need not be positive definite, but even if it is, a
geodesic need not be the shortest curve between any two of its points. (Think of
a great circle on a sphere; see the example below.) But if the metric is positive
definite it can be shown that for p sufficiently close to ¢ the geodesic from p to
q is the unique shortest line.

1.5.11 Proposition. Given a point p, € M and a vector v, at p, there is a
unique geodesic p = p(t), defined in some interval about t = 0, so that p(0) = p,
and p(0) = v,.

Proof. The system of second-order differential equations (5) has a unique
solution (z%(t)) with a given initial condition (z%(0)), (2*(0)). O

1.5.12 Examples.

A. Geodesics in Euclidean space. For the Euclidean metric ds® = (dz!)? +- -+
(dz™)? the equations (5) read d?z'/dt> = 0, so the geodesics are the straight
lines 2%(t) = 't + x! traversed at constant speed. (No great surprise, but good
to know that (5) works as expected.)

B. Geodesics on the sphere. The metric is ds? = sin? $pdf>?+d¢? (we take R = 1).
The equations (5) become

i
it

. A

bln¢COS¢(dt) =0
These equations are obviously satisfied if we take § = «, ¢ = vt. This is a great
circle through the north-pole (z,y, z) = (0,0, 1) traversed with constant speed.
Since any vector at p, is the tangent vector of some such curve, all geodesics
starting at this point are of this type (by the above proposition). Furthermore,
given any point p, on the sphere, we can always choose an orthogonal coordinate
system in which p, has coordinates (0,0, 1). Hence the geodesics starting at any
point (hence all geodesics on the sphere) are great circles traversed at constant
speed.

1.5.13 Definition. A map f: M — N between Riemannian manifolds is called
a (local) isometry if it is a (local) diffeomorphism and preserves the metric, i.e.
for all p € M, the differential df,, : T, M — T}, N satisfies

dsir(v) = dsi (dfy(v))
for all v € T, M.

1.5.14 Remarks. (1) In terms of scalar products, this is equivalent to

gu (v, w) = gn (dfy(v), df,(w))
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for all v,w € T, M.

(2) Let (zt,--- ,2™) and (y',--- ,y™) be coordinates on M and N respectively.
Write

ds%, = gijdmidzj ds% = hapdy®dy®
for the metrics and
ya:fa(xl7"'7xn)aa:17"'7m (6)

for the map f. To say that f is an isometry means that ds3, becomes ds?; if we
substitute for the y* and dy® in terms if 2° and dx’ by means of the equation
(6).

(5) If f is an isometry then it preserves arclength of curves as well. Conversely,
any smooth map preserving arclength of curves is an isometry. (Exercise).

1.5.15 Examples

a) Fuclidean space. The linear transformations of R™ which preserve the Eu-
clidean metric are of the form z — Ax where A is an orthogonal real n xn matrix
(AA* =1). The set of all such matrices is called the orthogonal group, denoted
O(n). If the Euclidean metric is replaced by a pseudo-Euclidean metric with
p plus signs and ¢ minus signs the corresponding set of “pseudo-orthogonal”
matrices is denoted O(p,q). It can be shown that any transformation of R™
which preserves a pseudo-Euclidean metric is of the form x — z, + Ax with A
linear orthogonal.

b) The sphere. Any orthogonal transformation A € O(3) of R? gives an isometry
of $?% onto itself, and it can be shown that all isometries of S? onto itself are of
this form. The same holds in higher dimensions and for pseudo-spheres defined
by a pseudo-Euclidean metric.

c¢) Curves and surfaces. Let C : p = p(0), 0 € R, be a curve in R? parametrized
by arclength, i.e. p(o) has length = 1. If we assume that the curve is non-
singular, i.e. a submanifold of R3, then C is a 1-dimensional manifold with a
Riemann metric and the map o — p(o) is an isometry of R onto C. In fact it
can be shown that for any connected 1-dimensional Riemann

manifold C there exists an isometry of an interval on the Euclidean line R onto
C, which one can still call parametrization by arclength. The map o — p(o) is
not necessarily 1-1 on R (e.g. for a circle), but it is always locally 1-1. Thus
any 1-dimensional Riemann manifold is locally isometric with the straight line
R. This does not hold in dimension 2 or higher: for example a sphere is not
locally isometric with the plane R? (exercise 18); only very special surfaces are,
e.g. cylinders (exercise 17; such surfaces are called developable.)
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™3

Fig. 3. A cylinder “developed” into a plane

d) Poincaré disc and Klein upper half-plane. Let D = {z = x+iy | 2®> +y? < 1}
the unit disc and H = {w = u+ iv € C | v > 0} be the upper halfplane. The
Poincaré metric on D and the Klein metric on H and are defined by

4dzdz dx? + dy? —ddwdw  du® + dv?
ds = = ds? = = .
(-2 (- —yP (w—w)? ?

v

The complex coordinates z and w are only used as shorthand for the real coor-
dinates (z,y) and (u,v). The map f : w — z defined by

14w
z = -
1—w

sends H onto D and is an isometry for these metrics. To verify the latter use
the above formula for z and the formula

2idw
= A )2

for dz to substitute into the equation for ds%; the result is ds%. (Exercise.)

1.5.16 The set of all invertible isometries of a Riemannian metric ds? manifold
M is called the isometry group of M, denoted Isom (M) or Isom(M, ds?). It is a
group in the algebraic sense, which means that the composite of two isometries
is an isometry as is the inverse of any one isometry. In contrast to the above
example, the isometry group of a general Riemann manifold may well consist of
the identity transformation only, as is easy to believe if one thinks of a general
surface in space.

1.5.17 On a connected manifold M with a positive-definite Riemann metric one
can define the distance between two points as the infimum of the lengths of all
curves joining these points. (It can be shown that this makes M into a metric
space in the sense of topology.)

EXERCISES 1.5

1. Verify the formula for the Euclidean metric in spherical coordinates:
ds? = dp? + p?sin? ¢ d6? + do?.

2. Using (x,y) as coordinates on S?, show that the metric on
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P ={p=(ry.2) 2" +y* +2° = R*}

is given by
(xd:lc + ydy)?
Specify a domain for the coordinates (z,y) on S2.

3. Let M = R3 . Let (2°,21,2%) be Cartesian coordinates on R3. Define a
metric ds? by

ds* = —(dz°)* + (dz')? + (dz?)>.
Pseudo-spherical coordinates (p,1,6) on R? are defined by the formulas
2% = pcoshep, x' = psinhepcosf, x? = psinhsinb.
Show that
ds® = —dp? + p? dip* + p? sinh? ¢ db>.
4. Let M = R3 . Let (29 2!, 2?) be Cartesian coordinates on R3. Define a

metric ds? by

ds? = —(dz°)? + (da')? + (dz?)?.
Let S = {p= (22" ) e R3 | (29)2 — (21)? — (22)? = 1} with the metric ds?
induced by the metric ds? on R3. (With this metric S is called a pseudo-sphere).
(a) Prove that S is a submanifold of R3.
(b) Show that for any (1, 6) the point p = (20, 2!, 2?) given by 2° = cosh ¢, x
sinh ¢ cos #, #2 = sinh ¢ sin @ lies on S. Use (w, ) as coordinates on .S and show
that

ds? = dip? + sinh? ¢ db>.

(This shows that the induced metric ds® on S is positive definite.)

BIJ

5. Prove the transformation rule gi; = g %k Yo

6. Prove the formula /| det g;;| =

[Suggestion. Use the fact that g;; = 9(857 89:1) Remember that ||A x B> =
HAH2 ||B||2 — (A - B)? for two vectors A, B in R3]

8p X ap for surfaces as stated in the text.

7. Find the expression for the Euclidean metric dz? + dy? on R? using the
following coordinates (u,v).

1
a)r = coshucosv, y =sinhusinv b)) z = §(u2 — %), y = uv.

8. Let S be a surface in R® with equation z = f(x,y) where f is a smooth

function.
a) Show that S is a submanifold of R3.
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b) Describe the tangent space TS at a point p = (z,y, 2) of S as a subspace of
T,R? = R?.

¢) Show that (x,y) define a coordinate system on S and that the metric ds? on
S induced by the Euclidean metric dz? + dy? + dz? on R? is given by

ds* = (1 + f2)da* + 2fzfydady + (1 + f;)dy2.

d) Show that the area of a region R on S is given by the integral

] iz g asay

over the coordinate region corresponding to R. (Use definition 1.5.5.)

9. Let S be the surface in R? obtained by rotating the curve y = f(z) about
the z—axis.

a) Show that S is given by the equation % + y? = f(2)? and prove that S is a
submanifold of R3. (Assume f(z) # 0 for all z.)

b) Show that the equations z = f(z)cosf, y = f(z)sinf, z = z define a
coordinate system (z, ) on S. [Suggestion. Use Theorem 1.4.6]

¢) Find a formula for the Riemann metric ds? on S induced by the Euclidean
metric dz? + dy? + dz? on R3.

d) Prove the coordinate vector fields 9/9z and 9/00 on S are everywhere or-
thogonal with respect to the inner product g(u,v) of the metric on S. Sketch.

10. Show that the generating curves # =const. on a surface of rotation are
geodesics when parametrized by arclength. Is every geodesic of this type? [See
the preceding problem. “Parametrized by arclength” means that the tangent
vector has length one.]

11. Determine the geodesics on the pseudo-sphere of problem 4. [Suggestion.
Imitate the discussion for the sphere.]

12. Let S = {p = (z,y,2) | %> + y? = 1} be a right circular cylinder in R3.
Show that the helix = = cost, y = sint, z = ct is a geodesic on S. Find all
geodesics on S.

13. Prove remark 1.5.14 (2).

14. Prove that the map f defined in example 1.5.15(d) does map D onto H and
complete the verification that it is an isometry.

15. With any complex 2x2 matrix A = [Z Z} associate the linear fractional
transformation f :w — z defined by

aw + b

cw+d’

a) Show that a composite of two such transformations corresponds to the prod-
uct of the two matrices. Deduce that such transformation is invertible if det A #
0, and if so, one can arrange det A = 1 without changing f.
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a b
b a
disc D onto itself. [The convention of using the same notation (x?) for a coordi-
nate system as for the coordinates of a general points may cause some confusion
here: in the formula for f, both z = x +1iy and w = u+ v will belong to D; you
can think of (z,y) and (u,v) as two different coordinate systems on D, although
they are really the same.]

c) Suppose A is real and det A = 1. Show that f gives an isometry of Klein
upper halfplane H onto itself.

b)Suppose A = [ } , det A = 1. Show that f gives an isometry of Poincaré

16. Let P be the pseudosphere z? — y? — 2% = 1 in R?® with the metric ds%
induced by the Pseudo-Euclidean metric —dz? + dy? + dz? in R3.

a) For any point p = (z,y,2) on the upper pseudosphere x > 0 let (u,v,0)
be the point where the line from (—1,0,0) to (z,y, z) intersects the yz-plane.
Sketch. Show that

2u 2v 2

= y: 227—1.
1 —u2 —0?’ 1 —u2 —0?’ 1—u2—0?

T

b) Show that the map (z,y,z) — (u,v) is an isometry from the upper pseudo-
sphere onto the Poincaré disc. [Warning: the calculations in this problem are a
bit lengthy.]

17. Let S be the cylinder in R?® with base a curve in the xy-plane r = z(0), y =
y(0), defined for all —0o < ¢ < 0o and parametrized by arclength o. Assume
that S is a submanifold of R3 with (o, 2) as coordinate system. Show that there
is an isometry f : R? — S from the Euclidean plane onto S. Use this fact to
find the geodesics on S.

18. a) Calculate the circumference L and the area A of a disc of radius p about
a point of the sphere S?, e.g. the points with 0 < ¢ < p. [Answer: L = 2 sinp,
A =27(1 — cos p)].

b) Prove that the sphere is not locally isometric with the plane R?.

1.6 Tensors

1.6.1 Definition. A tensor T at a point p € M is a quantity which, relative
to a coordinate system (zF) around p, is represented by an indexed system of
real numbers (Tll,g) The (T}77) and (T%) representing T in two coordinate
systems (z') and (27) are related by the transformation law

0z 01" Oat Oal
C Ozt Oxd 0z¢ 074 '

Sabees g
Tey =Ty

(1)

where the partials are taken at p.

The T,zg are called the components of T relative to the coordinate system (z?).
If there are r upper indices ij - - - and s lower indices kl - - - the tensor is said to
be of type (r,s). It spite of its frightful appearance, the rule (1) is very easily
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remembered: the indices on the 97%/9z'and 0z* /¢ etc. on the right “cancel”
against those on T,z{ to produce the indices on the left and the tildes on the
right are placed up or down like the corresponding indices on the left.

If the undefined term “quantity” in this definition is found objectionable, one
can simply take it to be a rule which associates to every coordinate system (x?)
around p a system of numbers (7}]"). But then a statement like “a mag-
netic field is a (0, 2)—tensor” requires some conceptual or linguistic acrobatics of
another sort.

1.6.2 Theorem. An indexed system of numbers (T,z{) depending on a coordi-
nate system (z¥) around p defines a tensor at p if and only if the function

T(Ajlj’j'.. ;U7w7"') P TI:/:‘Z..,AT,#] ...’l}kwl ..

of 1 covariant vectors A = (\;),n = (u;)---and s contravariant vectors v =
(), w= (w') - - - is independent of the coordinate system (x*). This establishes a
one—to—one correspondence between tensors and functions of the type indicated.

Explanation. A function of this type is called multilinear; it is linear in each
of the (co)vectors

A= (/\i),/i: (/’6.7')7"' U= (Uk)’w: (wl)v"'

separately (i.e. when all but one of them is kept fixed). The theorem says that
one can think of a tensor at p as a multilinear function T'(A, y, -+ ;v,w,---) of
r covectors A, u,--- and s vectors v, w,- - at p, independent of any coordinate
system. Here we write the covectors first. One could of course list the variables
A, by -+ ;v,w- -+ in any order convenient. In components, this is indicated by
the position of the indices, e.g.

T(v, A\, w) = T v \juw*

for a tensor of type (1,2).

Proof. The function is independent of the coordinate system if and only if it
satisfies o N
Teg Nafiy -~ 070 - = Tyl " Nigg -~ vFl - (2)

In view of the transformation rule for vectors and covectors this means that

~ ~ . 0T 0P ok ozt ~
ab---y & scmd iy LT L. Py L
Trog ' Aafiy vw Tkl~-- Ozt O 92< 07l altb vw
Fix a set of indices a,b,---,¢,d,---. Choose the corresponding components
Ao, fip, ---0° @%--- to be = 1 and all other components = 0. This gives

the transformation law (1). Conversely if (1) holds then this argument shows
that (2) holds as well. That the given rule is a one-to—one correspondence is
clear, since relative to a coordinate system both the tensor and the multilinear
function are uniquely specified by the system of numbers (7,7). .
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As mentioned, one can think of a tensor as being “the same thing” as a mul-
tilinear function, and this is in fact often taken as the definition of “tensor”,
instead of the transformation law (1). But that point of view is sometimes quite
awkward. For example, a linear transformation A of T,M defines a (1,1) ten-
sor (A7) at p, namely its matrix with respect to the basis 9/dz’, and it would
make little sense to insist that we should rather think of A a bilinear form
on T,M x TyM. It seems more reasonable to consider the multilinear—form
interpretation of tensors as just one of many.

1.6.3 Definition. A tensor field T associates to each point p of M a tensor
T(p) at p. The tensor field is of class C* if its components with respect to any
coordinate system are of class CF.

Tensor fields are often simply called tensors as well, especially in the physics
literature.

1.6.4 Operations on tensors at a given point p.

(1) Addition and scalar multiplication. Componentwise. Only tensors of the
same type can be added. E.g. If T has components (T;;), and S has components
(Si;), then S + T has components S;; + Tj;.

(2) Symmetry operations. If the upper or lower indices of a tensor are permuted
among themselves the result is again a tensor. E.g if (T;;) is a tensor, then the
equation S;; = Tj; defines another tensor S. This tensor may also defined by
the formula S(v,w) = T'(w, v).

(3) Tensor product. The product of two tensors T' = (T}) and S = (SF) is the
tensor T'® S (also denoted ST') with components (T(X)S)}’lC = T;Sl’“. The indices
i = (41,12 -+ ) etc. can be multi-indices, so that this definition applies to tensors
of any type.

(4) Contraction. This operation consists of setting an upper index equal to
a lower index and summing over it (summation convention). For example,
from a (1,2) tensor (T}%) one can form two (0,1) tensors U,V by contractions
U; = Tlfj, V; = Tk (sum over k). One has to verify that the above operations do
produce tensors. As an example, we consider the contraction of a (1,1) tensor:

~a j
0 , 0T Ox

N e T

= Tis) =Ty,

The verification for a general tensor is the same, except that one has some more
indices around.

1.6.5 Lemma. Denote by T,*M the set of tensors of type (r,s) at p e M.
a)T;*SM is a vector space under the operations addition and scalar multiplica-
tion.

b) Let (z%) be a coordinate system around p. The r x s—fold tensor products
tensors

a a k l *
5 057 @ ®dit @di'® ()
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form a basis for T3> M. If T € T;>* M has components (T,z{) relative to (x),
then 9

ii. O

Proof. a) is clear. For (b), remember that 9/9z* has i—component = 1 and all

other components = 0, and similarly for dz*. The equation (**) is then clear,
since both sides have the same components T,zg This equation shows also that
every T' € T;»*M is uniquely a linear combination of the tensors (*), so that

these do indeed form a basis. O
1.6.6 Tensors on a Riemannian manifold.

We now assume that M comes equipped with a Riemann metric g, a non—
degenerate, symmetric bilinear form on the tangent spaces T}, M which, relative
to a coordinate system (z'),is given by g(v,w) = g;;v"w’.

1.6.7 Lemma. For any v € T, M there is a unique element gv € T/ M so that
gv(w) = g(v,w) for all w € T,M. The map v — gv is a linear isomorphism
g:TyM — Ty M.

Proof. In coordinates, the equation A(w) = g(v, w) says \w' = g;;v'w’. This
holds for all w if and only if \; = g;;v* and thus determines A = gv uniquely.
The linear map v — gv is an isomorphism, because its matrix (g;;) is invertible.
O

In terms of components the map v — g(v) is usually denoted (v¢) — (v;) and
is given by v; = gijvj. This shows that the operation of lowering indices on a
vector is independent of the coordinate system (but dependent on the metric g).
The inverse map TyM — T, M, A — v = g~ 1), is given by\ v¢ = gij)\j where
(g'7) is the inverse matrix of (g;;), i.e. g%gr; = 5; In components the map
A — g1\ is expressed by raising the indices: ()\;) — (A\?). Since the operation
v? — v; is independent of the coordinate system, so is its inverse operation
Ai — AL We use this fact to prove the following.

1.6.8 Lemma. (g%) is a (2,0)-tensor.

Proof. For any two covectors (v;), (w;), the scalar
gIviw; = g9 giv gpw® = 81 gjpvw® = gapviw® 4)
is independent of the coordinate system. Hence the theorem applies. O

1.6.9 Definition. The scalar product of covectors A = (\;), gt = (u;) is defined
by g7 (A, 1) = g Aip; where (¢*7) is the inverse matrix of (g;;). This means
that we transfer the scalar product in T}, M to T,y M by the isomorphism T, M —
TyM, v — gv,ie. g~ '(\p) =glg~" A\ g~ ")

The tensors (g;;) and (g*/) may be used to raise and lower the indices of arbitrary
tensors in a Riemannian space, for example 77 = G* Ty, Sij = gikS Jk The
scalar product (S, T) of any two tensors of the same type is defined by raising or
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lowering the appropriate indices and contracting, e.g (S,T) = T;;5% = T S,;
for T'= (T;;) and S = (S;;).

Appendix 1: Tensors in Euclidean 3-space R?

We consider R? as a Euclidean space, equipped with its standard scalar product
g(v,w) = v-w. This allows one to first of all to “identify” vectors with covectors.
In Cartesian coordinates (z!, 22, 23) this identification v « \ is simply given by
i = v°, since gij = 0;5. This extends to arbitrary tensors, as a special case of
raising and lowering indices in a Riemannian manifold. There are further special
identifications which are peculiar to three dimensions, concerning alternating
(0, s)-tensors, i.e. tensors whose components change sign when two indices are
exchanged. The alternating condition is automatic for s = 0,1; for s = 2
it says T;; = —Tj;; for s = 3 it means that under a permutation (ijk) of
(123) the components change according to the sign €;;, of the permutation:
Tijr = €ijrTh23. If two indices are equal, the component is zero, since it must
change sign under the exchange of the equal indices. Thus an alternating (0, 3)
tensor 7 on R3 is of the form Tiji = Te€ijx Wwhere 7 = Ta3 is a real number and
the other components are zero. This means that as alternating 3-linear form
T(u,v,w) of three vectors one has

T(u,v,w) = 7 detlu, v, w

where det[u, v, w] is the determinant of the matrix of components of u, v, w with
respect to the standard basis ej,es,e3. Thus one can “identify” alternating
(0,3)-tensors T on R3 with scalars 7. This depends only on the “oriented
volume element” of the basis (eq, es, e3), meaning we can replace (eg, s, e3) by
(Aeq, Aeg, Aeg) as long as det A = 1. There are no non-zero alternating (0, s)—
tensors with s > 3 on R?, since at least two of the s > 3 indices 1,2,3 on a
component of such a tensor must be equal. Alternating (0, 2)-tensors on R? can
be described with the help of the cross—product as follows.

Lemma. In R? there is a one-to-one correspondence between alternating (0,2)-
tensors F' and vectors v so that F < v if

F(a,b) =v - (a x b) = det[v, a,b]

as alternating bilinear form of two vector variables a,b.

Proof. We note that
det[v,a,b] = F(a,b) means e;jv"a’t’ = Fj;a't’. ()

Given (v*), (*) can be solved for F;, namely Fi; = ex;;vF. Conversely, given
(Fi;), (*)can be solved for v*:

oF = 56’“] det[v, e;, ;] = 56’“”F(ei,ej) = iek”Fij.
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Here e; = (55), the i-th standard basis vector. O

Geometrically one can think of an alternating (0, 2)-tensor F on R? as a function
which associates to the “plane element” of two vectors a,b the scalar F(a,b).
The “plane element” of a,b is to be thought of as represented by the cross—
product a x b, which determines the plane and oriented area of the parallelogram
spanned by a and b. We now discuss the physical interpretation of some types
of tensors.

Type (0,0). A tensor of type (0,0) is a scalar f(p) depending on p. E. g. the
electric potential of
a stationary electric field.

Type (1,0). A tensor of type (1,0) is a (contravariant) vector. E. g. the velocity
vector p(t) of a curve p(t), or the velocity v(p) at p of a fluid in motion, the
electric current J(p) at p.

Type (0,1). A tensor of type (0,1) is a covariant vector. E. g. the differential
df = (0f /0x*)dzat p of a scalar function. A force F' = (F;) acting at a point p
should be considered a covector: for if v = (v?) is the velocity vector of an object
passing through p, then the scalar F(v) = Fyv® is the work per unit time done
by F on the object, hence independent of the coordinate system. This agrees
with the fact that a static electric field E can be represented as the differential
of a scalar function ¢, its potential: E = dy, i.e. E; = dp/dz".

Type (2,0). In Cartesian coordinates in R3, the cross-product v x w of two
vectors v = (v*) and w = (w’?) has components

(v*w? — v3w?, —vtw?® + 3wt vtw? —v?wt).

On any manifold, if v = (v') and w = (w’) are vectors at a point p then the

quantity 79 = viw’ —vw? is a tensor of type (2,0) at p. Note that this tensor
is alternating i.e. satisfies the symmetry condition 7% = —T7*. Thus the cross-
product v x w of two vectors in R3can be thought of as an alternating (2,0)
tensor. (But this is not always appropriate: e.g. the velocity vector of a point p
performing a uniform rotation about the point o is r x w were r is the direction
vector from o to p and w is a vector along the axis of rotation of length equal to
the angular speed. Such a rotation cannot be defined on a general manifold.)
On any manifold, the alternating (2, 0)-tensor 7% = v*w’/ —v/w® can be thought
of as specifying the two-dimensional “plane element” spanned by v = (v) and
w = (w?) at p.

Type (0,2). A tensor T of type (0,2) can be thought of as a bilinear function
T(v,w) = T;;v'w’ of two vector variables v = (v'), w= (w’) at the same point
p. Such a function can be symmetric, i.e. T(v,w) = T(w,v) or T = T or
alternating, i.e. T(v,w) = —T(w,v) or T% = —T7¢ but need not be either. For
example, on any manifold a Riemann metric g(v,w) = gijviwj is a symmetric
(0,2)-tensor field (which in addition must be nondegenerate: det(g;;) # 0). A
magnetic field B on R3 should be considered an alternating (0,2) tensor field
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in R3: for if J is the current in a conductor moving with velocity V, then the
scalar (B x J)-V is the work done by the magnetic field on the conductor, hence
must be independent of coordinates. But this scalar

(BxJ)-V=B-(JxV)det[B,J, V]| = e,;; B*J'VI

is bilinear and alternating in the variables J, V' hence defines a tensor (B;;) of
type (0,2) given by B;; = e;”-jBk in Cartesian coordinates. ey;; = %1 is the sign
of the permutation (kij) of (123). The scalar is B(J,V) = B;;J'V7. 1t is clear
that in any coordinate system B(J,v) = —B(V,J), i.e. B;; = —Bj, since this
equation holds in the Cartesian coordinates.

As noted above, in R?, any alternating (0,2) tensor T can be written as T'(a,b) =
v+ (a x b) for a unique vector v. Thus T'(v, w) depends only on the vector v x w
which characterizes the “2-plane element” spanned by v and w. This is true
on any manifold: an alternating (0, 2)-tensor T" can be thought of as a function
T(a,b) of two vector variables a,b at the same point p which depends only on
the “2-plane element” spanned by a and b.

Type (1,1). A tensor T of type (1,1) can be thought of a linear transformation
v— T'(v) of the space of vectors at a point p: T transforms a vector v = (v*) at
p into the vector T'(v) = (w?) given by w’ = T/v".

Type (1,3). The stress tensor S of an elastic medium in R?® associates to the
plane element spanned by two vectors a,b at a point p the force acting on this
plane element. If this plane is displaced with velocity v, then the work done
per unit time is a scalar which does not depend on the coordinate system. This
scalar is of the form S(a,b,v) = S;jpa'b/v* if a = (a*), b = (V), v = (v¥). If
this formula is to remain true in any coordinate system, S must be a tensor of
type (0,3). Furthermore, since this scalar depends only on the plane-element
spanned by a,b, it must be alternating in these variables: S(a,b,v) = —S(b, a,v),
i.e. Sijr = —Sjik. Use the correspondence (b) to write in Cartesian coordinates
Sijk = eiﬂP,i.Then

S(a,b,v) = PFejjpa’a’vt =P(a x b) - v.
This formula uses the correspondence (b) and remains true in any coordinate

system related to the Cartesian coordinate system by a transformation with
Jacobian determinant 1.

Appendix 2: Algebraic Definition of Tensors

The tensor product V @ W of two finite dimensional vector spaces (over any
field) may be defined as follows. Take a basis {e; | j = 1,--- ,m} for V and a
basis {fx|k = 1,--- ,n} for W. Create a vector space, denoted V @ W, with a



82 CHAPTER 1. MANIFOLDS

basis consisting of nm symbols e; ® fr. Generally, for z = ) jxje; € Voand
Yy=> 1 yrf €W, let

x®y:2 Tiyre; @ fre Vo W.
ik

The space V @ W is independent of the bases {e;} and {fi} in the following
sense. Any other bases {¢;} and {f} lead to symbols &;& f}, forming a basis of
V&W. We may then identify V&W with V @ W by sending the basis &;&fy, of
V@W to the vectors € ® fk in V® W, and vice versa.
The space V ® W is called the tensor product of V and W. The vector x @ y €
V @ W is called the tensor product of x € V and w € W. (One should keep
in mind that an element of V' ® W looks like )" (;;e; ® fr and may not be
expressible as a single tensor product t®y = Y z;yxe; ® fi.) The triple tensor
products (V1 ® V2) ® V3 and Vi ® (Vo ® V3) may be identified in an obvious way
and simply denoted V; ® Vo ® V3. Similarly one can form the tensor product
Vi ®Vo®---® Vy of any finite number of vector spaces.

This construction applies in particular if one takes for each V; the tangent
space T, M or the cotangent space Ty M at a given point p of a manifold M.
If one takes {9/0z'} and {dx'} as basis for these spaces and writes out the
identification between the tensor spaces constructed by means of another pair
of bases {0/0%'} and {di‘} in terms of components, one finds exactly the
transformation rule for tensors used in definition 1.6.1.

Another message from Herman Weyl. For edification and moral support
contemplate this message from Hermann Weyl’s Raum-Zeit-Materie (my trans-
lation).  Entering into tensor calculus has certainly its conceptual difficulties,
apart of the fear of indices, which has to be overcome. But formally this calcu-
lus is of extreme simplicity, much simpler, for example, than elementary vector
calculus. Two operations: multiplication and contraction, i.e. juxtaposition of
components of tensors with distinct indices and identification of two indices, one
up one down, with implicit summation. It has often been attempted to introduce
an invariant notation for tensor calculus- - -. But then one needs such a mass of
symbols and such an apparatus of rules of calculation (if one does not want to go
back to components after all) that the net effect is very much negative. One has
to protest strongly against these orgies of formalism, with which one now starts
to bother even engineers. — Elsewhere one can find similar sentiments expressed
in similar words with reversed casting of hero and villain.

EXERCISES 1.6

1. Let (T,i{) be the components of a tensor (field) of type (r,s) with respect to
the coordinate system (x%). Show that the quantities GTQ/ 0z™, depending
on one more index m, do not transform like the components of a tensor unless
(r,;s) = (0,0). [You may take (r,s) = (1,1) to simplify the notation.]

2. Let (¢x) be the components of a tensor (field) of type (0,1) (= 1-form) with
respect to the coordinate system (z%). Show that the quantities (9p;/d27) —
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(0p;/0z) depending on two indices ij form the components of a tensor of type
0,2).

3. Let (X%), (Y7) be the components of two tensors (fields) of type (1,0)
(=vector fields) with respect to the coordinate system (x%). Show that the
quantities X7(9Y*/0x7) — YI(0X"/0x?) depending on one index i form the
components of a tensor of type (1,0).

4. Let f be a C? function. (a) Do the quantities 9% f /0202’ depending on the
indices 4j form the components of a tensor field? [Prove your answer.]

(b) Suppose p is a point for which df, = 0. Do the quantities (92 f/9z'0z7),
depending on the indices ij form the components of a tensor at p? [Prove your
answer. |

5. (a) Let I be a quantity represented by (65 ) relative to every coordinate
system. Is T a (1,1)-tensor? Prove your answer. [§7 =Kronecker delta:= 1 if
i =j and = 0 otherwise.]

(b) Let J be a quantity represented by (J;;) relative to every coordinate system.
Is J a (0,2)-tensor? Prove your answer. [§;; =Kronecker delta := 1 if ¢ =j and
= 0 otherwise.]

6. (a) Let (T;) be a quantity depending on a coordinate system around the
point p with the property that for every (1,1)-tensor (S7) at p the scalar Tng
is independent of the coordinate system. Prove that (T}) represents a (1,1)-
tensor at p.

(b) Let (T}) be a quantity depending on a coordinate system around the point
p with the property that for every (0, 1)-tensor (S;) at p the quantity T;Si, de-
pending on the index j, represents a (0, 1)-tensor at p. Prove that (TJZ) represents
a (1,1)-tensor at p.

(c) State a general rule for quantities (T,z{ ) which contains both of the rules
(a) and (b) as special cases. [You need not prove this general rule: the proof is
the same, just some more indices.]

7. Let p = p(t) be a C_2 curve given by 2t = 2%(t) in a coordinate system (z%). Is
the “acceleration” (#%(t)) = (d?x'(t)/dt?) a vector at p(t)? Prove your answer.

8. Let (S;) and (T%) be the components in a coordinate system (z?) of smooth
tensor fields of type (0,1) and (1,0) respectively. Which of the following quan-
tities are tensor fields? Prove your answer and indicate the type of those which
are tensor fields.

(a) O(S;T%)/0x* (b) 0(S;T7)/0z*

(c)(0S;/0z7) — (05;/0x") (d)(0T?/0x7) — (917 | Ox").

9. Prove that the operations on tensors defined in the text do produce tensors
in the following cases.

a) Addition and scalar multiplication. If T;; and S,; are tensors, so are S;; +T;;
and ¢S;; (c any scalar).
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b) Symmetry operations. If T;; is a tensor, then the equation S;; = Tj; de-
fines another tensor S. Prove that this tensor may also defined by the formula
S(v,w) =T (w,v).

¢) Tensor product. If T; and S7 are tensors, so is T;57.

10. a) In the equation A?dz'®(9/027) = AJdz'®(9/d#7) transform the left side
using the transformation rules for dz* and §/0z7 to find the transformation rule
for A7 (thus verifying that the transformation rule is “built into the notation”
as asserted in the text).

b) Find the tensor field ydx @ (9/9y) — xdy ® (0/0z) on R? in polar coordinates
(r, ).

11. Let (2!, 22) = (r,0) be polar coordinates on R?. Let T be the tensor with
components 111 = tanf, Ti5 = 0, To; = 1+ r, Tos = € in these coordinates.
Find the components T% when both indices are raised using the Euclidean
metric on R2.

12. Let V @ W be the tensor product of two finite-dimensional vector spaces as
defined in Appendix 2.

a) Let {e;}, {f;} be bases for V and W, respectively. Let {,} and {f,} be two
other bases and write e; = ajé, f; =0bj fs. Suppose T' € V®@W has components
T with respect to the basis {e; @ f;} and T"* with respect to {&, ® fs}. Show
that T = T a;bi. Generalize this transformation rule to the tensor product
V1 ® Vo2 ® -+ of any finite number of vector spaces. (You need not prove the
generalization in detail. Just indicate the modification in the argument.)
b)This construction applies in particular if one takes for each V; the tangent
space T, M or the cotangent space T;M at a given point p of a manifold M.
If one takes {9/0z'} and {dx'} as basis for these spaces and writes out the
identification between the tensor spaces constructed by means of another pair
of bases {0/0%'} and {di'} in terms of components, one finds exactly the
transformation rule for tensors used in definition 1.6.1. (Verify this statement.)



Chapter 2

Connections and curvature

2.1 Connections

For a scalar-valued, differentiable function f on a manifold M defined in neigh-
borhood of a point p, € M we can define the derivative D, f = df,(v) of f along
a tangent vector v € T, M by the formula

Dof = & 10l = im 1 (F(0)~ f00))

where p(t) is any differentiable curve on M with p(0) = p, and p(0) = v. One
would naturally like to define a directional derivative of an arbitrary differen-
tiable tensor field F' on M, but this cannot be done in the same way, because
one cannot subtract tensors at different points on M. In fact, on an arbitrary
manifold this cannot be done at all (in a reasonable way) unless one adds an-
other piece of structure to the manifold, called a “covariant derivative”. This
we now do, starting with a covariant derivative of vector fields, which will later
be used to define a covariant derivative of arbitrary tensor fields.

2.1.1 Definition. A covariant derivative on M is an operation which produces
for every “input” consisting of (1) a tangent vector v € T, M at some point
po and (2) a smooth vector field X defined in a neighbourhood of p a vector in
T,M, denoted V,X. This operation is subject to the following axioms:

CDL. Vi X = (VuX)+ (V,X)
CD2. VX =aV,X

CD3. Vo (X+Y) = (Vo X)+ (V,Y)
CD4. V,(fX) = (Duf)X+ f(p)(V.X)

for all u,v € T, M, all smooth vector fields X,Y defined around p, all smooth
functions f defined in a neighbourhood of p, and all scalars a € R.

85
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X

v

p

Fig. 1. Input

If XY are two vector fields, we define another vector field VxY by (VxY), =
Vx,Y for all points p where both X and Y are defined. As final axiom we
require:

CD5. If X and Y are smooth, so is VxY
2.1.2 Example. Let V be an n-dimensional vector space considered as a

manifold. Its tangent space T,V at any point p can be identified with V itself:
a basis (e;) of V gives linear coordinates (x%) defined by p = z’e; and tangent
vectors X = X'0/0z" in T,V may be identified with vectors X = X’¢; in V. A
vector field X on V can therefor be indentied with a V—valued function on V'
and one can take for V,X the usual directional derivative D, X, i.e.

1
D,X(po) = lim ~(X(p(1)) = X(p.)) &
where p(t) is any differentiable curve on M with p(0) = p and p(0) = v. If one
writes X = X’e; then this is the componentwise directional derivative

D,X = (D,XYe; +---+ (D, X™)e,. (1)

Now let S be a submanifold of the Euclidean space F, i.e a vector space equipped
with a with its positive definite inner product. For any p € S the tangent space
T,S is a subspace of T, E and vector field X on S is an E-valued function on
S whose value X, at p € S lies in the subspace 1,5 of E. The componwise
directional derivative D, X in FE of a vector field on S along a tangent vector
v € T},S is in general no longer tangential to S, hence cannot be used to define
a covariant derivative on S. However, any vector in E can be uniquely written
as a sum of vector in 7,5 (its tangential component) and a vector orthogonal
to TS and the definition

V3 X := tangential component of D,X. (4)
does define a covariant derivative on S. By definiton, this definition means that
D, X = VfX + a vector orthogonal to T),S. (5)

D, X is the covariant derivative on the ambient Euclidean space F, i.e. the
componentwise derivative defined by equation (2). It is evidently well defined,
even though X is only defined on S: one chooses for p(¢) a curve which lies in S.
In fact, to define V, X at p, it evidently suffices to know X along a curve p(t)
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with p(0) = p, and p(0) = p. (We shall see later that is true for any covariant
derivative on a manifold.) V* is a covariant derivative on the submanifold S of
R™, called the covariant derivative induced by the inner product on R™. (The
inner product is needed for the orthogonal splitting.)

2.1.3 Example. Let S be the sphere S = {p € R3 | |[p| = 1} in E = R3. Let
x,y, z be the Cartesian coordinates on R3. Define coordinates ¢, 6 on S by (6, ¢)
defined by

r =cosfsing, y=sinfsing, z=cos¢

As vectors on R3 tangential to S the coordinate vector fields are

0 0 . 0 .
— = cosfcos (;5% + sm@cosqba—y — sm(b@

09
0 ) ., 0 ., 0
90— —smﬁsm(b% +cos€sm¢8—y.

D, X is the componentwise derivative in the coordinate system x,y, z,

0 0 0
if X = X*— XY — X*—
! Or + 6y+ 0z
then D,X = (D,X") 2 + (D, x")2 + (D,x7) 2
TN o oy U0z

where D, f = df(v) is the directional derivative of a function f as above. For
example, if we take X = as well as v = a and write a 3 for D, when v = a ¢

éhzs o}
then we find
D 0 0 0
%a—(b = —sin¢ cosf 9 sin ¢ sin@ a—y — cos¢ — ER

g9 _,9_,9
oz yay 0z

This vector is obviously orthogonal to7,S = {a + b2 5y T c ~ | ax + by+

cz = 0}. Therefore its tangential component is zero: g—;% = 0. Note that we

can calculate Dy X even if X is only defined on 52, provided Y is tangential to

52, e.g. in the calculation of 2 56 (% above.

From now on we assume that M has a covariant derivative V. Let z!,--- 2"

be a coordinate system on M. To simplify notation, write 9; = 9/0x7, and
V,;X = VX/0z7 for the covariant derivative of X along ;. On the coordinate
domain, vector fields X,Y" can be written as X =}, X709 and Y =}, Y79;.
Calculate:

VyX =) Vyiy,(X'0;) [by CD1 and CD3]

= Y9(9;X)0; + YIX*(V;0;) [by CD2 and CD4].
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Since V;0; is itself a smooth vector field [CD5], it can be written as

V0= T% ok (6)
k

for certain smooth functions Fi—“j on the coordinate domain. Omitting the sum-
mation signs we get

VyX = (YI9; X"+ TLYIX)0, . (7)

One sees from this equation that one can calculate any covariant derivative as
soon as one knows the Fi—“j. In spite of their appearance, the Ffj are not the
components of a tensor field on M. The reason can be traced to the fact that
to calculate Vy X at a point p € M it is not sufficient to know the vector X,
at p.

As just remarked, the value of Vy X at p depends not only on the value of X
at p; it depends also on the partial derivatives at p of the components of X
relative to a coordinate system. On the other hand, it is not necessary to know
all of these partial derivatives to calculate V, X for a given v € T, M. In fact it
suffices to know the directional derivatives of these components alone the vector
v only. To see this, let p(t) be a differentiable curve on M. Using equation (7)
with Y replaced by the tangent vector p(t) of p(t) one gets

dx? de? .
— k k 7
VX = (X4 + T T
dX* da? .
= (&4 rk 7)(1)8 .
( a T a »
For a given value of ¢, this expression depends only on the components X* of
X at p = p(t) and their derivatives % along the tangent vector v = p(t) of

the curve p(t). If one omits even the curve p = p(t) from the notation the last
equation reads

VX = (dX*+ w)oy. (8)

where wF = Ffj dz?. This equation evidently gives the covariant derivative V, X
as a linear function of a tangent vector v with value in the tangent space. Its
components dX¥+ w} are linear functions of v, i.e. differential forms. The
differential forms w¥ = I‘fj dz? are called the connection forms with respect to
the coordinate frame {0y} and the l"fj connection coefficients. The equation
V,;0; = Ffj Oy, for the Ffj becomes the equation V0, = wfak for the wf.

2.1.4 Example. Let S be an m-dimensional submanifold of the Euclidean
space F with the induced covariant derivative V = V. Let X be a vector field
on S and p = p(t) be a curve. Then X may be also considered as a vector field
on E defined along S, hence as a function on S with values in £ = T,E. By
definition, the covariant derivative DX/dt in E is the derivative dX/dt of this
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vector-valued function along p = p(t), the covariant derivative VX/dt on S its
tangential component. Thus

bX _ VX + t th lto S
= —— + a vector orthogonal to
At dt &
n terms of a coordinate system (t!,--- ™) on S, write X = X*-2 57 and then
DX
- = (dXx* + )8 - +a vector orthogonal to S

In particular take X to be the ith coordinate vector field 9/9t* on S and p = p(t)
the jth coordinate line through a point with tangent vector p = §/0t’. Then
X = 9/0t" is the ith partial dp/dt’ of the E—valued function p = p(t!,--- ,t™)
and its covariant derivative DX/dt in E is
0? vV 0
P _ + a vector orthogonal to S

tiot: — oti ot
= Z I‘” 8 % T & vector orthogonal to S

Take the scalar product of both sides with % in £ to find that

?p o ., 0 0

otioti ot~ T otk gl

since % is tangential to S. This may be written as

>p 9 k
avor o Ly

where gy is the coefficient of the induced Riemann metric ds? = 9ij dt'dt? on S.
Solve for Ffj to find that

Ik 32]9 dp
otioti ot

k _
rk =

where gklglj = 6;?.

As specific case, take S to be the sphere 22 + y? + 22 = 1 in E = R® with
coordinates p = p(6, ¢) defined by x = cosfsin¢ , y =sinfsin g, z = cos . As
vector fields in F along S the coordinate vector fields are

o = —Sin@sinqb2 +cos€singz§2.

00

9 _ cochos¢ 0 —|—sm9005¢— —sm¢—

o
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The componentwise derivatives in E are

0%p ., 0 o0
502 = —cosesmqﬁa — sm&smq&a—y
9%p N A B,
907 cosGsnqu% — Sln951n¢>8—y — cosqba—
0%p 0 0
9000 —51n9005¢—x+0089c05¢—y

3*p 3
The only nonzero scalar products g7 - 57 are

?p 0 0? 0
8012) a—z——sin¢cos¢, 89§¢-8—5251n¢cos¢
and the Riemann metric is ds®> = sin?6@d#? + d¢?. Since the matrix g;; is
1 sz

diagonal the equations for the I's become Ffj =
nonzero I's are

Gax BTOT atk and the only

2.1.5 Definition. Let p(t) be a curve in M. A vector field X (¢) along p(t)

is a rule which associates to each value of ¢ for which p(¢) is defined a vector
X(t) € TpyM at p(t).

If the curve p(t) intersects itself, i.e. if p(t1) = p(t2) for some t; # to a vector
field X (t) along p(t) will generally attach two different vectors X (¢1) and X (¢2)
to the point p(t1) = p(ta).

Relative to a coordinate system we can write

Z Xt ( ox? ) 9)

at all points p(t) in the coordinate domain. When the curve is smooth the we
say X is smooth if the X* are smooth functions of ¢ for all coordinate systems.
If p(t) is a smooth curve and X (¢) a smooth vector field along p(t), we define

vx

=V, X.
dt p

The right side makes sense in view of (8) and defines another vector field along

p(t).
In coordinates,

%:Z ( Z kS dx 1)6 (10)
k
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2.1.6 Lemma (Chain Rule). Let X = X(t) be a vector field along a curve

p(t) and let X = X(t) be obtained from X (t) by a change of parameter t = f(1).
Then
VX dtVX

At dt dt

Proof. A change of parameter ¢t = f() in a curve p(t) is understood to be a
diffeomorphism between the intervals of definition. Now calculate:

VX ka dz? ;N\ 0
7*2 ( L a X)%
dx* dt dzd dt ,,\ O
_Z< dt dt %,:F?jﬁde)axk
_dtVX
Todiodt

2.1.7 Theorem. Let p(t) be a smooth curve on M, p, = p(t,) a point on p(t).

Given any vector v € Ty, M at p, there is a unique smooth vector field X along
p(t) so that
VX
St

Proof. In coordinates, the conditions on X are

= 0,X(t,) =

dx* L p dad
dt Ay

ij

Xi=0, X*t,) ="

From the theory of differential equations one knows that these equations do
indeed have a unique solution X', --- , X" where the X* are smooth functions
of t. This proves the theorem when the curve p(t) lies in a single coordinate do-
main. Otherwise one has to cover the curve with several overlapping coordinate
domains and apply this argument successively within each coordinate domain,
taking as initial vector X (t;) for the j-th coordinate domain the vector at the
point p(t;) obtained from the previous coordinate domain. O

Remark. Actually the existence theorem for systems of differential equations
only guarantees the existence of a solution X*(t) for ¢ in some interval around
0. This should be kept in mind, but we shall not bother to state it explicitly.
This caveat applies whenever we deal with solutions of differential equations.

2.1.8 Supplement to the theorem. The vector field X along a curve C :p =
p(t) satisfying
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1s independent of the parametrization.

This should be understood in the following sense. Consider the curve p = p(t)
and the vector field X = X (t) as functions of ¢ by substituting ¢ = f(f). Then
VX/dt = f'(t)VX/dt = 0,s0 X = X () is the unique vector field along p = p({)
satisfying X (t,) = X (t,) = v.

2.1.9 Definitions. Let C : p = p(t) be a smooth curve on M.

(a) A vector smooth field X (¢) along ¢ satisfying VX /dt = 0 is said to be
parallel along p(t).

(b) Let p, = p(t,) and p; = p(t1) two points on C. For each vector
Vo € Tp, M define a vector v1 € T, M by w = X(t1) where X is the unique
vector field along p(t) satisfying VX/dt = 0, X (t,) = v,. The vector v1 € T, M
is called parallel transport of v, € T, , M from p, to p; along p(¢). It is denoted

vy =T(t, — t1)v,. (12)
¢) The map T'(t, — t1) : T, M — T, M is called parallel transport from
Po P1
Po to p1 along p(t).

It is important to remember that T(¢, — ¢;) depends in general on the curve
p(t) from p, to p1, not just on the endpoints p, and p;. This is important and
to bring this out we may write C': p = p(¢) for the curve and Te(t, — t1) for
the parallel transport along C.

2.1.10 Theorem. Let p(t) be a smooth curve on M, p, = p(t,) and p1 = p(t1)
two points on p(t). The parallel transport along p(t) from p, to p1,

T(te —t1) : Tp,M - T, M

s an invertible linear transformation.

Proof. The linearity of T'(t, — ¢1) comes from the linearity of the covariant
derivative along p(t):

Vv Vv Vv Vv VX
%(X + V)= (@X) + (ay) ) (aaX) = G(W) (a € R).

The map T'(t, — t1) is invertible and its inverse is T'(t; — t,) since the equations

VX
dt =0, X(t,) = v, X(t1) = v1
t
say both v; = T(t; — t,)v, and v, = T(t, — t1)vs1. O

In coordinates (%) the parallel transport equation VX/dt = 0 along a curve
p = p(t) says that VX = (dX* + wF)9, = 0 if one sets dz’ = i'(t)dt in
wl’? = I‘fj dz?. In this sense the parallel transport is described by the equations
dX* = —wF and one might say that —w¥ = —Ffj dz’ is the matrix of the
“infinitesimal” parallel transport along the vector with components dz?. This
matrix should not be thought of as a linear transformation of the tangent space
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at p(27) into itself. (That transformation would depend on coordinate system.).
Classical differential geometersﬂ thought of it as a linear transformation from
the tangent space at p(27) to the tangent space at the “infinitesimally close”
point p(x? +dx’), and this is the way this concept was introduced by Levi-Civita
in 1917.

A covariant derivative on a manifold is also called an affine connection, because
it leads to a notion of parallel transport along curves which “connects” tangent
vectors at different points, a bit like in the “affine space” R™, where one may
transport tangent vectors from one point to another parallel translation (see
the example below). The fundamental difference is that parallel transport for
a general covariant derivative depends on a curve connecting the points, while
in an affine space it depends on the points only. While the terms ”covariant
derivatives” and “connection” are logically equivalent, they carry different con-
notations, which can be gleaned from the words themselves.

2.1.11 Example 2.1.2 (continued). Let M = R" with the covariant derivative
defined earlier. We identify tangent vectors to M at any point with vectors in
R™. Then parallel transport along any curve keeps the components of vectors
with respect to the standard coordinates constant, i.e. T'(t, — t1) : Tp,, M —
T,, M is the identity mapping if we identify both T, M and T,, M with R™ as
just described.

2.1.12 Example 2.1.3 (continued). Let F = R? with its positive definite
inner product, S = {p € E | ||p|| = 1} the unit sphere about the origin. S is a
submanifold of E and for any p € S, T,S is identified with the subspace {v € E
| v-p =0} of E orthogonal to p. S has a covariant derivative V induced by the
componentwise covariant derivative D in E: for v € T},S and X a vector field
on S, i.e.

VX = tangential component of DX.

The tangential component of a vector on can be obtained by subtracting the
normal component, i.e.

V,X=VEX - (N-D,X)N

where N is the unit normal vector N at point p on S (in either direction). On
the sphere S we simply have N = p in T,E = E. So if X(t) is a vector field
along a curve p(t) on S, then its covariant derivative on S is

VX DX dX

7 T (p(t) - E)P(t)

where DX /dt is the componentwise derivative on E = R3. We shall explicitly
determine the parallel transport along great circles on S. Let p, € S be a point
of S, e € T,,S a unit vector. Thus e-p, = 0,e-e = 1. The great circle through
Do in the direction e is the curve p(t) on S given by p(t) = (cost)p,+ (sint)e.

LCartan “Legons” (1925-1926) §85, Weyl “Raum-Zeit-Materie” (1922 edition) §12 and §15.
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D(t)

Fig. 2. A great circle on S

A vector field X (¢) along p(t) is parallel if VX/dt = 0. Take in particular
for X the vector field E(t) = p(t) along p(t), i.e E(t) = —sintp,+ coste .
Then DE/dt = p(t) = —p(t), from which it follows that VE/dt = 0 by the
formula above. Let f € T,,S be one of the two unit vectors orthogonal to e, i.e.
[ po=0,f-e=0,f-f=1. Then f-p(t) =0 for any t, so f € TS for any
t. Define a second vector field F' along p(t) by setting F'(¢t) = f for all t. Then
again VF/dt = 0. Thus the two vector fields E, F, are parallel along the great
circle p(t) and form an orthonormal basis of the tangent space to S at any point
of p(t).

Any tangent vector v € T, S can be uniquely written as v = ae + bf with
a,b € R. Let X (t) be the vector field along p(t) defined by X (¢) = aE(t)+bF(t)
for all t. Then VX /dt = 0. Thus the parallel transport along p(t) is given by

T —t):T,,S = Tpw)S, ae +bf — aE(t) + bF(t).

In other words, parallel transport along p(t) leaves the components of vectors
with respect to the bases E, F unchanged. This may also be described geo-
metrically like this: w = T'(0 — t)v has the same length as v and makes the
same angle with the tangent vector p(t) at p(t) as v makes with the tangent
vector p(0) at p(0). (This follows from the fact that F, F' are orthonormal and

E(t) = p(t).)

Fig. 3. Parallel transport along a great circle on S



2.1. CONNECTIONS 95

2.1.13 Theorem. Let p = p(t) be a smooth curve in M, p, = p(t,) a point
on p(t), v, , v, a basis for the tangent space T, M at p,. There are unique
parallel vector fields Fy(t), -+, En(t) along p(t) so that

El(to) =V, aEn(to) = Unp.
For any value of t, the vectors Ey(t),--- , E,(t) form a basis for T, M.

Proof. This follows from theorems 2.1.7, 2.1.10, since an invertible linear trans-
formation maps a basis to a basis. O

2.1.14 Definition. Let p = p(t) be a smooth curve in M. A parallel frame along
p(t) is an n—tuple of parallel vector fields Ey(t),-- - , E,(t) along p(t) which form
a basis for T}y M for any value of .

2.1.15 Theorem. Let p = p(t) be a smooth curve in M, Ey(t), -+, E,(t) a
parallel frame along p(t).
(a) Let X (t) = £4(t) E;(t) be a smooth vector field along p(t). Then

VX d¢
- = E-(1).
dt dt i(®)

(b) Let v=a'F;(t,) € Tpt )M a vector at p(t,). Then for any value of t,
T(t, — t)v = a'Ey(t).

Proof. (a) Since VE;/dt = 0, by hypothesis, we find

VX V(EE) dﬁiE‘
dt —  dt  dt

VE, d¢
dt — dt

+¢ E;+0
as required.
(b) Apply T'(t, — t) to v = a'E;(t,) we get by linearity,

T(t, — t)v = a'T(t, — t)E;(t,) = a'Ey(t)

as required. O

Remarks. This theorem says that with respect to a parallel frame along p(¢),
(a) the covariant derivative along p(t) equals the componentwise derivative,
(b) the parallel transport along p(t) equals the transport by constant compo-
nents.

Covariant differentiation of arbitrary tensor fields

2.1.16 Theorem. There is a unique operation which produces for every “input”
consisting of (1) a tangent vector v € T,M at some point p and (2) a smooth
tensor field defined in a neighbourhood of p a tensor V, T at p of the same type,
denoted V., T, subject to the following conditions.
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0. If X is a vector field, the VX is its covariant derivative with respect to the
given covariant-derivative operation on M.

1. v(quv)T = (VUT)+ (va)

2. VT =a(V,T)

3. V,(T+ S) = (V,T)+ (V,S)

4. Vo(S-T) = (VyS) - T(p)+ S(p) - (V1)

for all p € M,all u,v € T,M, all a€ R, and all tensor fields S,T defined in a
neighbourhood of p. The products of tensors like S-T are tensor products S®T
contracted with respect to any collection of indices (possibly not contracted at
all).

Remark. For given coordinates (z%), abbreviate 9; := 9/9x" and V; := Voowi-
If X is a vector field and T a tensor field, then VxT is a tensor field of the
same type as T. If X = X*9j,, then VxT = X*V, T, by rules (1.) and (2.). So
one only needs to know the components (V;@T)z- of V,T. The explicit formula
is easily worked out, but will not be needed.

We shall indicate the proof after looking at some examples.

2.1.17 Examples.
(a) Covariant derivative of a scalar function. Let f be a smooth covariant
derivative of a covector scalar function on M. For every vector field X we have

Vo(fX) = (Vo /)X(p) + f(p) (Vo X)

by (4). On the other hand since V,, fX is the given covariant derivative, by (0.),
we have

Vo(fX) = (Do /)X (p) + f(P) (Vo X)
where D, f =df,(v) by the axiom CD4. Thus V, f = D, f.

(b) Covariant derivative of a covector field Let F = F;dz" be a smooth covector
field (differential 1-form). Let X = X'9; be any vector field. Take F'-X = F; X".
By 4.

Vi(F-X) = (V;F) - X+ F-(V;X)

In terms of components:
V;(F'X;) = (V;F) X'+ Fi(V;X)' (1)
By part (a), the left side is:
9;(FiX") = (0;F)) X" + Fi(9;X") (2)
Substitute the right side of (1) for the left side of (2):
(V;F)iX' + Fi(V;X)" = (0;F,)X" + F,(9;X"). (3)
Rearrange terms in (3):

[(ViF)i — 0;F]X" = F[—(V;X)" + 8, X"]. (4)
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Since 4 4 .
VX = (0;X1)0; + X' (V;0;) = (0;X*)0) + X'T};0k

we get ‘
(V;X)F = 9; X" + X'TE, (5)

Substitute (5) into (4) after changing an index i to k in (4):
(V;F)i — 0;F)X" = Fp[—(V; X)* + 8;X*] = Fi,[-X'T})]
Since X is arbitrary, we may compare coefficients of X*:
(ViF); — 0;F; = —FL};.
We arrive at the formula:
k
(ViF)i = 0;F; — Fi Iy
which is also written as Fj ; = 0;F; — FkI‘fj.
In particular, for the coordinate differential F = dz?, i.e. F; = §;, we find
V,(da’) = —T%;da’
which should be compared with

0o
0x? 4 gk

Vi(

The last two formulas together with the product rule 4. evidently suffice to
compute V,T for any tensor field T = Tlf_::'dﬂcb ® 820, ® - -+ . This proves the
uniqueness part of the theorem. To prove the existence part one has to show
that if one defines V,,T" in this unique way, then 1.-4. hold, but we shall omit
this verification.

EXERCISES 2.1

1. (a) Verify that the covariant derivatives defined in example 2.1.2 above do
indeed satisfy the axioms CD1 - CD5.
(b) Do the same for example 2.1.3.

2. Complete the proof of Theorem 2.1.10 by showing that T = Te(t, — t1) :
TpityM — Ty, )M is linear, ie. T'(u+v) = T'(u) +T(v) and T'(av) = aT'(v)
for all u,v € Ty,;, )M, a € R.

3. Verify the assertions concerning parallel transport in R™ in example 2.1.11.
4. Prove theorem 2.1.16.

5. Let M be the 3-dimensional vector space R? with an indefinite inner product
(v,v) = =22 —y? + 22 if v = xe;+ yea+ zez and corresponding metric —dz? —
dy® + dz2. Let S be the pseudo-sphere S = {p € R® | —2? — y? + 22 = 1}.
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(a) Let p € S. Show that every vector v € R? can be uniquely written as a sum
of a vector tangential to S at p an a vector orthogonal to S at p:

v=a+b,acT,S, (b-w)g=0 for all we T,S.

[Suggestion: Let e, f be an orthonormal basis e, f for T},S: (e-e) = -1, (f-f) =
—1, (e- f) =0. Then any a€ T,,S can be written as a= ae + 3f with o, 8 € R.
Try to determine «, 8 so that b = v — a is orthogonal to e, f.]

(b) Define a covariant derivative on S as in the positive definite case:

V;?X = component of V, X tangential to T}, S.

Let p, be a point of S, e € T),,S a unit vector (i.e. (e,e) = —1). Let p(t) be the
curve on S defined by p(t) = (cosh t)p+ (sinh t)e. Find two vector fields F(t),
F(t) along p(t) so that parallel transport along p(t) is given by

T —t): T,,8 — TS, aE(0) + bF(0) — aE(t)+ bF(t).

6. Let S be the surface (torus) in Euclidean 3-space R? with the equation

(Va2 +y2 —a)? + 22 =b? a>b>0.
Let (0, ¢) be the coordinates on S defined by
x=(a+bcos¢p)cosl,y=(a+bcoseg)sinb, z = bsin ¢.

Let C: p = p(t) be the curve with parametric equations ¢ = t,6 = 0 (constant).
a) Show that the vector fields E = ||0p/d¢|~10p/d¢ and F = ||0p/d0|~10p/50
form a parallel orthonormal frame along C.

b) Consider the parallel transport along C from p, = (a+b,0,0) to p1 = (a,0,b).
Find the parallel transport v1 = (aq, 81,71) of a vector v, = (Q, B0,70) € R3
tangent to .S at p,.

7. Let (0,r) be polar coordinates on R*: z = rcosf, y = rsinf. Calculate
all Ff’j for the covariant derivative on R? defined in example 2.1.2. (Use r,0 as
indices instead of 1,2.)

8. Let (p, 0, ¢) be spherical coordinates on R*: 2 = psin ¢ cos ),y = psin ¢siné, z =
pcos ¢. Calculate F’; p(k = p, ¢,0) for the covariant derivative on R? defined in
example 2.1.2. (Use p, ¢, 0 as indices instead of 1,2,3.)

9. Define coordinates (u,v, z) on R? by the formula » = %(u2 —v?),y =uv, z =

z. Calculate T'*_, kj = wu,v,z, for the covariant derivative on R? defined in

uz’

example 2.1.2. (Use u, v,z as indicesinstead of 1,2,3.)

10. Let S = {p = (z,9,2) € R® | 2z = 22 + y?} and let V = V¥ be the induced
covariant derivative. Define a coordinate system (r,0) on S by © = rcosf, y =
rsinf, z = r2. Calculate V,.9, and V40, .

11. Let S be a surface of revolution, S = {p = (z,y,2) € R® | r = f(2)}
where 72 = 22 4+ y? and f a positive differentiable function. Let V = V be
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the induced covariant derivative. Define a coordinate system (z,6) on S by
x = f(2)cosb, y = f(2)sinb, z = z.

a) Show that the coordinate vector fields 9, = Op/0z and 9y = Op/00 are
orthogonal at each point of S.

b) Let C: p = p(t) be a meridian on S, i.e. a curve with parametric equations
z =t, 0 =0, Show that the vector fields E = ||9y]|7*0p and F = ||0.|| =10,
form a parallel frame along C'.

[Suggestion. Show first that F is parallel along C. To prove that F is also
parallel along C differentiate the equations (F - F) = 1 and (F - E) = 0 with
respect to t.]

12. Let S be a surface in R? with its induced connection V. Let C: p = p(t) be
a curve on S.

a) Let E(t), F(t) be two vector fields along C. Show that

d VE VF

Y B.F) = (71:) (Ei)

dt( ) dt * dt
b) Show that parallel transport along C' preserves the scalar products vectors,
ie.

(Te(to — t1)u, To(to — t1)v) = (u,v)
for all u,v € Tjy,)S.
c¢) Show that there exist orthonormal parallel frames F1, E5 along C.
13. Let T be a tensor-field of type (1,1). Derive a formula for (V;T)%. [Sugges-

tion: Write T' =T} aia ® dx® and use the appropriate rules 0.— 4.]

2.2 Geodesics

2.2.1 Definition. Let M be a manifold with a connection V. A smooth curve
p = p(t) on M is said to be a geodesic (of the connection) V if Vp/dt = 0 i.e.
the tangent vector field p(t) is parallel along p(t). We write this equation also
as

V2p
— =0. 1
2 (1)
In terms of the coordinates (x1(t), - -+ ,z"(t)) of p = p(t) relative to a coordinate
system z!,--- 2™ the equation (1) becomes
d?x* dx* da?
- k. = =90
dt? + %: Yodt dt

2.2.2 Example. Let M = R"™ with its usual covariant derivatives. For p(t) =

(x1(t),+ - ,w,(t)) the equation VZp/dt? = 0 says that #;(t) = 0 for all ¢, so
x;(t) = a; + tb; and x(t) = a + tb is a straight line.

2.2.3 Example. Let S = {p € E | ||p|| = 1} be the unit sphere in a Euclidean
3-space E =R3. Let C be the great circle through p ¢ S with direction vector
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e, i,e. p(t) = cos(t)p + sin(t)e where e-p = 0, e - e = 1. We have shown
previously that V2p/dt? = 0. Thus each great circle is a geodesic. The same is
true if we change the parametrization by some constant factor, say «, so that
p(t) = cos(at)p+ sin(at)e. It will follow from the theorem below that every
geodesic is of this form

2.2.4 Theorem. Let M be a manifold with a connection V. Let p € M be
a point in M, v € T,M a vector at p. Then there is a unique geodesic p(t),
defined on some interval around t= 0, so that p(0) = p,p(0) = v.

Proof. In terms of a coordinate system around p, the condition on p is

d?z® dxt da’
=2 = _9
az " ; Yodt o dt ’
dz*(0
2% (0) = zo, 7dt( ) = ok,
This system of differential equations has a unique solution subject to given the
initial condition. U

2.2.5 Definition. Fix p, € M. A coordinate system (z*) around p, is said to
be a local inertial frame (or locally geodesic coordinate system) at p, if all T¢,
vanish at p,, i.e. if

0
(5w

2.2.6 Theorem. There exists a local inertial frame (') around p, if and only

) =0 for all rs.
Po

if the Ff’j with respect to an arbitrary coordinate system (x%) satisfy

Vo _ Vo
Oz Oxd ~ OxI Hxt

IE =Tk at p, (all ijk) e at po (all 7j).

Proof. We shall need the transformation formula for the I‘fj

- ozt ;1 9%xk Oz Oxd
to_ 27 ( 4 ’?,)
TS Qxk \oxrors Oz 015 Y

whose proof is left as an exercise. Start with an arbitrary coordinate system
(z*) around p, and consider a coordinate transformation expanded into a Taylor
to second order:

1
(2" = wg) = ag (2" = 75) + Sar (77 — T (2" = 75) + -+
Thus dz*/0z" = af and 022*/0z"0z° = af, atp,. We want to determine the
coefficients a¥,a”,, - so that the transformed I, all vanish at p,. The coef-
ficients af must form an invertible matrix, representing the differential of the
coordinate transformation at p,. The coefficients a¥, must be symmetric in

rs, representing the second order term in the Taylor series. These coefficients
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aF,ak,, - must further be chosen so that the term in parentheses in the trans-

formation formula vanishes, i.e. af, + aiagf‘fj = 0. For each k, this equation
determines the a¥, uniquely, but requires that Ffj be symmetric in ij, since a¥,
has to be symmetric in rs. The higher-order terms are left arbitrary. (They
could all be chosen equal to zero, to have a specific coordinate transformation.)
Thus a coordinate transformation of the required type exists if and only if the
I‘fj are symmetric in ij. O

2.2.7 Remark. The proof shows that, relative to a given coordinate system
(x%), the Taylor series of a local inertial frame (z') at p, is uniquely up to
second order if the first order term is fixed arbitrarily. For this one can see that
a local inertial frame is unique up to a transformation of the form

o' —a, = a (7' — 7;) +0(2)

where 0(2) denotes terms of degree > 2.

2.2.8 Definition. The covariant derivative V is said to be symmetric if the
condition of the theorem holds for all point p,, i.e. if I‘fj = Ffi for some (hence

every) coordinate system (z?).

2.2.9 Lemma. Fix p, € M. For v € T, M, let p,(t) be the unique geodesic
with p,(0) = po, p,,(0) = v. Then p,(at) = pay(¢) for all a,t € R.

Proof. Calculate

< (tan) = o (22 (an
vd (pv(at)) = a2<zdpv)(at) =0

dt dt dt dt
d o dpy
-, Fv t - t =
Polat) T (at) T
Hence p,(at) = pay(t). O

2.2.10 Corollary. Fiz p € M. There is a unique map T,M — M which sends
the line tv in T, M to the geodesic p,(t) with initial velocity v.

Proof. This map is given by v — p,(1): it follows from the lemma that
Do (t) = pip(1), so this map does send the line tv to the geodesic p,(t). O

2.2.11 Definition. The map T,M — M of the previous corollary is called the
geodesic spray or exponential map of the connection at p, denoted v — exp, v.

The exponential notation may seem strange; it can be motivated as follows. By
definition, the tangent vector to the curve exp, (tv) parallel transport of v from
0 to t. If this parallel transport is denoted by T'(exp,(tv)), then the definition
says that

dexp,(tv)

L = T(exp, (1),
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which is a differential equation for exp,(tv) formally similar to the equation
dexp(tv)/dt = exp(tv)v for the scalar exponential. That the map exp,, : T, M —
M is smooth follows from a theorem on differential equation, which guarantees
that the solution 2% = x*(t) of (3) depends in a smooth fashion on the initial
conditions (4).

2.2.12 Theorem. For any p € M the geodesic spray exp,, : T,M — M maps a
neighbourhood of 0 in T,M one-to-one onto a neighbourhood of p in M.

Proof. We apply the inverse function theorem. The differential of exp,, at 0 is
given by
d
v — (a expp(tv))t:O =0
hence is the identity on T, M. O

This theorem allows us to introduce a coordinate system () in a neighbourhood
of p, by using the components of v € T}, M with respect to some fixed basis
€1, ,en as the coordinates of the point p = exp, v. In more detail, this
means that the coordinates (z%) are defined by the equation p = exp,, (rle; +
e+ x”en).

Fig. 1. The geodesic spray on S

2.2.13 Theorem. Assume V is symmetric. Fiz p, € M, and a basis (e, -,
en) for Tp,M. Then the equation p = exp,, (rle; + -+ +a"e,) defines a local
inertial frame (z°) at p,.

2.2.14 Definition. Such a coordinate system (z') around p, is called a normal
inertial frame at p, (or a normal geodesic coordinate system at p,). It is unique
up to a linear change of coordinates 77 = alz’, corresponding to a change of
basis €; = agej.

Proof of the theorem. We have to show that all Ffj =0 at p,. Fix v = &le;.
The (#')-coordinates of p = exp,, (tv) are 2 = t&'. Since these z* = z'(t) are
the coordinates of the geodesic p,(t) we get

d%a® p drt da?
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This gives
D g =0
j

Here I‘fj = I‘fj(tfl, < t€™). Set t = 0 in this equation and then take the
second-order partial 9%/9£:9¢7 to find that Ffj + l"fi =0 at p, for all ijk. Since
V is symmetric, this gives Ffj =0 at p, for all ijk, as required. O

EXERCISES 2.2

1. Use theorem 2.2.4 to prove that every geodesic on the sphere S of example
2.2.3 is a great circle.

2. Referring to exercise 7 of 2.2, show that for each constant « the curve p(t) =
(cosh at)p,+ (sinh at)e is a geodesic on the pseudosphere S.

3. Prove the transformation formula for the Ffj from the definition of the Ffj.

4. Suppose( 7') is a local inertial frame at p,. Let (z%) be a coordinate system
so that

ot — 2l =al(z' — z) +0(2)
as in remark 2.2.7. Prove that (z%) is also a local inertial frame at p,. (It can
be shown that any two local inertial frames at p, are related by a coordinate
transformation of this type.)

5. Let (z') be a coordinate system on R™ so that 'L, = 0 at all points of
R™. Show that (Z') is an affine coordinate system, i.e. (Z') is related to the
Cartesian coordinate system (z*) by an affine transformation:

=zl 4 al(2) — ).
6. Let S be the cylinder 22 + y? = 1 in R3 with the induced connection. Show

that for any constants a,b,c,d the curve p = p(t) with parametric equations
x = cos(at +b), y =sin(at +b), z=ct+d

is a geodesic and that every geodesic is of this form.

7. Let p = p(t) be a geodesic on some manifold M with a connection V. Let
p = p(t(s)) be the curve obtained by a change of parameter ¢ = ¢(s). Show that
p(t(s)) is a geodesic if and only if ¢ = as + b for some constants a, b.

8. Let p = p(t) be a geodesic on some manifold M with a connection V. Suppose
there is t, # t1 so that p(t,) = p(t1) and p(t,) = p(t1) . Show that the geodesic
is periodic, i.e. there is a constant ¢ so that p(t + ¢) = p(t) for all ¢.

9. Let S be a surface of revolution, S = {p = (z,y,2) € R® | r = f(2)} where
r?2 = 22492 and f a positive differentiable function. Let V = V* be the induced
covariant derivative. Define a coordinate system (z,6) on S by x = f(z) cosb,
y = f(2)sinf, z = z. Let p = p(t) be a curve of the form § = 6, parametrized by
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arclength, i.e. with parametric equations 6 = 0, z = z(t) and (p(t) - p(t)) = 1.
Show that p(t) is a geodesic. [Suggestion. Show that the vector p(t) in R? is
orthogonal to both coordinate vector fields 9, and dy on S at p(t). Note that
p(t) = (Op/0z)Z(t) is parallel to 0, while 9, and Jy are orthogonal. Differentiate
the equations (p(t) - p(t)) =1 and (9, - dg) = 0 with respect to ¢.]

2.3 Riemann curvature

Throughout, M is a manifold with a connection V.

2.3.1 Definition. A parametrized surface in M is a smooth function R? — M,
(0,7) — p=p(o,T), defined (at least) on some rectangle {(o,7) | |0 — 0,| < a,
|7 — 7] < b}

Fig. 1. A parametrized surface

A wvector field along a parametrized surface assigns to each point p = p(o,7) a
vector W = W (o, ) in T,M. The parameter vector fields U = 0p(o,T)/do and
V = 0p(o,7)/01 along p = p(o,7) are furthermore tangential to the surface,
but in general W = W(o,7) need not be. The covariant derivatives along
the parameter vector fields are the covariant derivatives along the o—lines and
7-lines, denoted V /0o and V/Or.

2.3.2 Theorem. Let p = p(o,7) be a parametrized surface. The vector

_Vop Vop
T, v) = Or 00 0o Ot

depends only on the vectors U and V at the point p(o, 7). Relative to a coordi-
nate system (x*) this vector is given by

;!
krri

where Ti’} = Ffj — Fg?i is a tensor of type (1,2), called the torsion tensor of the
connection V.
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Proof. In coordinates (z') write p = p(o,7) as 2' = x%(c, 7). Calculate:

op ozt 0

do ~ do Oz
Z@;,Z@ﬂa)
Or 0o Ot \ 0o Oz'

B 9%zt 0 0zt V 0O
= 9700 021 | 0 Or Ox
9% 9 02'027 V0
910 Ot + do Ot Oxi Oz

Interchange ¢ and 7 and subtract to get

V Op V@p_aziazj<v 0 v 8).

0rdo  dodr  Jo Or \Ozi dx'  Oxi daid

Substitute a 5 a ;= Ff] aak to find

z@_zap 8m'8xj< 0 0
Ordoc 0o Or Oo Ot oxk Oxk’

Read from left to right this equation shows first of all that the left side depends
only on U and V. Read from right to left the equation shows that the vector
on the right is a bilinear function of U, V' independent of the coordinates, hence
defines a tensor T, Z’j = Ffj — F?Z O

%) = (O, —Th)UVI—

2.3.3 Theorem. Let p = p(o,7) be a parametrized surface and W = W(o,7) a
vector field along this surface. The vector

vVVvw V VW
RU, V)W := or 0o  Oo Or

depends only on the vectors U, V, W at the point p(o, 7). Relative to a coordinate
system (z*) this vector is given by

ol

0
RUV)W =R, UVIW™ _— o
where 0; = 0/0x" and
Ry = (O g, — Ok L5 + T Ty = T ) (R)

R = (R, ) is a tensor of type (1,3), called the curvature tensor of the con-
nection V.

The proof requires computation like the one in the preceding theorem, which
will be omitted.

2.3.4 Lemma. For any vector field X (t) and any curve p = p(t)

O iy x040-101 4 50
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Proof. Recall the formula for the covariant derivative in terms of a parallel
frame Fy(t),--- , E,(t) along p(t) (Theorem 11.15): if X (t) = £'(¢)E;(t), then
VX d¢

o = a o
= lim ('t + ) — £1(0) ) (1)
= lim — (€'t +¢) = €1(1) ) Ealt + ¢)
= lim = (€1t + OBt +6) ~ (O E(t +))
~ lim - (X(t o) —T(t—t+ e)X(t)),

the last equality coming from the fact the components with respect to a parallel
frame remain under parallel transport. O

We now give a geometric interpretation of R.

2.3.5 Theorem. Let p, be a point of M, U, V,W & T, M three vectors at
Do- Let p = p(o,t) be a surface so that p(c,,T,) = Po, 8p/60|(0070) = U,
8p/8T|(UUTU) = V and X a smooth defined in a neighbourhood of p, with
X(po) = W. Define a linear transformation T = T (0o, To; Ao, AT) of T, M by
TW =parallel transport of W € T, M along the boundary of the “rectangle”
{plo,7) | 0o <0 <0,+ Ao, 7, <7 < A7}. Then

RU, V)W = lim (W —TW) (1)

Ao, AT—0 Ao AT

Fig. 2. Parallel transport around a parallelogram.

Proof. Set o =o0,+ A0, 7 = 7,+A7. Decompose T into the parallel transport
along the four sides of the “rectangle”:

TW =T(06,7 — To)T (0 = 00,7)T (0,76 — 7)T (0, — 0,7,)W. (2)
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Imagine this expression substituted for 7" in the limit on the right-hand side of
(1). Factor out the first two terms of (2) from the parentheses in (1) to get

. 1
AU}XS’I—»O M(W B TW) n

I Tlou = 7rlo =)

o {T(ao —0,7)T (04,70 = T)W —T(0,7, = 7)T (0, — 0, TO)>W}.

(3)
Here we use T(0c — 0,,7)T (0, — 0,7) = I (= identity) etc. The expression in
the first braces in (3) approaches I. It may be omitted from the limit (3). (This
means that we consider the difference between the transports from p(o,, 7,) to
the opposite vertex p(o, 7) along “left” and “right” path rather than the change
all the way around the rectangle.) To calculate the limit of the expression in
the second braces in (3) we write the formula in the lemma as

()., = dim 5 (X0 -7 =~ 0x()) “

Choose a smooth vector field X(o,7) along the surface p(c,7) so that W =
X(00,7). With (4) in mind we rewrite (3) by adding and subtracting some
terms:

Al AgA, W TW) = T A

T(oo = 0,7)[T (006,70 — T)X (006, 70) — X (00, T)]
+[(T(oo — 0,7)X(0,,7) — X(0,7)]
—T(0,70 = 7)[T(0o = 0,70) X (006, 70) — X(0,70)]

—[T(o,70 = 1) X (0,7,) — X(0,7)]

()

This means that decompose the difference between the left and right path into
changes along successive sides:

(5 1) left (st)

left
right

E%) (st)

right
Fig.3. Left and right path.

Multiply through by 1/AcA7 and take the appropriate limits of the expression
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in the brackets using (4) to get:
—— (W =TW)

lim
Ao, AT—0 Ao AT

= hmmof{—:LT@b—HLﬂ<VX)Gb%)_ZL(VX>wO)

Ao or do
A T(o,70 — T) (%)(UD’%) + Aio' (Z;)'()(m‘ro)}
= limit of {Al - aT,,) —T(o, =0, 7-)<v87i()(%,m)}

+ E{T(a, To — T)(%)(Uoﬂ) B (Vaf)(ao,r)}}

:(VVX vV VX

B 5 07 By ) ny = BOVIW

O

2.3.6 Theorem (Riemann). If R =0, then locally around any point there is a
coordinate system (z*) on M such that I‘fj =0, i.e. with respect to this coordi-
nate system (z'), the covariant derivative V is the componentwise derivative:

v (X ¥ 50) =2 DX 5

The coordinate system is unique up to an affine transformation: any other such
coordinate system (Z7) is of the form

T =7+ cla’
for some constants @2, ¢l with detc] # 0.

2.3.7 Remark. If R = 0 the covariant derivative V is said to be flat. A
coordinate system (z’) as in the theorem is called affine. With respect to such
an affine coordinate system (x?) parallel transport Tp, M — T, M along any
curve leaves unchanged the components with respect to (x%). In particular, for
a flat connection parallel transport is independent of the path.

Proof. Riemann’s own proof requires familiarity with the integrability condi-
tions for systems of first-order partial differential equations. Weyl outlines an
appealing geometric argument in §16 of “Raum, Zeit, Materie” (1922 edition).
It runs like this. Assume R = 0, i.e. the parallel transport around an infinitesi-
mal rectangle is the identity transformation on vectors. The same is then true
for any finite rectangle, since it can be subdivided into arbitrarily small ones.
This implies that the parallel transport between any two points is independent
of the path, as long as the two points can be realized as opposite vertices of
some such rectangle.
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Fig.3. Subdividing a rectangle.

Fix a point p,. A vector V at p, can be transported to all other points (inde-
pendently of the path) producing a parallel vector field X. As coordinates of
the point p(1) on the solution curve p(t) of dp/dt = X (p) through p(0) = p,
take the components (z%) of V = wzle; + - + 2"e, with respect to a fixed
basis for Tp, M. All of this is possible at least in some neighbourhood of p, and
provides a coordinate system there.

One may think of the differential equation dp/dt = X(p) as an infinitesimal
transformation of the manifold which generates the finite transformation defined
by p(0) — p(t). The induced transformation on tangent vectors is the parallel
transport (proved below). This means that the parallel transport proceeds by
keeping constant the components of vectors in the coordinate system (z?) just
constructed. The covariant derivative is then the componentwise derivative. If
(z') is any other coordinate system with this property, then 9/927 = ¢!9/0z"
for certain constants cj», because all of these vector fields are parallel. Thus
7 =3 +clal. O
As Weyl says, the construction shows that a connection with R = 0 gives rise to
a commutative group of transformations which (locally) implements the parallel
transport just like the group of translations of an affine space.

To prove the assertion in italics, write p, — exp(tX)p, for the transformation
defined dexp(tX)p,/dt = X (exp(tX)p,), p(0) = po. The induced transforma-
tion on tangent vectors sends the tangent vector V' = p(s,) of a differentiable
curve p(s) through p, = p(s,) to the vector dexp(tX)p(s)/ds|s=s, at exp(tX)p,.
The assertion is that these vectors are parallel along exp(tX)p,. This follows
straight from the definitions:

V9 op(tX)p(s) =

dt ds
_ (Z%exp(t}()p(s) IR = 0]
- %X(p(s)) [definition of exp(tX)]

=0 [X(p(s)) is parallel, by definition].

EXERCISES 2.3

1. Let V be a covariant derivative on M, T its torsion tensor.
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(a) Show that the equation
1
'VyX =VyX+ §T(V,X)

defines another covariant derivative 'V on M. [Verify at least the product rule
CD4.]

(b) Show that 'V is symmetric i.e the torsion tensor ‘T of 'V is 'T = 0.

(c) Show that V and 'V have the same geodesics, i.e. a smooth curve p = p(t)
is a geodesic for V if and only if it is a geodesic for 'V.

2. Prove theorem 2.3.3. [Suggestion: use the proof of theorem 2.3.2 as pattern.]
3. Take for granted the existence of a tensor R satisfying

_(V VX VVX i rrkiryem (O
RUVIW = (80 or 01 Oo )(ao,r,,)’ RUVIW = B UV (axi>pn’

as asserted in theorem 2.3.3. Prove that
(ViVi = ViVi)0y = —R! 1,0:.
[Do not use formula (R).]

4. Suppose parallel transport T}, M — T}, M is independent of the path from
Do to p1 (for all p,,p1 € M). Prove that R = 0.

5. Consider this statement in the proof of theorem 2.3.6. Assume R = 0, i.e.
the parallel transport around an infinitesimal rectangle is the identity transfor-
mation on vectors. The same is then true for any finite rectangle, since it can
be subdivided into arbitrarily small ones. Write this statement as an equation
for the parallel transport as a limit and explain why that limit is the identity
transformation as stated.

2.4 Gauss curvature

Let S be a smooth surface in Euclidean three-space R?, i.e. a two-dimensional
submanifold. For p € S, let N = N(p) be one of the two unit normal vectors
to T,S. (It does not matter which one, but we do assume that the choice is
consistent, so that N(p) depends continuously on p € S. This is always possible
locally, i.e. in sufficiently small regions of S, but not necessarily globally.) Since
N(p) is a unit vector, one can view p — N(p) as a map from the surface S
to the unit sphere S2. This is the Gauss map of the surface. To visualize it,
imagine you move on the surface holding a copy of S? which keeps its orientation
with respect to the surrounding space (no rotation, pure translation), equipped
with a compass needle N(p) always pointing perpendicular of the surface. The
variation of the needle on the sphere reflects the curvature of the surface, the
unevenness in the terrain (but can only offer spiritual guidance if you are lost
on the surface.)
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Fig.1. The Gauss map

In the following lemma and throughout this section vectors in R3 will be denoted
by capital letters like U,V and their scalar product by U - V. To simplify the
notation we write N = N(p) for the unit normal at p and dANU = dN,(U) for
its differential applied to the vector U in subspace T,S of R3.

2.4.1 Lemma. T,S = Nt =TnS? as subspace of R? and the differential dN is
a self-adjoint linear transformation of this 2—dimensional space, i.e. dNU-V =
U-dNV for all UV € T,S.

Proof. That T,S = N+ = {U € T,R® = R® | U- N = 0} is clear from the
definition of N, and Ty S? = N* is clear as well. Let p = p(c, 7) be any smooth
map R? — S. Then dp/do - N = 0 and by differentiation
0%p op ON p Op 0%p
toagel N do ot 0 de. Oo .dN(?T 0100
Since the right side is symmetric in o, 7, the equation dNU -V = U-dNV holds
for p = p(o,7), U = dp/00, V = Op/I7 and hence for all p € S and U,V € T, S.
U

Since 1,5 = TnS? as subspace of R3 we can consider dN : 1,5 — TwnS? also
as a linear transformation of the tangent plane T,,S. Part (c) shows that this
linear transformation is self-adjoint, i.e. the bilinear from U - dNV on T},S is
symmetric. The negative —U - dNV of this bilinear from is called the second
fundamental form of S, a term also applied to the corresponding quadratic form
—dNU - U. We shall denote it II (mimicking the traditional symbol I, which
looks strange when equipped with indices):

(U, V) = —U - dNV.

N 1)

Incidentally, first fundamental form of S is just another name for scalar product
U-V or the corresponding quadratic form U-U, which is just the Riemann metric
ds? on S induced by the Euclidean metric on E.
The connection V¥ = V on S induced by the standard connection V¥ = D on
FE is given by

Vy X = tangential component of Dy X,

VyX =DyX —(DyX - -N)N.
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The formula A = (A—(A-N)N)+(A-N)N for the decomposition of a a vector
A into its components perpendicular and parallel to a unit vector N has been
used.

(AN)N

A-(ANN

Fig.2. The Gauss map

We shall calculate the torsion and the curvature of this connection. For this
purpose, let p = p(o,7) be a parametrization of S, dp/0c and dp/dT the cor-
responding tangent vector fields, and W = W (o, 7) any other vector field on S.

We have
T(@ @) _Vop Vop
do’ Or/) 9100 o Or’
dp Op\  V VW V VW
R(%’ E) T 9r 90 Oo Or
The first equation gives

T(%’ %) = (tang. comp. o %%_%%)

To work out the second equation, calculate

vvVvw VvV /oW oW

XYY N)N

or Oo 87’( 0o ( do ) )

0PW o oW ow ON
5730~ (57T V)N = (G5 57

The second term may be omitted because it is orthogonal to S. The last term
is already tangential to S, because 0 = 9(N - N)/01 = 2(ON/01) - N Thus

yvw 627W) _ (aiw . N)37N
or Oo oTdo Oo or
In this equation, interchange o an 7 and subtract to find
dp O ow ON ow ON
R o™ = or Mz ~(5e Mor
These formulas can be rewritten as follows. Since W - N = 0 one finds by
differentiation that

)

= tang. comp. of

= (tang. comp. of

ow ON
W.N—FW'E_O'

and similarly with 7 replaced by . Hence

dp Op _ ON 8N_ 87N87N
(o W =W 505, — W 505,
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If we consider p — N(p) as a function on S with values in S? C R?, and write
U,V,W for three tangent vectors at p on S, this equation becomes

R(U, VYW = (W -dNU)dNV — (W -dNV)dNU.
Hence
(R(U,VYW,Z) = (W -dNU) (dNV - Z) — (W - dNV)(dNU - Z). (3)

Choose an orthonormal basis of the 2 dimensional vector space T}, S to represents
its elements V as column 2-vectors [V] and the linear transformation dN as a
2 x 2 matrix dN. The scalar product V' - W on T},S is then the matrix product
[V]*[W] with the transpose [V]*. Then (3) can be written as

(R(U, V)W, Z) = det {W-dNU W-dNV}

Z-dNU Z-dNV

= det{[W, Z]*[dN][U, V]}

= det{[W, Z]* det[dN] det[U, V]}
= det[dN] det{[W, Z]*[U, V]}

w.-u Ww-.vV
dethdet{Z.U Z~V}
Thus
w.-u WwW-.V
(R(U, VYW, Z) = K det {Z~U Z~V]’ K :=detdN. (5)

The scalar function K = K(p) is called the Gauss curvature of S. The equation
(5) shows that for a surface S the curvature tensor R is essentially determined
by K. In connection with this formula it is important to remember that N is
to be considered as a map N : § — S2 and dN as a linear transformation of
the 2-dimensional subspace T},S = T S?of R3.

One can give a geometric interpretation of K as follows. The multiplication rule
for determinants implies that [dNU,dNV] = det[dN]det[U, V], i.e.

det[dNU,dNV]

K= det[U, V] (©)

Up to sign, det[U, V] is the area of the parallelogram in T,,S spanned by the
vectors U and V and det[dNU,dNV] the area of the parallelogram in TyS?
spanned by the image vectors dNU and dN'V under the differential of the Gauss
map N : S — S2. So K the ratio of the areas of two infinitesimal parallelograms,
one on S, the other its image on S?. One might say that K is the “amount” of
variation of the normal on S per unit area. The sign + in (6) indicates whether
the Gauss map preserves or reverses the sense of rotation around the common
normal direction. (The normal directions at point on S and at its image on S?
are specified by the same vector N, so that the sense of rotation around it can
be compared, for example by considering a small loop on S and its image on

52.)
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Large curvature, large Gauss image Small curvature, small Gauss image

Fig. 3

Remarks on the computation of the Gauss curvature. For the purpose
of computation one can start with the formula

det(dNV; - V;)

K =detdN =
© det(V; - V)

(8)
which holds for any two Vi, Vs € T,,S for which the denominator is nonzero. If

M is any nonzero normal vector, then we can write N = puM where y = || M||~1.
Since dN = p(dM) + (du)M formula (8) gives

det(dMV; - V;)

K= 0 ndam.-v,) o

Suppose S is given in parametrized form S: p = p(t!,#?). Take for V; the vector
field p; = Op/0t' and write M; = OM/0t* for the componentwise derivative of
M in R3. Then (9) becomes

det(Mi 'pj)
(M - M) det(p; - p;)

K= (10)

Formula (1) implies dNp; - pj = —p;; - N where p;; = 0?p/dt'0t/, hence also
dMp; - pj = —pi; - M. Thus (10) can be written as

det(pi; - M)

h= (M - M) det(p; - p;)

(11)

Take M = p; X pa, the cross product. Since ||p1 x p2|* = det(p; - pj), the
equation (11) can be written as

_det[py; - (p1 X p2)]
= (et p)? (12)
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This can be expressed in terms of the fundamental forms as follows. Write
ds? = gijdt'dt! |11 = 11 ;dt"dt .
Then

Dij - (pl X p2)

II;; = (ps,pj) = —dNp; - pj = oy % ol

» o Gij = Di Py

Hence (11) says

2.4.3 Example: the sphere. Let S = {p € R? | 22 + 4% + 22 = r2} be the
sphere of radius . (We do not take r = 1 in order to see how the curvature

depends on r.) We may take N = r~!p when p is considered a vector. For any
coordinate system on S2, the formula (10) becomes

Cdet (rtpiopy)
= — 2 =
det(pi - p;)
So the sphere of radius r has constant Gauss-curvature K = 1/r2.

2.4.4 Example. Let S be the surface with equation axz?+by? —z = 0. A normal
vector is the gradient of the defining function, i.e. M = (2ax,2by,—1).As
coordinates on S we take (t1,t2) = (x,y) and writep = p(z,y) = (z,y, ax®+by?).
By formula (10),

1 (M- pa)(My - py) — (Mg - py) (My - pa)

RN 0y 2y — (e 20) 0y P2)

B 1 4ab -0

- (4a222 4+ 4b2y2 + 1) (1 + (2a2)2) (1 + (2by)?) — (2ax2by)?
4ab

(4a2x? + 402y + 1)2

The picture shows how sign of K reflects the shape of the surface.

K <0 K=0 K >0
Fig 4. The sign of K

Remarks on the curvature plane curves and the curvature of surfaces.

Gauss’s theory of surfaces in Euclidean 3 space has an exact analog for curves
in the Euclidean plane, known from the early days of calculus and analytic
geometry. Let C' be a smooth curve in R?, i.e. a one-dimensional submanifold.
Let N = N(p) be one two unit normals to T},, chosen so as to vary continuously
with p. It provides a smooth map from C to the unit circle S*, which we call
again the Gauss map of the curve.
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Fig.5. Curvature of a plane curve

We have T,C = N+ = T,S! as subspace of R? so that dN is a linear trans-
formation of this one-dimensional vector space, i.e. dNU = kU for some scalar
k = k(p), which is evidently the exact analog of the Gauss curvature of a surface.

If we take U = p for any p = p(t) is any parametrization of C, then the
equation dNU = kU becomes dN/dt = kdp/dt. In particular, if p = p(s) is a
parametrization by arclength, so that ||dp/ds| = 1, then k = £||dN/ds||. (The
sign depends on the sense of traversal of the curve and is not important here).
This formula can be written as x = +df/ds in terms of the arclength functions s
on C and @ on S! taken from some initial points. It shows that & is the amount
of variation of the normal N per unit length, again in complete analogy with
the Gauss curvature of a surface.

From this point of view it is very surprising that there is a fundamental difference
between K and x: K is independent of the embedding of the surface S in R3,
but « is very much dependent on the embedding of the curve in R2. The
curvature x of a curve C' should therefore not be confused with the Riemann
curvature tensor R of the connection on C' induced by its embedding in the
Euclidean plane R?, which is identically zero: the connection depends only on
the induced Riemann metric, which is locally isometric to the Euclidean line via
parametrization by arclength. For emphasis we call x the relative curvature of
C, because of its dependence on the embedding of C' in R2.

Nevertheless, there is a relation between the Riemann or Gauss curvature of a
surface S and the relative curvature of certain curves. Return to the surface S
in R3. Fix a point p on S and consider the 2-planes though p containing the
normal line of S through p.
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—T

Fig.6. A normal section

Each such plane is specified by a unit vector U in T,,5, p and N being fixed.
Let Cy be the curve of the intersection of S with such a 2-plane. The normal
N of S servers also as normal along Cy and the relative curvature of Cy at p
is k(U) = (dNU - U) since U is by construction a unit normal in 7,Cy. The
curves Cy are called normal sections of S and «(U) the normal curvature of S
in the direction U € T,S.

Now consider dN again as linear transformation of 7,,5. It is a self-adjoint
linear transformation of the two dimensional vector space 7,5, hence has two
real eigenvalues, say k1, k3. These are called the principal curvatures of S at p.
The corresponding eigenvectors Uy, Us give the principal directions of S at p.
They are always orthogonal to each other, being eigenvectors of a self-adjoint
linear transformation (assuming the two eigenvalues are distinct). The Gauss
curvature is K = detdN = kiko, since the determinant of a matrix is the
product of its eigenvalues.

2.4.2 Lemma. The principal curvatures ki, ks are the maximum and the min-
imum values of k(U) as U varies over all unit-vectors in T,S.

Proof. For fixed p = p, on S, consider k(U) = dNU - U as a function on the
unit-circle U - U =1 in T}, S. Suppose U = U, is a minimum or a maximum of
k(U). Then for any parametrization U = U(t) of U - U = 1 with U(t,) = U,
and Ul(t,) = V,:

d
0= 2 (AN(U)-U)|  =dNV, Uy +dNU, -V, = 2dNU, -V,

t=t,

Hence dNU, must be orthogonal to the tangent vector V, to the circle at U,,
i.e. dNU, = k.U, for some scalar k,. Thus the maximum and minimum values
of k(U) are eigenvalue of dN, hence the two eigenvalues unless k(U) is constant
and dN a scalar matrix. O

To bring out the analogy with surfaces in space we considered only in the plane
rather than curves in space. For a space curve C' (one-dimensional submanifold
of R3) the situation is different, because the subspace of R? orthogonal to T},C
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now has dimension two, so that one can choose two independent normal vectors
at each point. A particular choice may be made as follows. Let p = p(s) be a
parametrization of C' by arclength, so that the tangent vector T' := dp/ds is a
unit vector. By differentiation of the relations T-T = 1 one finds T'-dT'/ds = 0,
ie, dT'/ds is orthogonal to T', as is its cross-product with T itself. Normalizing
these vectors one obtains three orthonormal vectors T', N, B at each point of C'
defined by the Frenet formulas

ar dN dB

— =&kN, — =rT+7B, — =-T.

ds ds ds
The scalar functions x and 7 are called curvature and torsion of the space curve
(not to be confused with the Riemann curvature and torsion of the induced
connection, which are both identically zero).

There is a vast classical literature on the differential geometry of curves and
surfaces. Hilbert and Cohn-Vossen (1932) offer a casual tour through some
parts of this subject, which can an overview of the area. But we shall go no
further here.

EXERCISES 2.4

In the following problemsﬂ S is a surface in R3, (0,7) a coordinate system on
S, N a unit-normal.

1. a)Let (¢!, %) be a coordinate system on S. Show that all components Rip5 =
ginﬁnkl of the Riemann curvature tensor are zero except

Ri212 = —Ra112 = —Ri221 = Ra121
and that this component is given by

Riz12 = K(g11922 — g3o)-

in terms of the Gauss curvature K and the metric g;;. [Suggestion. Use formula
(5) |

b)Find the components R ..

c)Write out the R! ,, for the sphere S = {p = (z,y,2) € R® | 22 +y* + 22 = r?}
using the coordinates (¢,0) on S by x = rsing cosf, y = rsing sinf, z =
rcos ¢. [You may use Example 2.4.5.]

2. Determine if the following statements are true or false. (Provide a proof or
a counterexample).

a) If IT = 0 everywhere, then S is a plane or a part of a plane.

b) If K = 0 everywhere, then S is a plane or a part of a plane.

3. Suppose S is given as a graph z = f(x,y).

2Several of the exercises are taken from the Recueil d’exercises de géométrie différentielle,
by A. Fedenko et al., Editions Mir, Moskow, 1982.
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a) Show that the second fundamental form is

1

M= ——— (f2,d2” + f,dy” + 2fsydady).
L+ 2+ 7
b) Show that the Gauss curvature is

(L+f24+ 122

4. Let S be a surface of revolution about the z-axis, with equation r = f(z) in
cylindrical coordinates (r,0,z). (Assume f > 0 everywhere.) Using (6, z) as
coordinates on .S, show that the second fundamental form is

= ;(fd6‘2 — fo.dz?)

NGzl

(The subscripts z indicate derivatives with respect to z).

5. Let S be given by an equation f(x,y,z) = 0. Show that the Gauss curvature

of Sis
e fye fyy fyz f
K=rmrme i f £ 1
f= fy f- O

The subscripts denote partial derivatives. [Suggestion. Let M = (fz, fy, f-),
p=(f24f2+f3)~"2, N = pM. Consider M as a column and dM as a 3 x 3
matrix. Show that the equation to be proved is equivalent to

K = —det [udM N].

N* 0

Split the vectors V' € R® on which pdM operates as V =T +bN with T € T, S
and decompose udM accordingly as a block matrix. You will need to remember
elementary column operations on determinants.)

6. Let C:p = p(0) curve in R3. The tangential developable is the surface S in
R3 swept out by the tangent line of C, i.e. S consists of the points p = p(o,7)
given by

p=p(o) +75(0).

Show that the principal curvatures of S are
ky =0, ky = —
TK

where x and 7 are the curvature and the torsion of the curve C.
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7. Calculate the first fundamental form ds?, the second fundamental form II, and
the Gauss curvature K for the following surfaces S: p = p(o, 7) using the given
parameters o, 7 as coordinates. The letters a, b, ¢ denote positive constants.

a) Ellipsoid of revolution: z = acos(o) cos(7), y = acos(o) sin(r), z = csin(o).
b) Hyperboloid of revolution of one sheet: = acosho cosh7, y = acoshosinT,
z = csinho.

¢) Hyperboloid of revolution of two sheets: = asinho cosh7, y = asinhosinT,
z =ccosho.

d) Paraboloid of revolution: = o cosT, y = osinT, z = o2.

e) Circular cylinder: £ = RcosT, y = RsinT,z = 0.

f) Circular cone without vertex: = o cost, y = osinT,z = ac (o # 0).
g) Torus: x = (a+bcoso)cost, y=(a+bcoso)sinT, z=bsino.

h) Catenoid: x = cosh(o/a)cosT, y = cosh(o/a)sinT, z = 0.

i) Helicoid: ¢ = ocos7, y =osinT, z = ar.

8. Find the principal curvatures k1, ko at the points (+a, 0,0) of the hyperboloid
of two sheets

2.5 Levi-Civita’s connection

We have discussed two different pieces of geometric structure a manifold M
may have, a Riemann metric g and a connection V; they were introduced quite
independently of each other, although submanifolds of a Euclidean space turned
out come equipped with both in a natural way. If fact, it turns out that any
Riemann metric automatically gives rise to a connection in a natural way, as we
shall now explain. Throughout, M denotes a manifold with a Riemann metric
denoted g or ds?. We shall now often use the term connection for covariant
derivative.

2.5.1 Definition. A connection V is said to be compatible with the Riemann
metric ¢ if parallel transport (defined by V) along any curve preserves scalar
products (defined by g): for any curve p = p(t)

g(T(to - tl)uv T(to - tl)v)) = g(“v U) (1)

for all u,v € Ty, )M, any t,,11.
Actually it suffices that parallel transport preserve the quadratic form (square-
length) ds?:

2.5.2 Remark. A linear transformation 7" : T, M — T,, M which preserves
the quadratic form ds?(u) = g(u,u) also preserves the scalar product g(u,v),
as follows immediately from the equation g(u + v,u+ v) = g(u,u) + 2g(u,v) +

g(v,v)).
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2.5.3 Theorem. A connection V is compatible with the Riemann metric g if
and only if for any two vector fields X (t), Y (t) along a curve c: p = p(t)

g(X,Y) = (VX,Y) a(x, E) 2)

d
at’ dt dt

Proof. We have to show (1) < (2).
(=) Assume (1) holds. Let Ey(t),---,E,(t) be a parallel frame along p(t).

Wite g(Ei(t,), By (1)) = c1y. Since E(1) = T, (1, D)) gives (B0, B5(0) =
ci; for all t. Writ X (t) = Xl( VEi(t), Y(t) =Y (t)E;(t). Then

9(X,Y) = XYIg(E;, E;) = c;; X'Y".
and by differentiation

d dX dyJ? (VX

VY
Xy X yi 4 xi T .
g IXY) = =g ¥ e X di )

V) +olX S

This proves (2).

(<) Assume (2) holds. Let ¢: p = p(t) be any curve, p, = p(t,), and u,v €
Tpt,)M two vectors. Let X(t) = T(t, — t)u and Y(t) = T(t, — t)v. Then
VX/dt =0 and VY/dt =0. Thus by (2)

9(X,Y) = (VX,Y) +g(X, H) ~0.

d
at? dt dt

Consequently g(X,Y") =constant. If we compare this constant at ¢ = ¢, and at

t =t we get g(X(t),Y (t,)) = g(X(t1),Y(¢1)), which is the desired equation
(1). O

2.5.4 Corollary. A connection V is compatible with the Riemann metric g if
and only if for any three smooth vector fields X,Y, Z

DZg(X7Y):g(VZX7Y)+g(X7vZY) (3)

where generally Dz f= df (Z).

Proof. At a given point p,, both sides of (3) depend only on the value Z(p,) of
Z at p, and on values of X and Y along some curve c: p = p(t) with p(¢,) = po,
P (to) = Z(po). If we apply (2) to such a curve and set ¢ = ¢, we find that (3)
holds at p,. Since p, is arbitrary, (3) holds at all points. O

2.5.5 Theorem (Levi-Civita). For any Riemannian metric g there is a unique
symmetric connection V that is compatible with g.

Proof. (Uniqueness) Assume V is symmetric and compatible with g. Fix a
coordinate system (z*). From (3), 0;9(9;,0k) = 9(Vi0;,0k) + g(9;, V).
This may be written as

9ikii = Thji + Tji (4)
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where g;1; = 0;9j1 = 0;9(0;,0x) and 'y j; = g(V;0;,0k) = g(Féiﬁl,ak) ie.

Ty ji = gl (5)

Since V is symmetric I‘éi = I‘éj and therefore

Iy ji = Diije (6)

Equations (4) and (6) may be solved for the I'’s as follows. Write out the equa-
tions corresponding to (4) with the cyclic permutation of the indices: (ijk), (kij), (jki).
Add the last two and subtract the first. This gives (together with (6)):

ki + Gijk — ik, = Likg + Tyig) + Ciie + Tigr) — (Drji + ki) = 205 i

Therefore

1
Linj = §(gki,j + Gijk — Gjki)- (7)

Use the inverse matrix (g°) of (gi;) to solve (5) and (7) for I‘ék:

Il = %g“(gki,j + Gijk — Giki)- (8)
This proves that the I'’s, and therefore the connection V are uniquely deter-
mined by the g;;, i.e. by the metric g.

(Existence). Given g, choose a coordinate system (z?) and define V to be the
(symmetric) connection which has Fé-k given by (8) relative to this coordinate
system. If one defines I'y j; by (5) one checks that (4) holds. This implies
that (3) holds, since any vector field is a linear combination of the 9;. So V is
compatible with the metric g. That V is symmetric is clear from (8). O

2.5.6 Definitions. (a) The unique connection V compatible with a given Rie-
mann metric g is called the Levi-Civita connectionﬂ of g.

(b) The T'y;; and the I‘ék defined by (7) and (8) are called Christoffel symbols
of the first and second kind, respectively. Sometimes the following notation is
used (sometimes with other conventions concerning the positions of the entries
in the symbols)

l 1,
{jk‘} = Fé‘k = igl (gki,j + Gij e — gjk,i)~ (9)
[7k,i] = Dixj= guFék — Q(gki,j + gijh — gjk)i)’ (10)

These equations are called Christoffel’s formulas.

3Sometimes called “Riemannian connection”. Riemann introduced many wonderful con-
cepts, but “connection” is not one of them. That concept was introduced by Levi-Civita in
1917 as the tangential component connection on a surface in a Euclidian space and by Weyl
in 1922 in general.
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Riemann metric and Levi-Civita connection on submanifolds.
Riemann metric and curvature. The basic fact is this.

2.5.7 Theorem (Riemann). If the curvature tensor R of the Levi-Civita con-
nection of a Riemann metric is R = 0, then locally there is a coordinate system
(x%) on M such that g;; = £0;;, i.e. with respect to this coordinate system (z*),
ds® becomes a pseudo-Euclidean metric

ds* = Z +(dx")?.

The coordinate system is unique up to a pseudo-Fuclidean transformation: any
other such coordinate system (%7) is of the form

¥ =zl +clx
=5 d Ik _
for some constants &, ¢} with Y, GikCicy = Gij0ij -

This is a slight refinement of Riemann’s theorem for connections, as discussed at
the end of §2.4. The transformations exp(tX ) generated by parallel vector fields
are now isometries, because of the compatibility of the Levi-Civita connection
and the Riemann metric. If the basis ey, - - , e, of T, M used there to introduce
the coordinates (z°) is chosen to be orthonormal, then these coordinates provide
a local isometry with Euclidean space. In his “Legons” of 1925-1926 (§178),
Cartan shows further an analogous situation prevails for Riemann metrics whose
curvature is “constant”, the Euclidean space then being replaced by a sphere or
by a pseudo-sphere. —The “constant” curvature condition means that the scalar
K defined by Gauss’s expression
w.u WwW-.V
(R(U, VYW, Z) = K det {Z'U Z~V}

be a constant, i.e. independent of the vectors and of the point.

Geodesics of the Levi-Civita connection. We have two notions of geodesic
on M: (1) the geodesics of the Riemann metric g, defined as “shortest lines”,
characterized by the differential equation

d dab 1 dz® dx?

—(gbr ) — *(gcd,r)ﬂﬁ

(2) the geodesics of the Levi-Civita connections V, defined as “straightest lines”,

characterized by the differential equation
d?z* Tk dz® dz’
dt> Ydt dt

=0 (for all k). (12)

The following theorem says that these two notions of “geodesic” coincide, so
that we can simply speak of “geodesics”.
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2.5.8 Theorem. The geodesics of the Riemann metric are the same as the
geodesics of the Levi-Civita connection.

Proof. We have to show that (11) is equivalent to (12) if we set

1
F?j = igkl(gjl,i + G1i,j — 9ij1)-
This follows by direct calculation. O

Incidentally, we know from Proposition 1.5.9 that a geodesics of the metric have
constant speed, hence so do the geodesics of the Levi-Civita connection, but
it is just as easy to see this directly, since the velocity vector of a geodesic is
parallel and parallel transport preserves length.

The comparison of the equations for the geodesics as shortest lines and straight-
est lines leads to an algorithm for the calculation of the connection coefficients
[, in terms of the metric ds® = g;;dx’dx* which is often more convenient than
Chritoffel’s. For this purpose, recall that the Euler-Lagrange equation §1.5 (3)
for the variational problem f; Ldt = min, L := gija'c%j given involves the ex-
pression

1,d 0L 0L d( dasi) 1 dgyj da’ da?
2 0zk dt dt

2 ek~ aak) = @\ ar
which is
1,d 0L 0L 1 d%t
S am — AE) = 59k
2 dt Ot ox 2 dt
according to the calculation omitted in the proof of the theorem. So the rule

is this. Starting with L := g;;a'47, calculate 3(4 2% — gfk) by formal dif-

+ Fk’ijila'fj

2 .
ferentiation, and read off the coefficient in the term I'y ;;2°27 of the resulting

expression.

Example. The Euclidean metric in spherical coordinates on R3 is ds? = dp? +
p2dd? + p? sin? ¢dh?. Hence L = p? + p? ¢? + p?sin? ¢ 62 and

1,doL OL . : . ;
5(%%_5)292—p¢2—psm2¢92

1,d0L OL - . . ;
§(E[~)7¢5_%):p2¢+2pp¢_p28m¢008¢€2

%%% ) p2sin 6l + 2psin’ 9+ 207 sin cos 6 4

The non-zero connection coefficients are

Tpoo=—p Tpep=—psin®¢
Ty oo =p, Typee= —p2 sin ¢ cos ¢
Lo pp = psin® ¢, To.p0 = p?sin ¢ cos ¢
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Divide these three equations by by the coefficients 1, p2, p? sin? ¢ of the diagonal
metric to find

Ie, = —p?, Iy = —psin® ¢

1
Fiﬁ:ﬁ’ F(fo:—sin<z§cos¢
1 cos ¢
r,=- 1% =
Pe ) 7 sing

Riemannian submanifolds.

2.5.9 Definition. Let S be an m—dimensional submanifold of a manifold M
with a Riemann metric g. Assume the restriction g°of g to tangent vectors
to S is non-degenerate, i.e. if {vi,- - ,vm} is a basis for T,S C T, M, then
det g(v;,v;) # 0. Then g° is called the induced Riemannian metric on S and
S is called a Riemannian submanifold of M,g. This is always assumed if we
speak of an induced Riemann metric gg on S. It is automatic if the metric g is
positive definite.

2.5.10 Lemma. Let S be an m-dimensional Riemannian submanifold of M and
p € S. Every vector v € T,M can be uniquely written in the form v = v +oN
where v° is tangential to S and vN is orthogonal to S, i.e.

T,M =T,S ® T,"S

where T-S = {v € T,M : g(w,v) =0 for all v e T,S}.

Proof. Let (e1,- - ,em, - ,e,) be a basis for T,M whose first m vectors
form a basis for 7,S. Write v = z'e¢;. Then v € T;-S iff g(er,e;)a* =
0, -+ ,g(em,e;)x’ = 0. This is a system of m equations in the n unknowns z°

which is of rank m, because dett;j<mng(e;, e;) # 0. Hence it has n—m linearly in-
dependent solutions and no nonzero solution belongs to span{e;: i < m} =T,S.
Hence i.e. dimT;- =n —m, dim7,S = m, and T;- (1,5 = 0. This implies the
assertion. O
The components in the splitting v = v° + v" of the lemma are called the
tangential and normal components of v, respectively.

2.5.11 Theorem. Let S be an m-dimensional submanifold of a manifold M
with a Riemannian metric g, g° the induced Riemann metric on S. Let V be
the Levi-Civita connection of g, V° the Levi-Civita connection of g°. Then for
any two vector-fields X, Y on S,

V5 X = tangential component of Vy X (9)

Proof. First define a connection on S by (9). To show that this connection is

symmetric we use Theorem 2.3.2 and the notation introduced there:

Vip Vip _ (Xﬁ_zﬂ)s_o
do 8r Ot 0o \do Ot It o)
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since the Levi-Civita connection V on M is symmetric. It remains to show that
V< is compatible with ¢°. For this we use Lemma 2.5.4. Let X,Y, Z be three
vector fields on S. Considered as vector fields on M along S they satisfy

Since X, Y are already tangential to S, this equation may be written as
Dzg*(X.Y) = g*(V5X.Y) +¢° (X, V3Y).

It follows that V¥ is indeed the Levi-Civita connection of ¢°. O
Example: surfaces in R3. Let S be a surface in R3. Recall that the Gauss
curvature K is defined by K = det dN where N is a unit normal vector-field and
dN is considered a linear transformation of 7;,S. It is related to the Riemann
curvature R of the connection V* by the formula

(R(U, V)W, Z) = K det [W'U W-V]

Z-U Z-V

The theorem implies that V°, and hence R, is completely determined by the
Riemann metric ¢° on S, which is Gauss’s theorema egregium.

We shall now discuss some further properties of geodesics on a Riemann mani-
fold. The main point is what is called Gauss’s Lemma, which can take on any
one of forms to be given below, but we start with some preliminaries.

2.5.12 Definition. Let S be a non-degenerate submanifold of M. The set
NS C TM all normal vectors to .S, is called the normal bundle of S:

NS ={veT,M:pecS,vecT,S"}

where T},S* is the orthogonal complement of T,S in T, M with respect to the
metric on M.

The Riemannian submanifold S will remain fixed from now on and N will denote
its normal bundle.

2.5.13 Lemma . N is an n-dimensional submanifold of the tangent bundle T M.

Proof. In a neighbourhood of any point of S we can find an orthonormal family
FEq, -+, E, of vectors fields on M, so that at points p in S the first m = dim S
of them form a basis for T,S (with the help of the Gram-Schmidt process,
for example). Set &'(v) = g(E;,v) as function on TM. We may also choose a
coordinate system (z!,--- ,2™) so that S is locally given by ™t =0,--- 2" =
0. The 2n function (z¢,£%) form a coordinate system on T'M so that N is given
by 2™t =0,--- ,2" =0, £ =0,--- ,&™ = 0, as required by the definition of
“submanifold”. O
The set N comes equipped with a map N — S which maps a normal vector
v € TS+ to its base-point p € S. We can think of S as a subset of N, the
zero-section, which consists of the zero-vectors 0, at points p of S.
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2.5.14 Proposition. The geodesic spray exp : N — M is locally bijective around
any point of S.

Proof. We use the inverse function theorem. For this we have to calculate
the differential of exp along the zero section S in N. Fix p, € S. Then S
and T,, S+ C T,, M are two submanifolds of N whose tangent spaces T}, S and
T,, S+ are orthogonal complements in T, M. (g is nondegenerate on T}, S).
We have to calculate dexp,, (w). We consider two cases.

(1) w € T, S is the tangent vector of a curve p(t) in S

(2) w € T, S~ is the tangent vector of the straight line tw in T}, S*.

Then we find
(1) dexp,, (w) = (i exp0 (t)) = (i p(t)) =weTl,S
Po dt P ) =0 dt t=0 be

d
(2) dexp,, (w) = <% exp tw) =weT,S*
Thus dexp, w = w in either case, hence dexp, —has full rank n = dim N =
dim M. O

For any c € R, let
N, = {ve N | g(v,v) = c}.

At a given point p € S, the vectors in N, at p from a “sphere” (in the sense of
the metric g) in the normal space T,S*. Let S. = exp N. be the image of N..
under the geodesic spray exp, called a normal tube around S in M; it may be
thought of as the points at constant distance y/c from S, at least if the metric
g is positive definite.

We shall need the following observation.

2.5.15 Lemma. Let t — p = p(s,t) be a family of geodesics depending on a
parameter s. Assume they all have the same (constant) speed independent of s,
i.e. g(Op/0t,0p/0t) = c is independent of s. Then g(Op/ds,Op/0t) is constant
along each geodesic.

Proof. Because of the constant speed,

0 (8p 8p) _ 9 (V@p 8p)

~ 059\ ot o) ~ I\ osor ot
Hence 9 (op 0 Vop 0 ap Vo
P Op p Op P p
— =040
at? (88 8t) g(atas 8t> g(as 8t8t) +
the first 0 because of the symmetry of V and the previous equality, the second
0 because t — p(s,t) is a geodesic. O

We now return to S and N.

2.5.16 Gauss Lemma (Version 1). The geodesics through a point of S with
initial velocity orthogonal to S meet the normal tubes S, around S orthogonally.

Proof. A curve in S, = exp N, is of the form exp ,(v(s) where p(s) € S
and v(s) € Tp)S*t. Let t — p(s,t) = exp,, tv(s) be the geodesic with
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initial velocity v(s). Since v(s) € N, these geodesics have speed independent
of s: g(dp/0t,dp/ot) = g(v(s),v(s)) = c¢. Hence the lemma applies. Since
(Op/0t)i—o = v(s) € Tp)S* is perpendicular to (9p/ds)i—o = dp(s)/ds €
Tp(5)S at t = 0, the lemma says that dp/9dt remains perpendicular to dp/ds for
all . On the other hand, p(s,1) = expwv(s) lies in S., so dp/Js is tangential to
S at t = 1. Since all tangent vectors to S. = exp IV, are of this form we get the
assertion. O

2.5.17 Gauss Lemma (Version 2). Let p be any point of M. The geodesics
through p meets the spheres S, in M centered at p orthogonally.

Proof. This is the special case of the previous lemma when S = {p} reduces to
a single point. O

<]

Fig. 1. Gauss’s Lemma for a sphere

2.5.18 Remark. The spheres around p are by definition the images of the
“spheres” g(v,v) = ¢ in T, M under the geodesic spray. If the metric is positive
definite, these are really the points at constant distance from p, as follows from
the definition of the geodesics of a Riemann metric. For example, when M = §?
and p the north pole, the “spheres” centered at p are the circles of latitude
¢ =constant and the geodesics through p the circles of longitude # =constant.

EXERCISES 2.5
1. Complete the proof of Theorem 2.5.10.

2. Let gbe Riemann metric, Vthe Levi-Civita connection of g. Consider the
Riemann metric g = (g;5) as a (0, 2)-tensor. Prove that Vg = 0, i.e. V,9 =
0 for any vector v. [Suggestion. Let X,Y,Z be a vector field and consider
Dz(g(X,Y)). Use the axioms defining the covariant derivative of arbitrary
tensor fields.]

3. Use Christoffel’s formulas to calculate the Christoffel symbols I';; x, Ffj in
spherical coordinates (p,0,¢): = = pcosf sing, y = psinfsing, z = pcosb.
[Euclidean metric ds? = dz? + dy? + dz? on R3. Use p,0, ¢ as indices 1, j, k
rather than 1,2,3.]

4. Use Christoffel’s formulas to calculate the Ffj for the metric
ds® = (dz")? +[(27)? = («1)](d2®)*.

5. Let S be an m-dimensional submanifold of a Riemannian manifold M.
Let (x!',---,2™) be a coordinate system on S and write points of S as p =
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p(zt, -+ 2™). Use Christoffel’s formula (10) to show that the Christoffel sym-
bols Ffj of the induced Riemann metric ds? = gijdxidxj on S are given by

VvV Op O0Op
E _ ki (VY Op Op
Tii=9 (&Tj 8xk’8xl)'

[The inner product g and the covariant derivative V on the right are taken on
M and g*lg,; = 6;.]

6. a) Let M, g be a manifold with a Riemann metric, f : M — M an isometry.
Suppose there is a p, € M and a basis (v1,--- ,vy) of T, , M so that f(p,) = po
and df,(v;) = v, ¢ = 1,---,n. Show that f(p) = p for all points p in a
neighbourhood of p,. [Suggestion: consider geodesics.]

b) Show that every isometry of the sphere S? is given by an orthogonal linear
transformation of R3. [Suggestion. Fix p, € S? and an orthonormal basis v1, va
for T,,52. Let A be an isometry of S%. Apply (a) to f = B~'A where B is a
suitably chosen orthogonal transformation.]

7. Let S be a 2-dimensional manifold with a positive definite Riemannian
metric ds?. Show that around any point of S one can introduce an orthogonal
coordinate system, i.e. a coordinate system (o,v) so that the metric takes the
form

ds* = a(o,v)do? 4 b(o,v)dv?.
[Suggestion: use Version 2 of Gauss’s Lemma.]

8. Prove that (4) implies (3).
The following problems deal with some aspects of the question to what extent

the connection determines the Riemann metric by the requirement that they be
compatible (as in Definition 2.5.1).

9. Show that a Riemann metric g on R"™ is compatible with the standard
connection D with zero components Ffj = 0 in the Cartesian coordinates (z*),
if and only if g has constant components g;; = ¢;; in the Cartesian coordinates

().

10. Start with a connection V on M. Suppose g and 'g are two Riemann metrics
compatible with V. (a) If g and ’g agree at a single point p, then they agree in
a whole neighbourhood of p,. [Roughly: the connections determines the metric
in terms of its value at a single point, in the following sense.

(b) Suppose g and g have the same signature, i.e. they have the same number of
+signs if expressed in terms of an orthonormal bases (not necessarily the same
for both) at a given point p, (see remark (3) after definition 5.3). Show that
in any coordinate system (z°), the form g;jdadz? can be (locally) transformed
into ’g;; dz'dz’ by a linear transformation with constant coefficients z* — c;.xj .
[Roughly: the connection determines the metric up to a linear coordinate trans-
formation.
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2.6 Curvature identities

Let M be a manifold with Riemannian metric g, V its Levi-Civita connection.
For brevity, write (u,v) = g(u,v) for the scalar-product.

2.6. 1 Theorem (Curvature Identities). For any vectors u,v,w,a,b at a

point p € M

1. R(u,v) = —R(v,u)

2. (R(u,v)a,b) = —(a, R(u,v)b) [R(u,v) is skew-adjoint]

3. R(u,v)w+ R(w,u)v + R(v,w)u=0 [Bianchi’s Identity]

4. (R(u,v)a,b) = (R(a,b)u,v)

Proof. Let p = p(o,7) be a surface in M, U = %, V= % (for any values of

0,7). Let X = X (0,7) be a smooth vector field along p = p(o, 7). Then
~_VVX VVX

yvva vV.va *
RUV)X = Or 0o Oo O ()

1. This is clear from (*).
2. Let A = A(o,7), B = B(o,7) be smooth vector fields along p = p(o, 7).
Compute

0 VA VB

%(AaB)_(%7B)+(A7§)7

0 0 \YARY VA VB VA VB oV oV
aro0 B = graeh Bl (5o )+ 5 50 ) T (A 5 e B

Interchange o and 7, subtract, and use (*):
0= (R(U,V)A,B)+ (A, R(U,V)B).

3. This time take p = p(o, 7, p) to be a smooth function of three scalar-variables
(o,7,p). Let

_O o, _ 9 o _0p
U_BU’V_aT’W_EJ‘p'
Then
rw - Y Y Y o

9100 0p 0o ITIp

In this equation, permute (o, 7, p) cyclically and add (using %g—ﬁ = 8%% ete.)

to find the desired formula.
4. This follows from 1-3 by a somewhat tedious calculation (omitted). O

By definition '
R(u,v)w = R;klukvlwqai.

The components of R with respect to a coordinate system (%) are defined by

the equation ,
R(ak,al)aq - Rzklai.
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We also set ,
(R(Ok,01)0q,05) = Rypy9ij = Riqri

2.6. 2 Corollary. The components of R with respect to any coordinate system

satisfy the following identities.

1. Rpeqa® = — Ry,

2. Raped = —Rpacd

3. Rycq + Ripe + Regp, =0
4. Raped = Racva

Proof. This follows immediately from the theorem. O

2.6. 3 Theorem (Jacobi’s Equation). Let p = p,(7) be a one-parameter
family of geodesics (o =parameter). Then

Voo o o
o200 0o’ o1’ o1’
Proof.

V20p V V op
5230 = 590 - [symmetry of V]

V Vi V Vop . .
= 5305 " 303 dr [po(7) is a geodesic]
v 00

- 9o’ or’or

—

Fig.1 A family of geodesics
2.6. 4 Definition. For any two vectors v, w, Ric(v,w) is the trace of the linear
transformation v — R(u,v)w. In coordinates:

R(u,v)w = Rzklukvlwq&,

Ric(v,w) = Ry v w?.
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Thus Ric is a tensor obtained by a contraction of R: (Ric)y = R’q“kl. One also
writes (Ric)y = Ry
2.6. 5 Theorem. The Ricci tensor is symmetric, i.e. Ric(v,w) = Ric(w,v) for

all vectors v, w.

Proof. Fix v,w and take the trace of Bianchi’s identity, considered as a linear
transformation of wu:

tr{u — R(u,v)w} + tr{u — R(v,w)u} + tr{v — R(w,u)v} = 0.

Since u — R(v,w)u is a skew-adjoint transformation, tr{u — R(v,w)u} = 0.
Since R(w,u) = —R(u,w), tr{u — R(w,u)v} = —tr{u — R(u,w)v}. Thustr{u —
R(u,v)w} =tr{u — R(u,w)v}, i.e. Ric(v, w) = Ric(w,v).

O



Chapter 3

Calculus on manifolds

3.1 Differential forms

By definition, a covariant tensor T at p € M is a quantity which relative to a
coordinate system (z*) around p is represented by an expression

with real coefficients Tj;... and with the differentials dz* being taken at p. The
tensor need not be homogeneous, i.e. the sum involves (0, k)—tensors for dif-
ferent values of k. Such expressions are added and multiplied in the natural
way, but one must be careful to observe that multiplication of the dz? is not
commutative, nor satisfies any other relation besides the associative law and the
distributive law. Covariant tensors at p can be thought of as purely formal alge-
braic expressions of this type. Differential forms are obtained by the same sort
of construction if one imposes in addition the rule that the dx’ anticommute.
This leads to the following definition.

3.1.1 Definition. A differential form w at p € M is a quantity which relative
to a coordinate system (z*) around p is represented by a formal expression

with real coefficients f;;... and with the differentials dz’ being taken at p. Such
expressions are added and multiplied in the natural way but subject to the
relation

da' Adx? = —da? A da'. (2)

If all the wedge products dz® Adx? A--- in (1) contain exactly k factors, then @
said to be homogeneous of degree k and is called a k—form at p. A differential
form on M (also simply called a form) associates to each p € M a form at p.

133
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The form is smooth if its coefficients f;;... (relative to any coordinate system)
are smooth functions of p. This will always be assumed to be the case.

Remarks. (1) The definition means that we consider identical expressions
(1) which can be obtained from each other using the relations (2), possibly
repeatedly or in conjunction with the other rules of addition and multiplication.
For example, since dr! A dx’ = —dx' Adx® (any i) one finds that 2dz’ A dz® = 0,
so dz® A dz® = 0. The expressions for @ in two coordinate systems (z?), (7%)
are related by the substitutions 2! = fi(z!,--. "), dz* = (0f!/037)dZ’ on the
intersection of the coordinate domains.

(2) By definition, the k-fold wedge product dx® A da’ A --- transforms like the
(0, k)-tensor dr' @ dx’ @ - - - , but is alternating in the differentials dz®, dz7, i.e.
changes sign if two adjacent differentials are interchanged.

(3) Every differential form is uniquely a sum of homogeneous differential forms.
For this reason one can restrict attention to forms of a given degree, except that
the wedge-product of a k-form and an I-form is a (k + [)-form.

3.1.2 Example. In polar coordinates x = rcosf, y = rsinf,
dx = cos Odr — rsin 0df, dy = sin 8dr + r cos 0d0
dx A dy = (cos @dr — rsin 0d0) A (sin @dr + r cos 0d0)
= cos O sin Odr Adr+1 cos? Odr Adf —r sin® dO Adr —r? sin 6 cos OdO A dO
= rdr A df

3.1.3 Lemma. Let w be a differential k-form, (') a coordinate system. Then
w can be uniquely represented in the form

fijode' Ndzd N~ (i<j<---) (3)

with indices in increasing order.

Proof. It is clear that w can be represented in this form, since the differentials
dr' may reordered at will at the expense of introducing some change of sign.
Uniqueness is equally obvious: if two expressions (1) can be transformed into
each other using (2), then the terms involving a given set of indices {i,j--- }
must be equal, since no new indices are introduced using (2). Since the indices
are ordered ¢ < j < --- there is only one such term in either expression, and
these must then be equal. O

3.1.4 Definition. A (0,k)-tensor Tj;..dz" ® dz/ @ --- is alternating if its
components change sign when two adjacent indices are interchanged 7...;;... =
—T...j;....for all k-tuples of indices (- - - ,4, 4, - - ). Equivalently, T'(--- ,v,w,---) =
—T(-- ,w,v,---) for all k-tuples of vectors (--- ,v,w,--).

3.1.5 Remark. Under a general permutation ¢ of the indices, the compo-
nents of an alternating tensor are multiplied by the sign +1 of the permutation:

T--o‘(i)a‘(j)--- :Sgl’l(O')T..jZ' ......
3.1.6 Lemma. There is a one-to-one correspondence between differential k-

forms and alternating (0, k)-tensors so that the form fij..dz’ Adxd A--- (i <
Jj < ---) corresponds to the tensor Tijmdxi ®@dr? @ --- defined by
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(1) Tijo. = fij if i <j<-- and
(2) Tj... changes sign when two adjacent indices are interchanged.

Proof. As noted above every k form can be written uniquely as
fijodzt Ndzd Ao (P<f <o)

where the sum goes over ordered k-tuples ¢ < j < ---. It is also clear that
an alternating (0, k)-tensor Tj;..dz* ® da’? @ --- is uniquely determined by its
components

Tij.. = fog. ifi<g<---.
indexed by ordered k-tuples i < j < ---. Hence the formula
ng :fl‘j... ifi<j< .

does give a one-to-one correspondence. The fact that the Tj;... defined in this
way transform like a (0, k)-tensor follows from the transformation law of the
da’. Ol

3.1.7 Example: forms on R3.

(1) The 1-form Adz + Bdy + Cdz is a covector, as we know.

(2) The differential 2-form Pdy A dz + Qdz A dx + Rdx A dy corresponds to
the (0,2)-tensor T' with components 1., = —T,, = P, T,, = —T,. = Q,
Tpy = =Ty, = R. This is just the tensor

Pldy®dz —dz®dy) + Q(dz @ do — dz ® dz) + R(dx ® dy — dy ® dx)

If we write v = (P, Q, R), then T'(a,b) = v - (a x b) for all vectors a,b..

(3) The differential 3-form Ddx Ady Adz corresponds to the (0, 3)-tensor 7" with
components De;;pwhere €5, =sign of the permutation (ijk) of (xyz). (We use
(ryz) as indices rather than (123).) Thus every 3-form in R? is a multiple of the
form dz A dy A dz. This form we know: for three vectors u = (v?),v = (v7),w =
(w"), €;jpuiviw® = det[u, v, w]. Thus T'(u,v,w) = D det[u,v,w].

3.1.8 Remark. (a) We shall now identify k-forms with alternating (0, k)-
tensors. This identification can be expressed by the formula

dz A - Adzt = Z Sgn(T)dxif’(l) ® - ® dxiet (4)
og€Sk
The sum runs over the group Sy, of all permutations (1, - , k) — (a(1),---,o(k));

sgn(o) = %1 is the sign of the permutation . The multiplication of forms then
takes on the following form. Write k = p+ ¢ and let S, x S, be the subgroup of
the group Sy, which permutes the indices {1,--- ,p} and {p+1,--- ,p+q} among
themselves. Choose a set of coset representatives [Sp14/5p X Sg] for the quotient
so that every element of o € S,4, can be uniquely written as ¢ = 7o’0” with
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T €[Sptq/Sp X Sq] and (0/,0") € S, x Sy. If in (4) one first performs the sum
over (¢’,0”) and then over 7 one finds the formidable formula

(daz'™* A - Nda'®) A (da'e+ A - A dxiere) (5)

Z sgn(7)(dair® A -+ Adatt®) @ (datt D A A dairer)
TE[Sp+q/Sp*xSq]

For [Sptq/Sp x Sy one can take (for example) the 7 € S,4, satisfying
(1) <---<7(p)and 7(p+1) <--- < 7(p+q).

(These 7’s are called “shuffle permutations”). On the other hand, one can
also let the sum in (5) run over all 7 € Sp4, provided one divides by plg! to
compensate for the redundancy. Finally we note that (4) and (5) remain valid
if the dx’ are replaced by arbitrary 1-forms 6, and are then independent of the
coordinates.

The formula (5) gives the multiplication law for differential forms when consid-
ered as tensors via (4). Luckily, the formulas (4) and (5) are rarely needed. The
whole point of differential forms is that both the alternating property and the
transformation law is built into the notation, so that they can be manipulated
“mechanically”.

(b) We now have (at least) three equivalent ways of thinking about k-forms:
(i) formal expressions fi;...dz" AdzI A ---
(ii) alternating tensors Tj;...dz" @ dz? @ - -
(iii) alternating multilinear functions T'(v,w, - - )

3.1.9 Theorem. On an n—dimensional manifold, any differential n—form is

written as
Ddz* Ndx® A - A da”

relative to a coordinate system (z'). Under a change of coordinates ' =
jjz(x17 .. 71.71);
Ddz' Ndz* A--- Ada™ = Ddi' AdE? A - A dE"

where D = D det(di'/dx7).

Proof. Any n—form is a linear combination of terms of the type dz’* A---Adzi".
This = 0 if two indices occur twice. Hence any n—form is a multiple of the form
dx' A --- Adx™. This proves the first assertion. To prove the transformation
rule, compute:

ot . oxr"™ . ozt ox™
~1 o 7 n — ¢. P Ta... n
di* A ANdT" = pe dz"" N+ A D dz'™ = €;,..q, Een Dpin dx* A---Ndx
8~i
= det(—?)dml A Ndx™
oxd
Hence

Ddi'* A -+ AdF™ = Ddx' A -+ A dz™
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where D det(9&/dx7) = D. O
Differential forms on a Riemannian manifold

From now on assume that there is given a Riemann metric g on M. In coordi-
nates (z') we write ds? = g;;dz’dx’ as usual.

3.1.10 Theorem. The n—form
|det(gij)| dzt A--- A da” (6)

is independent of the coordinate system (z%) up to a & sign.

More precisely, the forms (6) corresponding to two coordinate systems (z?),
(27) agree on the intersection of the coordinate domains up to the sign of
det(dz'/027).

Proof. Exercise.

3.1.11 Definitions. The Jacobian det(9x%/377) of a coordinate transformation
is always non-zero (where defined), hence cannot change sign along any contin-
uous curve so that it will be either positive or negative on any connected set.
If there is a collection of coordinates covering the whole manifold (i.e. an atlas)
for which the Jacobian of the coordinate transformation between any two co-
ordinate systems is positive, then the manifold is said to be orientable. These
coordinates systems are then called positively oriented, as is any coordinate sys-
tem related to them by a coordinate transformation with everywhere positive
Jacobian. Singling out one such a collection of positively oriented coordinates
determines what is called an orientation on M. A connected orientable manifold
has M has only two orientations, but if M is has several connected components,
the orientation may be chosen independently on each. We shall now assume
that M is oriented and only use positively oriented coordinate systems. This
eliminates the ambiguous sign in the above n-from, which is then called the
volume element of the Riemann metric g on M, denoted vol,.

3.1.12 Example. In R? with the Euclidean metric dz? + dy? 4+ dz? the volume
element is :

Cartesian coordinates (x,y,z): dx ANdy A dz

Cylindrical coordinates (r,0,z): rdr A df A dz

Spherical coordinates (p,0,¢): p*singdp A dO A dep

3.1.13 Example. Let S be a two-dimensional submanifold of R3 (smooth
surface). The Euclidean metric dz? + dy? + dz?on R? gives a Riemann met-
ric g = ds? on S by restriction. Let u,v coordinates on S. Write p = p(u,v) for
the point on S with coordinates (u,v). Then

_||9p _ Op
\/ I det gi;| = H&u X5
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Here g;; is the matrix of the Riemann metric in the coordinate system u,v. The
right-hand side is the norm of the cross-product of vectors in R3.

Recall that in a Riemannian space indices on tensors can be raised and lowered
at will.

3.1.14 Definition. The scalar product g(a, ) of two k-forms
a:aij...daci/\dxj~-~ , ﬁ:bij...dxi/\dxj~-- e g,
is N
g(a, B) = a;;..b7"",
summed over ordered k-tuples ¢ < j < ---.

3.1.15 Theorem (Star Operator). For any k-form « there is a unique (n—k)-
form x«a so that

B A xa = g(, a)vol,. (7)

for all k-forms B. The explicit formula for this x-operator is

iy, = A/ |det(gig) €, 0, (8)

where the sum is extended over ordered k-tuples. Furthermore
s(xa) = (=1)F =R 5 det(g;;)a. (9)

Proof. The statement concerns only tensors at a given point p,. So we fix

p, and we choose a coordinate system (z') around p, so that the metric at
the point p, takes on the pseudo-Euclidean form g;;(p,) = ¢:0;; with ¢g; = £1.
To verify the first assertion it suffices to take for a a fixed basis k-form a =
dxi, A+ Ndxg, with iq < -+ <. Consider the equation (7) for all basis forms
B =dxj A---Ndzj, ,j1 < - < ji. Since g;; = gi0;; at p,, distinct basis k-forms
are orthogonal, and one finds

(dxiy N Ndag,) Nx(dzgy, N ANdxg,) = giy - gipdry A+ Nday
for B =dx;, N--- ANdz;, and zero for all other basis forms 3. One sees that
*(dle VANREIRWAN dx,k) = €y.i, 90y " 'gikdilﬁik+1 VANRERIAN dl‘in (10)

where i1, - , %, are the remaining indices in ascending order. This proves the
existence and uniqueness of x« satisfying (7). The formula (10) also implies (8)
for the components of the basis forms « in the particular coordinate system (%)
and hence for the components of any k-form « in this coordinate system (z?).
But the \/|det(gi;)|€;,...i,, are the components of the (0,n) tensor corresponding
to the n-form in theorem 3.1.10. It follows that (8) is an equation between
components of tensors of the same type, hence holds in all coordinate systems
as soon as it holds in one. The formula (9) can been seen in the same way: it
suffices to take the special a and () above.
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O
The operator o — *a on differential forms is called the (Hodge) star operator

3.1.16 Example: Euclidean 3-space. Metric: dz? + dy? + dz?

The *-operator is given by:

(0) For O-forms: xf = fdx Ady A dz

(1) For 1-forms: *(Pdx + Qdy + Rdz) = (Pdy A dz — Qdx A dz + Rdx A dy)
(2) For 2-forms: *(Ady A dz + Bdz A dz + Cdx A dy) = (Adz — Bdy + Cdxz).
(3) For 3-forms: *(Ddx A dy Adz) = D.

If we identify vectors with covectors by the Euclidean metric, then we have the
formulas
x(aAb)=axb, *x(aANbAc)=a-(bxc).

3.1.17 Example: Minkowski space. Metric: (dz?)? —(dz')? — (dx?)? — (dz3)?

2-form: F = Fj;dz' A dx? is written as

F= ZEade A dz® 4+ Brdz? A da® + B%da3dat + B3dat A da?;

where o = 1,2,3. Then

xFl = — Z BYdx® A dz® + Evdz? A dx® + Esdz® A dx' + Esdx' A da?.

[0

Appendix: algebraic definition of alternating tensors

Let V be a finite-dimensional vector space (over any field). Let T = T(V) be
the space of all tensor products of elements of V. If we fix a basis {e1, -, e}
for V' then the elements of T can be uniquely written as finite sums ) a;;...
€; ® €;---. Tensor multiplication a ® b makes T' into an algebra, called the
tensor algebra of V. (It is the algebra freely generated by a basis ej,--- , ey,
i.e. without any relations.) Let I be the ideal of T' generated by tensors of the
form 2 @ y — y @ x with z,y € V. Let A = A(V) be the quotient algebra T'/I.
The multiplication in A is denoted a A b. In terms of a basis {e;}, this means
that A is the algebra generated by the basis elements subject to the relations
eiNej = —e; Ne;. It is called the exterior algebra of V. As a vector space A(V)
is isomorphic with the subspace of all alternating tensors in T'(V'), as in 3.1.3,
3.1.4. (But the formula analogous to (4), i.e.

Z sgn(o) Ciyy @+ @€y — €y Noos Nejy

[ea

is not quite the natural map T — A = T'/I restricted to alternating tensors;
the latter would have an additional factor k! on the right.) It is of course
possible to realize A as the space of alternating tensors in the first place, without
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introducing the quotient 7'/I; but that makes the multiplication in A look rather
mysterious (as in (5)).

When this construction is applied with V' the space T;; M of covectors at a given
point p of a manifold M we evidently get the algebra A(T, M) of differential
forms at the point p. A differential form on all of M, as defined in 3.1.1,
associates to each p € M an element of A(T,; M) whose coefficients (with respect

to a basis dai A dwd A - -- (i <j<--) coming from a local coordinate system
{z'}) are smooth functions of the .

EXERCISES 2.2

1. Prove the formulas in Example 3.1.2.

Prove the formula in Example 3.1.13
Prove the formula (0)-(3) in Fzample 3.1.16
Prove the formulas x(aAb) =axb, and *(aAbAc) =a-(bxc) in Example 3.1.16

Prove the formula for xF" in Example 3.1.16

A

Prove the Tj;... defined as in Lemma 3.1.5 in terms of a (0, k)-form f;;...dz* A
dzx - - - do transform like the components of a (0, k)-tensor, as stated in the proof
of the lemma.

7. Verify the formula *(xF) = (—1)k(""Ksgndet(g;;)F of Theorem 3.1.15 for
(0, k)-tensors on R?, k= 0,1, 2,3 directly using the formulas of Example 3.1.16.

8. Let ¢ be the following differential form on R3:
a) (2% +y*+22)de+ydy+dz b) zdyndz+ydendz ) (22 4+y*+22)dzAdyndz.

Find the expression for ¢ in spherical coordinates (p, 8, ¢).
9. Let ¢ be the following differential form on R3 in spherical coordinates:
a) sin®0dp + pcos pdb + p2de b) pcos@dp Adf —dp Adp c)p’dp A dO A de
(1) Use the formula (7) of Theorem 3.1.15 to find *¢.
(2) Use the formula (8) of Theorem 3.1.15 to find *¢.

10. Give a direct proof of Theorem 3.1.15, parts (7) and (8), using an arbitrary
coordinate system ().

11. Prove (4).
12. Prove (5).

13. Let A = T/I be the exterior algebra of V' as defined in 3.1.18. Show that
the natural map T'— A = T/I restricted to alternating k—tensors is given by
(4) with an additional factor k! on the right.
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3.2 Differential calculus

On an arbitrary manifold it is not possible to define a derivative operation on
arbitrary tensors in a general and natural way. But for differential forms (i.e.
alternating covariant tensors) this is possible, as will now be discussed.

3.2.1 Theorem. Let @ =f;;..dx* Adz? - be a differential k-form. Then the
differential (k=+1)-form
Ofij.

dfij. Nda* Nda? - = =SEEdet Adat Ada? -

is independent of the coordinate system (z°).

Proof. Consider first the case of a differential 1-form. Thus assume fidx? =
fadZ?®. This equation gives fidz’ = f,(07%/02")dz’ hence f; = f.(07%/0z"), as
we know. Now compute:
%dmk Adxt = % (fa%é)dxk A dxt
= <2£Z gi’ + faarkaz )dl‘ A da?
~ ~b ~ ~a .
= 0L Ok S dak N da' + Faglda® A da'
= 2L di® A di* + 0
because the terms k¢ and ¢k cancel in view of the symmetry of the second
partials. The proof for a general differential k-form is obtained by adding some
dots --- to indicate the remaining indices and wedge—factors, which are not
affected by the argument. O

3.2.2 Remark. If T' = (T3, ..., ) is the alternating (0, k)-tensor corresponding to
w then the alternating (0,k+1)-tensor dT" corresponding to dw is given by the
formula

-« OT}, i, sigii
_ —1Y 01 g adg a1 i
(dT)j; gy = ;(_l)q dzla

3.2.3 Definition. Let @ = f;;...dz" Adz? --- be a differential k-form. Define a

differential (k41)-form deo, called the exterior derivative of w, by the formula

afz]

J
Dk “dz® A dxt A da? -

dw := dfij... Ndz' Nda? - -

Actually, the above recipe defines a form dw separately on each coordinate
domain, even if w is defined on all of M. However, because of 3.2.1 the forms
dw on any two coordinate domains agree on their intersection, so dw is really
a single form defined on all of M after all. In the future we shall take this kind
of argument for granted.

3.2.4 Example: exterior derivative in R® and vector anaysis.
O-forms (functions): w = f, dw= af dx + 3y Ly + af Sdz.
1-forms (covectors): w = Adzx + Bdy + Cdz,
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dw = (95 — 98)dy N dz — (55 — 92)dz N da + (32 — §0)dx A dy.

2-forms: w = Pdy A dz + Qdz A dxz + Rdx N\ dy,
dw = (3£ + 52 + L) dwdydz.,

3-forms: w = Ddx ANdy ANdz, dw =0.
We see that the exterior derivative on R? reproduces all three of the basic
differentiation operation from vector calculus, i.e. gradient, the curl, and the
divergence, depending on the kind of differential form it is applied to. Even in
the special case of R3, the use of differential forms often simplies the calculation
and clarifies the situation.

3.2.5 Theorem (Product Rule). Let «, 3 be differential forms with o homo-
geneous of degree |a|. Then
d(a A B) = (da) A B+ (—1)1*a A (dB).

Proof. By induction on |a| it suffices to prove this for « a 1-form, say o =
apdz®. Put = bij,..dxi Adx? ... Then
d(a A B) = d(agbi; dz® Ada' Adad -- )

= {(dag)bij + ai(dbi;..)} A dz® A dx® Adad -

= (dag A dzF) A (bjda’ Nda? - ) — (a;da®) A (dbij... Ada’ Ada? )

= (da) AN B —a A (df).

O

Remark.. The exterior derivative operation w +— dw on differential forms

w defined on open subsets of M is uniquely characterized by the following
properties.

a) If f is a scalar function, then df is the usual differential of f.
b) For any two forms «, (3, one has d(a + 3) = da + dg.
¢) For any two forms «, 8 with o homogeneous of degree p one has

d(a A B) = (da) A B+ (—1)1*a A (dB).
This is clear since any differential form f;;... dz*Adz? - - - on a coordinate domain

can be built up from scalar functions and their differentials by sums and wedge
products. Note that in this “axiomatic” characterization we postulate that d
operates also on forms defined only on open subsets. This postulate is natural,
but actually not necessary.

3.2.6 Theorem. For any differential form w of class C?, d(dw) = 0.
Proof. First consider the case when @ = f is a C? function. Then
of 0% f . _

. = ———da’ Ndx®
ozt dzioz " N

and this is zero, since the terms ij and ji cancel, because of the symmetry of
the second partials. The general case is obtained by adding some dots, like

ddw = d(==~dx")
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w = f..... to indicate indices and wedge-factors, which are not affected by the
argument. (Alternatively one can argue by induction.) O

3.2.7 Corollary. If w is a differential form which can be written as an exterior
derivative w = dy, then dw = 0.

This corollary has a local converse:

3.2.8 Poincaré’s Lemma. If w is a smooth differential from satisfying dew = 0

then every point has a neighbourhood U so that w = dy on U for some smooth
form defined on U.

However there may not be one single form ¢ so that @w = dy on the whole man-
ifold M. (This is true provided M is simply connected, which means intuitively
that every closed path in M can be continuously deformed into a point.)

3.2.9 Definition (pull-back of forms). Let F' : N — M be a smooth
mapping between manifolds. Let (y!,---,y™) be a coordinate system on N
and (x!,---,2") a coordinate system on M. Then F is given by equations
2t = Fi(yt, - jy™),i=1,--- ,n. Let @ = g...(z", -+ ,2™)dz’ Ada’ - be
a differential form on M,. Then F*w = hg..(y',--- ,y™)dy* Ady'--- is the
differential form on N obtained from w by the substitution

oF

i _ i, 1 m %

dy’. *)

F*w is called the pull-back of w by F.
3.2.10 Lemma. The differential form F*w is independent of the coordinate
systems (z%), (7).

Proof. The equations (*) are those defining dF. So in terms of the alternating
multilinear function w(v, w,---) the definition of F*t amounts to

(F*@) (0,0, ) = D(dF(v), dF (w), )

from which the independence of coordinates is evident. O

3.2.11 Remark. Any (0,k)-tensor T on M (not necessarily alternating) can
be written as a linear combination of tensor products dz’ @ dad ® --- of the
coordinate differentials dz’. By the same procedure just used one can define a
(0, k)-tensor F*T on N.

3.2.12 Theorem. The pull-back operation has the following properties
(a) F*(wl + ’ZDQ) = F*w1 + F*’(DQ

(b) F*(wl A ’WQ) = (F*’Wl) AN (F*’WQ)

(¢) d(F*w) = F*(dw)

(d) (Go F)Y*w = G*(F*w) (if the composite G o F makes sense.)
Proof. Exercise.

3.2.13 Examples.
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(a) Let @ be the 1-form on R? given by w = xdyin Cartesian coordinates z,y
on R%. Let F: R — R% t — F(t) = (z,y) be the map given by = = sint, y =
cost. Then F*w is the 1-form on R given by F*w = F*(xdy) = sintdcost =
— sin® tdt.

(b) Let @ be the 1-form on R given by w = dt in the Cartesian coordinate ¢ on
R. Let F: R? = R, (z,y) — F(z,y) =t be the map given by t = (z —y)?. Then
Fro = F*(dt) = d(z — y)? = 2(x — y)(dx — dy).

(c) The symmetric (0,2)-tensor g representing the Euclidean metric dx? 4 dy? +
dz? on R?® has components (67) in Cartesian coordinates. It can be written as
g=dz®@dr+dy®dy+dz®dz . Let S? = {(z,y,2) € R? | 22 +y% + 22 = R?}
be the sphere (a submanifold of R?) and F : S — R? the inclusion. Then F*g
is the symmetric (0, 2)-tensor on S? which represents the Riemann metric on S2
obtained from the Euclidean metric on R? by restriction to S2?. (F*g is defined
in accordance with remark 3.2.11)

(d) Let T be any (0,k)-tensor on M. T can be thought of as a multilinear
function T'(u,v, - -) on vectors on M. Let S be a submanifold of M and i : S —
M the inclusion mapping S. The pull-back i*T of T' by i is just the restriction
of T to tangent vectors to S. This means that i*T (u,v,---) = T(u,v,---) when
u,v,- - are tangent vectors to S. The tensor i*T is also denoted T'|g, called the
restriction of T to S. (This works only for tensors of type (0, k).)

Differential calculus on a Riemannian manifold

From now on we assume given a Riemann metric ds®> = g;;dz’dz’. Recall that
the Riemann metric gives the star operator on differential forms.

3.2.14 Definition. Let w be a k-form. Then the dw is the (k —{)-form defined
by

*0w = d * w.

One can also write

bw =« tdxw = (—1)"FDED o § 4 o,

3.2.15 Example: more vector analysis in R. Identify vectors and covectors

on R? using the Euclidean metric ds? = dz? + dy?® + dz2, so that the 1-form
F = F,dx+F,dy+F.dz is identified with the vector field F,(0/0x)+F,(0/0y)+
F,(0/0z). Then

*dF = curlFF and  dx* F = *divF.

The second equation says that ' =divF. Summary: if 1-forms and 2-forms on
R3 are identified with vector fields and 3-forms with scalar functions (using the
metric and the star operator) then d and § become curl and div, respectively.
If f is a scalar function, then

odf = divgradf = Af,
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the Laplacian of f.

EXERCISES 3.2
1. Let f be a C? function (0-form). Prove that d(df) = 0.

2. Let w=3",_; fijdz* A dx?. Write dw in the form
do= > fida' Ada? A dat
i<j<k
(Find fijp.)

3. Let ¢ = fidz® be a 1-form. Find a formula for §¢.

4. Prove the assertion of Remark 2, assuming Theorem 3.2.1.
5. Prove parts (a) and (b) of Theorem 3.2.11.

6. Prove part (c) of Theorem 3.2.11.

7. Prove part (d) of Theorem 3.2.11.

8

. Prove from the definitions the formula
T (u, v, ) =T(u,v,--+)

of Fxzample 3.2.15 (d).

9. Let w =Pdz+Qdy + Rdz be a 1-form on R3.
(a) Find a formula for w in cylindrical coordinates (r, 6, z).
(b) Find a formula for dw in cylindrical coordinates (r, 6, ).

10. Let z', 22,23 be an orthogonal coordinate system in R3, i.e. a coordinate
system so that Euclidean metric ds? becomes “diagonal”:

ds® = (hydz')? + (hgdz®)? + (hadaz®)?

for certain positive functions hi, ke, hs. Let w = Ajdz! + Axdz? + Asdx® be a
1-form on R3.
(a) Find #dw. (b) Find d * w.

11 Let w = 3, _; fijda’ Ada?. Use the definition 3 to prove that
dw = ZKK;@(?;’; + aaj;ff + %i@l)dxl Adxd A dxk.

12. a) Let @ = fidz® be a smooth 1-form. Prove that dw = f%MWhere

Ox?
v = /| det g;;|. Deduce that

odf = 152 (199 35

[The operator A : f — —ddf is called the Laplace-Beltrami operator of the
Riemann metric.]

13. Use problem 12 to write down Af = ddf
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(a) in cylindrical coordinates (7,6, z) on R3,
(b) in spherical coordinates (p, 8, ) on R3,
(b) in geographical coordinates (#, ¢) on S2.

14. Identify vectors and covectors on R? using the Euclidean metric ds? =
dz? + dy* + dz?, so that the 1-form F,dx + F,dy + F.dz is identified with the
vector field F,(9/0x) + F,,(0/dy) + F,(0/0z). Show that

a) *dF =curlF b) d x F = xdivF
for any 1-form F, as stated in Example 3.2.15

15. Let F = F,.(0/0r) + Fy(0/00) + F,(0/0z) be a vector field in cylindrical
coordinates (r,60,z) on R3. Use problem 14 to find a formula for curlF and
divF.

16. Let F = F,(0/0p) + Fp(0/00) + Fy(0/0¢) be a vector field in spherical
coordinates (p,0,¢) on R3. Use problem 14 to find a formula for curlF and
divF.

17. Find all radial solutions f to Laplace’s equation Af = 0 in R? and in R3.
(“Radial” means f(p) = f(r). You may use problem 12 to find a formula of

Af.)
3.3 Integral calculus

It is not possible to define the integral of a scalar functions f on a manifold in

coordinates (z°) as
/~~-/f(x17~-~ ,x")dmlmdx”

if one wants the value of the integral to come out independent of the coordinates.
The reason for this is the Change of Variables formula form calculus.

3.3.1 Theorem (Change of Variables Formula). Let 7/ = F/(z!,... ")
be a smooth mapping R™ — R™ which maps an open set U one-to-one onto an
open set U. Then for any integrable function f on U,

/-~-/fd:i1~-~d§:":/~-~/f|detng|d:c1-~-dx".
X

The domain of integration U on the left corresponds to the domain of integration

U on the right under the mapping F: U = F(U). On the left, the function f
is expressed in terms of the 7/ by means of the mapping 7' = Fi(z!,--- ,2™).
~You may consult your Calculus text for the proof (e.g. Marsden-Tromba), at
least for the case n =1,2,3.

From now on (x!,--- , ™) denotes again a positively oriented coordinate system

on an n—dimensional oriented manifold M.
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3.3.2 Theorem and definition. Let M be an oriented n—dimensional mani-
fold, (%) a positively oriented coordinate system defined on an open set U. For
any n—form w = fdx' A--- Adz™ on U the integral

/Uw::/--~/fdx1-~-dx"

is independent of the coordinates (z°).

Proof. Let (i7) be another coordinate system. Write fdz' A .- A dz" =
fdz' A--- Adi"™. Then f = fdet(077/0z"). Therefore

. 5.0
/~~/fdx1/\ ~~~/\dx”:/o~/fdet?dxl o dg”
:E’L
- 5J
:i/.../f\det%mxl o dz™
T

:i/.../fdjl...dj"

This theorem—definition presupposes that the integral on the right exists. This
is certainly the case if f is continuous and the (z(p)), p € U, lie in a bounded
subset of R™. It also presupposes that the region of integration lies in the domain
of the coordinate system (z%). If this is not the case the integral is defined by
subdividing the region of integration into sufficiently small pieces each of which
lies in the domain of a coordinate system, as one does in calculus. (See the
appendix for an alternative procedure.)

O

3.3.3 Example. Suppose M has a Riemann metric g. The volume element is
the n—form
vol, = | det gi;|/2dz A --- A da™.

It is independent of the coordinates up to sign. Therefore the positive number

/Volg:/~-~/|detgij|1/2dx1---dx".
U

is independent of the coordinate system. It is called the volume of the region
U. (When dim M = 1 it is naturally called length, dim M = 2 it is called area.)
More generally, if f is a scalar valued function, then fvol, is an n—form, and

/fVOIQZ//f|detg”|1/2d;p1dm"
U

is independent of the coordinates up to sign. It is called the integral of f with
respect to the volume element vol,.

3.3.4 Definition. Let w be an m-form on M (m < dim M), S an m-dimensional

submanifold of M. Then
o[
s s
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where w|g is the restriction of w to S.

Explanation. Recall that the restriction w|g is the pull-back of w by the
inclusion map S — M, an m-form on S. Since m = dim S, the integral on the
right is defined.

3.3.5 Example: integration of forms on R>.

0-forms. A 0-form is a function f. A zero dimensional manifold is a discrete set
of points {p;}. The “integral” of f over {p;} is the sum >, f(p;).The sum need
not be finite. The integral exists provided the series converges.

1-forms. A 1-form on R3 may be written as Pdx + Qdy + Rdz. Let C be a
1-dimensional submanifold of R3. Let ¢t be a coordinate on C. Let p = p(t)
be the point on C with coordinate ¢ and write x = z(t),y = y(t),z = 2z(t)
for the Cartesian coordinates of p(t). Thus C can be considered a curve in R3
parametrized by t. The restriction of Pdx + Qdy + Rdz to C'is

dx dy dz
pit &y &~
T TR
where P, Q, R are evaluated at p(t). Thus

dx

dy
Pd d dz= [ (P— +Q—=
/C r + Qdy + Rdz /C( dt+th+R

dz
—)dt,

dt)

the usual line integral. If the coordinate ¢ does not cover all of C, then the
integral must be defined by subdivision as remarked earlier.

2-forms. A 2-form on R3 may be written as Ady A dz — Bdx A dz + Cdx A dy.
Let S be a 2-dimensional submanifold of R3. Let (u,v) be coordinates on
S. Let p = p(u,v) be the point on S with coordinates (u,v) and write x =
z(u,v),y = y(u,v), z = z(u,v) for the Cartesian coordinates of p(u,v). Thus S
can be considered a surface in R? parametrized by (u,v) € D. The restriction
of Ady ANdz — Bdx Ndz+ Cdx Ady to S is

In calculus notation this expression is V' - N where V = Ai + Bj + Ck is the
vector field corresponding to the given 2-form and

oudv Ouldv

Oudv Ouodv

dp @_(Byﬁz azay), (axﬁz 8z8m)j (gigz gzgj}c)

N =_—xX = 71—
Oou Ov

N is the normal vector corresponding to the parametrization of the surface.
Thus the integral above is the usual surface integral:

/Ady/\dszdx/\derCd:v/\dy://VoNdudv.
s
D
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If the coordinates (u,v) do not cover all of S, then the integral must be defined
by subdivision as remarked earlier.

3-forms. A 3-form on R? may be written as fdx A dy A dz and its integral is the

usual triple integral
/ fdz:/\dy/\dz:// fdrdyd:z.
U
U

3.3.6 Definitions. Let S be a k—dimensional manifold, R subset of S with the

following property. R can be covered by finitely many open coordinate cubes
Q, consisting of all points p € S whose coordinates of p in a given coordinate
system (z!,---,2%) satisfy —1 < 2' < 1, in such a way that each @Q is either

completely contained in R or else intersects R in a half-cube
RN Q = {all points in Q satisfying * < 0}. (*

The boundary of R consists of all points in the in the sets (*) satisfying ! = 0.
It is denoted OR. If S is a submanifold of M, then R is also called a bounded
k-dimensional submanifold of M.

Remarks. a) It may happen that R is empty. In that case R is itself a
k-dimensional submanifold and we say that R is without boundary.

b) Instead of cubes and half-cubes one can also use balls and half-balls to define
“bounded submanifold”.

3.3.7 Lemma. The boundary OR of a bounded k-dimensional submanifold is
a bounded k-1-dimensional submanifold without boundary with coordinates the

restrictions to OR of the n — 1 last coordinates x%,--- ,x™ of the coordinates
xl,---  x™ on S of the type entering into (*).
Proof. Similar to the proof for submanifolds without boundary. O

3.3.8 Conventions. (a) On an oriented n—dimensional manifold only positively
oriented coordinates are admitted in the definition of the integral of a n—form.
This specifies the ambiguous sign + in the definition of the integral.
(b) Any n-form w is called positive if on the domain of any positive coordinate
system (z%)

@ = Dda' A -+ Adx" with D > 0.

Note that one can also specify an orientation by saying which n-forms are pos-
itive.

3.3.9 Lemma and definition. Let R C S be a bounded k-dimensional sub-

manifold. Assume that S is oriented. As (x',---,2™) runs over the positively
oriented coordinate systems on S of the type referred to in Lemma 3.3.7, the
corresponding coordinate systems (x2,---  2™) on OR define an orientation on

OR, called the induced orientation.
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Proof. Let (z%) and (&%) be two positively oriented coordinate systems of this
type. Then on OR we have ' = 0 and &' = 0, so if the &' are considered as
functions of the x* by the coordinate transformation, then

0=az' =z10,22,--- 2" on OR

Thus 07'/0x? = 0,---,07' /02 = 0 on OR. Expanding det(93'/0x’) along
the “row” (dx'/027) one finds that

~i ~1 ~i
det(%)lgzjgk = (%) det(%)Qﬁzjgk on OR.

The LHS is > 0, since (z') and (#') are positively oriented. The derivative
0x' /07! cannot be < 0 on R, since #! = F!(xl, 22, - 2¥)is =0 for 2! =0
and is < 0 for ' < 0. It follows that in the above equation the first factor
(02'/0%1) on the right is > 0 on R, and hence so is the second factor, as

required. O

3.3.10 Example. Let S be a 2-dimensional submanifold of R3. For each p € S,
there are two unit vectors £n(p) orthogonal to T},S. Suppose we choose one
of them, say n(p), depending continuously on p € S. Then we can specify an
orientation on S by stipulating that a coordinate system (u,v) on S is positive
if

dp  Op

s i : *
5 < 90 Dn with D > 0. (*)

Let R be a bounded submanifold of S with boundary C' = dR. Choose a positive
coordinate system (u,v) on S around a point of C' as above, so that u < 0 on
R and u =0 on C. Then p = p(0,v) defines the positive coordinate v on C and
Op/0v is the tangent vector along C. Along C, the equation(*) amounts to this.
If we walk upright along C' (head in the direction of n) in the positive direction
(direction of Op/dv), then R is to our left (Jp/Ou points outward from R, in the
direction of increasing u, since the u-component of dp/0u = 9/0u is +1).

The next theorem is a kind of change of variables formula for integrals of forms.

3.3.11 Theorem. Let FF: M — N be a diffeomorphism of n-dimensional
manifolds. For any m—dimensional oriented bounded submanifold R of N and
any m—form w on N one has

/ Fro= w
R F(R)

if F(R) is given the orientation corresponding to the orientation on R under
the diffeomorphism F.

Proof. Replacing M by the m—dimensional submanifold S containing R and
N by F(S) we may assume that m = n in the first place. By subdivision
we may assume that R is contained in the domain of coordinates (z%) on M
and F(R) in the domain of coordinates (/) on N. Then we can write @ =
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fdxt A - Ada™, 7 = FI(xl,---  2™) and the formula reduces to the usual
change of variables formula 3.3.1. O

3.3.12 Theorem (Stokes’s Formula). Let w be a smooth k-form on M, R a
k-dimensional oriented bounded submanifold of M. Then

/dw:/ w.
R OR

Proof. We first prove this for the special case of a n-cube I"™ in R". Let

I"={(z,---,2") e R" |0 < 2 < 1}.

We specify the orientation so that the Cartesian coordinates (x!,---,z") form
a positively oriented coordinate system. We have dI"™ = |Ji, (IJ U I}) where

0 _ 1 n n j 1 _ 1 n n j
I ={(z'--,a") e I" |27 =0}, I ={(=',---,a") e I" |27 = 1}.

M i
l Lo
* — %
3
Near IJO the points of I" satisfy x; > 0. If one uses 27 as first coordinate,
one gets a coordinate system (27,1, ---[z7]---2™) on I"™ whose orientation is
positive or negative according to the sign of (—1)7~!. The coordinate system
(=2, xt,---[29]---2™) on I™ is of the type required in 3.3.11 for R = I™ near
a point of S = IY. Tt follows that (z',---[z7]---2") is a coordinate system
on [ ]Q whose orientation (specified according to 3.3.11) is positive or negative
according to the sign of (—1)7. Similarly, (z!,---[27]---2") is a coordinate

system on I? whose orientation (specified according to 3.3.11) is positive or
negative according to the sign of (—1)I~1. We summarize this by specifying the
required sign as follows

Positive n—form on I"™: dzt A --- A da™

Positive (n—1)-form on I3: (=1)7da' A ---[d2’]--- A dz™

Positive (n—1)-form on I[}: (=1)I"*da! A - [d2] - A da”
A general (n—1)-form can be written as

w:z fidxt Ao [da?) - A da™
J

To prove Stokes formula it therefore suffices to consider
wj = fidz' Ao [dal] - Ada™

Compute
Sy dwj = [}, %dxj Adzt A [dad) - A da™
[definition of dw]
= [in %(—1)j_1dm1 Ao ANdx™
[move dz? in place]
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= fol 01 %(—l)jfldxl---dx"

[repeated integral: definition 3.3.2]

— ) { ! %(—1)j—1dm1}dx1-~-[dasj]-~-dg;n

[integrate first over dz7]
(71)]71dz1 P [dx]] P dl'n

z;=0

1

:fol "'fol(fj>

[Fundamental Theorem of Calculus]
— fol "'fol Filey1 (—1)i=Ydat - [dai] - da™+
+f01 "'fol fj|:cj:0 (=1)idat - [da?] - - dam
= [ fidat A [dad] - Ada + [0 fidat A [dad] - Ada
[definition 3.3.2]

= fazn Wi
[flg wj = 0 if k # j, because dz* = 0 on I}, I}]

This proves the formula for a cube. To prove it in general we need to appeal
to a theorem in topology, which implies that any bounded submanifold can be
subdivided into a finite number of coordinate-cubes, a procedure familiar from
surface integrals and volume integrals in R3. (A coordinate cube is a subset of
M which becomes a cube in a suitable coordinate system).

O

Remarks. (a) Actually, the solid cube I™ is not a bounded submanifold of R™,
because of its edges and corners (intersections of two or more faces Ij(-)’l). One
way to remedy this sort of situation is to argue that R can be approximated by
bounded submanifolds (by rounding off edges and corners) in such a way that
both sides of Stokes’s formula approach the desired limit.

(b) There is another approach to integration theory in which integrals over
a bounded m-dimensional submanifolds are replaced by integrals over formal
linear combination (called “chains”) of m-cubes v = 3", cxy,. Each v, is a map
Y : @ — M of the standard cube in R™ and the integral of an m-form w over

v is simply defined as
/ w = ch/ Yrw.
v Q

The advantage of this procedure is that one does not have to worry about
subdivisions into cubes, since this is already built in. This disadvantage is that
it is often much more natural to integrate over bounded submanifolds rather
than over chains. (Think of the surface and volume integrals from calculus, for
example.)

Appendix: Partition of Unity

We fix an n—dimensional manifold M. The definition of the integral by a subdi-
vision of the domain of integration into pieces contained in coordinate domains
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is awkward for proofs. There is an alternative procedure, which cuts up the form
rather than the domain, which is more suitable for theoretical considerations.
It is based on the following lemma.

Lemma. Let D be a compact subset of M. There are continuous non—negative
functions g1,--- ,g; on M so that

gi+--+ag=1on D, g =0 outside of some coordinate ball By.

Proof. For each point p € M one can find a continuous function h,, so that h, =

0 outside a coordinate ball B, around p while h, > 0 on a smaller coordinate
ball C,, C B,. Since D is compact, it is covered by finitely many of the C),, say
Cq, ---,Cy. Let hy,---,hy be the corresponding functions hy, By,---, B the
corresponding coordinate balls B,. The function ) hy is > 0 on D, hence one
can find a strictly positive continuous function h on M so that h =) hy on D
(e.g. h =max{e, > hy} for sufficiently small ¢ > 0). The functions gx = hi/h
have all the required properties. O

Such a family of functions {gx} will be called a (continuous) partition of unity
on D and we write 1 =" gi (on D).

We now define integrals f p @ without cutting up D. Let w be an n-form
on M. Exceptionally, we do not require that it be smooth, only that locally
w = fdx! A--- Adz™ with f integrable (in the sense of Riemann or Lebesgue,
it does not matter here). We only need to define integrals over all of M, since
we can always make @ = 0 outside of some domain D and the integral [, o is
already defined if @ = 0 outside of some coordinate domain.

Proposition and definition. Let w be an n—form on M wvanishing outside of
a compact set D. Let 1 = > gx (on D) be a continuous partition of unity on
D as in the lemma. Then the number

/ 91w+---+/ qw
B, B,

18 independent of the partition of unity chosen and is called the integral of w
over M, denoted [, w.

Proof. Let {g;} and {g,} be two partitions of unity for D. Then on D,
o= uw=Yiw
4 J
Multiply through by g for a fixed k and integrate to get:
9kgiw = / gkg;w@
/> 20

Since gy, vanishes outside of a coordinate ball, the additivity of the integral on

R"™ gives
Z/ Ikgiw = Z/ 9rg; e
—JMm 5 M
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Now add over k:

ZZJ;/M IkGiT@ = jz}; /M 9kG; ™.

Since each g; and g; vanishes outside a coordinate ball, the same additivity gives
> [, Toam=3 [ Yaa=
i YM oy i IM
Since ), gr = 1 on D this gives
w3 [ 4
S

as required. O
Thus the integral [ @ is defined whenever w is locally integrable and vanishes
outside of a compact set.

Remark. Partitions of unity 1 =Y g5 as in the lemma can be found with the
gr. even smooth. But this is not required here.
EXERCISES 3.3

1. Verify in detail the assertion in the proof of Theorem 3.3.11 that “the for-
mula reduces to the usual change of variables formula 3.3.1”. Explain how the
orientation on F(R) is defined.

2. Let C be the parabola with equation y = 2z2.
(a) Prove that C is a submanifold of R2.
(b) Let w be the differential 2-form on R? defined by

w = 3zydz + y2dy.

Find [,; w where U is the part of C between the points (0,0) and (1, 2).

3. Let S be the cylinder in R? with equation x? + y? = 16.
(a) Prove that S is a submanifold of R3.
(b) Let w be the differential 1-form on R? defined by

w = zdy A\ dz — zdx A\ dz — 3y*zdx A dy.

Find fU w where U is the part of S between the planes z = 2 and z = 5.
4. Let w be the 1-form in R? defined by

w= 2z — y)dz — y22dy — y*2dz.

Let S be the sphere in R? with equation 2% + y? + 22 = 1 and C the circle
22+ 9?2 =1,z = 0 in the zy-plane. Calculate the following integral from the
definitions given in this section. Explain the result in view of Stokes’s Theorem.
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) Jow

a .
(b) fs+ dw, where S is half of S in z > 0.

5. Let S be the surface in R? with equation z = f(x,y) where f is a smooth
function.

(a) Show that S is a submanifold of R3.

(b) Find a formula for the Riemann metric ds? on S obtained by restriction of
the Euclidean metric in R3

(¢) Show that the area (see Example 3.3.3) of an open subset U of S is given

by the integral
/ \/ 7) +1dzAdy .

6. Let S be the hypersurface in R™ with equation F(z!,--- z") = 0 where F

is a smooth function satisfying (0F/0z™), # 0 at all points p on S.

(a) Show that S is an (n—1)-dimensional submanifold of R" and that z!, -  z7~!
form a coordinate system in a neighbourhood of any point of S.

(b) Show that the Riemann metric ds?> on S obtained by restriction of the
Euclidean metric in R in the coordinates z!,--- 2"~ on S is given by g;; =
8ij + F,2FF; (1 <4,5 <n—1) where F; = 0F/0z".

(¢) Show that the volume (see Example 3.3.3) of an open subset U of S is given

by the integral
2
OF
/ \/ <3x" )

[Suggestion. To calculate det[g”] use an orthonormal basis €1, ,ep_1 for
R™~1 with first vector ey = (F1, -+, Fp)/\/Ff + -+ F2.

7. Let B={p = (z,y,2) € R3 | 2% + y? + 22 < 1} be the solid unit ball in R3.

a) Show that B is a bounded submanifold of R® with boundary the unit sphere
S2.

b) Give R? the usual orientation, so that the standard coordinate system (z, y, 2)
is positive. Show that the induced orientation on S? (Definition 3.3.9) corre-
sponds to the outward normal on S2 .

dz' Ao Adz™ L

Bx”

8. Prove Lemma 3.3.7

3.4 Lie derivatives

Throughout this section we fix a manifold M. All curves, functions, vector fields,
etc. are understood to be smooth. The following theorem is a consequence of the
existence and uniqueness theorem for systems of ordinary differential equations,
which we take for granted.
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3.4.1 Theorem. Let X be a smooth vector field on M. For any p, € M the
differential equation

p'(t) = X(p(t)) (1)
with the initial condition
p(0) = po
has a unique smooth solution p(t) defined in some interval about t = 0. O

Write momentarily p(t) = p(X,t) to bring out its dependence on X. For any
a € R one has
p(aX,t) = p(X, at)

because as a function of ¢, both sides of this equation satisfy p’(t) = a X (p(¥)),
p(0) = p,. Hence p(X,t) depends only on ¢tX, namely p(X,t) = p(tX,0),
whenever defined. It also depends on p,, of course; we shall now denote it by
the symbol exp(tX)p,. Thus (with p, replaced by p) the defining property of
exp(tX)p is

& exp(tX)p = X(exp(tX)p),  exp(tX)pleso = p. (2)
We think of exp(tX) : M --- — M as a partially defined transformation of M,
whose domain consists of those p € M for which exp(tX)p exists in virtue of
the above theorem. More precisely, the map (¢t,p) - M, Rx M--- — M, is a
smooth map defined in a neighbourhood of [0] x M in R x M. In the future
we shall not belabor this point: expressions involving exp(¢X)p are understood
to be valid whenever defined.

3.4.2 Theorem. (a) For all s,t € R one has
exp((s + 1) X)p = exp(sX) exp(tX)p, (3)

exp(—tX)exp(tX)p = p, (4)

where defined.
(b) For every smooth function f: M--- — R defined in a neighbourhood of p
on M,

Jexp(tX)p) ~ Y X" (D), (5)
k=0 "

as Taylor series at t = 0 in the variable t.

Comment. In (b) the vector field X is considered a differential operator, given
by X =Y X® /02" in coordinates. The formula may be taken as justification
for the notation exp(tX)p.

Proof. a) Fix p and t and consider both sides of equation (3) as function of
s only. Assuming ¢ is within the interval of definition of exp(tX)p, both sides
of the equation are defined for s in an interval about 0 and smooth there. We
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check that the right side satisfies the differential equation and initial condition
defining the left side:

d d
= exp((s +1)X)p = o exp(rX)p

e = X(exp((s + t)X)p),

exp((s + ) X)p|s=o = exp(tX)p.

This proves (3), and (4) is a consequence thereof.
(b) It follows from (2) that

< Fexp(tX)p) = X Fexp(tX)p).

Using this equation repeatedly to calculate the higher-order derivatives one finds
that the Taylor series of f(p(t)) at ¢ = 0 may be written as

k
Fesp(tX)p) ~ 3 X4 f()
Dy

as desired. O
The family {exp(tX): M--- — M | t € R} of locally defined transformations
on M is called the one parameter group of (local) transformations, or the flow,
generated by the vector field X.

3.4.3 Example. The family of transformations of M = R? generated by the
vector field

9.0
Yor dy

is the one—parameter family of rotations given by

X =-

exp(tX)(z,y) = ((cost)x — (sint)y, (sint)z + (cost)y).

It is of course defined for all (z,y).

3.4.4 Pull-back of tensor fields. Let F : N — M be a smooth map of
manifolds. If f is a function on M we denote by F* f the function on N defined
by

F*f(p) = f(F(p))
ie. F*f = foF. More generally, if ¢ is a covariant tensor field on M, say of

type (0, k), then we can consider ¢ a multilinear function on vector fields on M
and define F*¢ by the rule

Fro(X,Y, ) = o(dF (X),dF(Y),---)

for all vector fields X,Y,--- on N, i.e. F*p = p o dF as multilinear function
on vector fields. For general tensor fields one cannot define such a pull-back
operation in a natural way for all maps F. Suppose however that F is a
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diffeomorphism from N onto M. Then with every vector—field X on M we can
associate a vector field F*X on N by the rule

(F*X)(p) = dF, (X (F(p)))-

The pull-back operation F'* can now be uniquely extended to arbitrary tensor
fields so as to respect tensor addition and tensor multiplication, i.e. so that

F*(S+T)=(F*S)+ (F*T), (6)

F(S®T)=(F"S)® (F'T) (7)

for all tensor fields S, T on M. In fact, if we use coordinates (z*) on M and (y/)
on N, write p = F(q) as 27 = 27(y*,--- ,y™), and express tensors as a linear
combination of the tensor products of the dz?, 9/9z% and dy®, 3/0y" all of this
amounts to the familiar rule

ij. Oy* OyP oxF oz

(F*T)eg: =T, (8)

=T 307 a7 oy 87yd

as one may check. Still another way to characterize F*T is obtained by con-
sidering a tensor T of type (r, s) as a multilinear function of r covectors and s
vectors. Then one has

(F*T)(F*p,F*,--- | F*X,F*Y,---) =T(p,p,- -+, X,Y,---) (9)

for any r covector fields ¢, %, -+ on M and any s vector fields X,Y,--- on M.
If M is a scalar function on M then the chain rule says that

d(F* f) = F*(df)- (10)

If f is a scalar function and X vector field, then the scalar functions X f = df (X)
on M and (F*X)(F*f) satisfy

FYX[) = (F*X)(F"f). (11)
If we write g = F* f this equation says that
(F*X)g=[F"oXo(F) g (12)

as operators on scalar functions g on N, which is sometimes useful.
The pull-back operation for a composite of maps satisfies

(GoF)" =F"oG* (13)

whenever defined. Note the reversal of the order of composition! (The verifica-
tions of all of these rules are left as exercises.)

We shall apply these definitions with F' = exp(tX) : M --- — M. Of course,
this is only partially defined (indicated by the dots), so we need to take for its
domain N a suitably small open set in M and then take M for its image. As
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usual, we shall not mention this explicitly. Thus if T is a tensor field on M then
exp(tX)*T will be a tensor field of the same type. They need not be defined
on all of M, but if T is defined at a given p € M, so is exp(tX)*T for all ¢
sufficiently close to t = 0. In particular we can define

Lx T()i= § exp(tX)Tw)|  =lim § fexpltX)T() - T (10)

This is called the Lie derivative of T along X. It is very important to note that
for a general tensor field T the Lie derivative LxT(p) at a point p depends not
only on the vector X(p) at p, but on the whole vector field X near p. Only in
the case of scalar functions, when the Lie derivative reduces to the directional
derivative X f(p) = df,(X (p)), does it depend only on the vector X (p) at p. We
shall momentarily see how to compute it in general. The following rules follow
immediately from the definition.

3.4.5 Lemma. Let X be a vector field, S, T tensor fields. Then
(a) Lx(S+T)=Lx(S)+ Lx(T)

(b) Lx(S-T)=Lx(S)-T+S-Lx(T)

(¢) Lx(pAp) = Lx () N+ A Lx(¢)

(d) F*(Lx(T)) = Lp-x (F"T)

Explanation. In (a) we assume that S and 7" are of the same type, so that
the sum is defined. In (b) we use the symbol S - T to denotes any (partial)
contraction with respect to some components. In (c¢) ¢ and v are differential
forms. (d) requires that F' be a diffeomorphism so that F*T and F*X are
defined.

Proof. (a) is clear from the definition. (b) follows directly from the definition
(14) of LxT(p) as a limit, just like the product rule for scalar functions, as
follows. Let f(t) = exp(tX)*S and g(t) = exp(tX)*S. We have

1 1 1

T @) - 9(t) = £(0) - g(0)] = S [f() = F(O)] - g(t) + f(0) - 2 9(t) — 9(0O)], (15)
which gives (b) ast — 0. (c) is proved in the same way. To prove (d) it suffices
to consider for T scalar functions, vector fields, and covector fields, since any
tensor is built from these using sums and tensor products, to which the rules
(a) and (b) apply. The details are left as an exercise. O

Remark. The only property of the “product” S - T needed to prove a product
rule using (15) is its R-bilinearity.

3.4.6 Lie derivative of scalar functions. Let f be a scalar function. From
(13) we get

Ly J0) = epltX)' ) = G fen(tXn)| = d (X)) = X/)

the usual directional derivative along X.
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3.4.7 Lie derivative of vector fields. Let Y be another vector field. From
(12) we get
exp(EX)*(Y)f = exp(tX)" o ¥ o exp(—tX)" f

as operators on scalar functions f. Differentiating at t = 0, we get

(LxY)f = % [exp(tX)* oY oexp(—tX)*]f (16)
s=t=0
This is easily computed with the help of the formula (5), which says that
th

exp(tX)*f ~ > o X (17)

One finds that
exp(tX) oY oexp(—tX)*|f=[1+tX 4+ - ]Y[I1 —tX +---]f
=Y +t(XY -YX)+---]f

Thus (16) gives the basic formula

(LxY)f = (XY —YX)f (18)

as operators on functions. At first sight this formula looks strange, since a

vector field ' 4
Z =Y 7'0/0x")

is a first-order differential operator, so the left side of (18) has order one as
differential operator, while the right side appears to have order two. The
explanation comes from the following lemma.

3.4.8 Lemma. Let X, Y be two vector fields on M. There is a unique vector
field, denoted [X,Y], so that [X,Y] = XY — Y X as operators on functions
defined on open subsets of M.

Proof. Write locally in coordinates z', 2, -+ 2" on M:
0 0

X=) xXF —yv=>» vF_—.
T o

By a simple computation using the symmetry of second partials one sees that
Z=3 A % satisfies Zf = XY f — Y X f for all analytic functions f on the
coordinate domain if and only if

OYF 0X*
k — —_—
ARS Z X o =Y o (19)
J

This formula defines [X,Y] on the coordinate domain. Because of the unique-
ness, the Z’s defined on the coordinate domains of two coordinate systems agree
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on the intersection, from which one sees that Z is defined globally on the whole
manifold (assuming X and Y are). O
The bracket operation (19) on vector fields is called the Lie bracket. Using this
the formula (18) becomes

LxY =[X,Y]. (20)

The Lie bracket [X,Y] is evidently bilinear in X and Y and skew—symmetric:
X, Y] = —[¥, X].
In addition it satisfies the Jacobi identity, whose proof is left as an exercise:
(X, Y], 21+ (2, X], Y] + [[Y, Z], X] = 0. (21)

Remark. A Lie algebra of vector fields is a family L of vector fields which is

closed under R—-linear combinations and Lie brackets, i.e.
X, YeL = aX+bY €L (for all a,b € R)
X, YelL = [X,Y]eL.

3.4.9 Lie derivative of differential forms. We first discuss another operation
on forms.

3.4.10 Lemma. Let X be a vector field on M. There is a unique operation
© — ix@ which associates to each k—form ¢ a (k —1)—form ix¢ so that
(a) ix0 =0(X) if 0 is a 1-form
(b) ix(p + 1) =ix(p) +ix(¥) for any forms ¢,
(c)ix(aAB)=(ixa)AB+ (=1)laA (ixB)
if « is homogeneous of degree |a|. This operator ix is given by
(d) (ixe) (X1, Xp—1) = o(X, X1, -+, Xjeo1)
for any vector fields X1, , Xx_1. It satisfies the following rules
(6) iX o iX =0
(fix+y =ix +1iy for any two vector fields X,Y
(9)ifx = fix for any scalar function f
(h) F*oix =ipsx o F* for any diffeomorphism F.

Remark. If f is a scalar function it is understood that ix f = 0, since there
are no (—1)—forms.

Outline of proof. It is clear that there is at most one operation satisfying
(a)—(c), since any form can be built from 1-forms by wedge—products and sums.
Property (d) does define some operation ¢ — ix¢ and one can check that it
satisfies (a) — (c). The rest consists of easy verifications. O
We now turn to the Lie derivative on forms.

3.4.11 Lemma. For all vector fields X,Y we have
a)doLx =Lxod
b) i[X,Y] = LX Oiy - iy OLX
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as operators on forms.

Proof. a) Since generally F*(dy) = d(F*p), we have d(exp(tX)*¢) = exp(tX)*(dyp).
Differentiation at ¢t = 0 gives d(Lx¢) = Lx(dy), hence (a).
b) By 3.4.10, (h)

exp(tX)*(zygo) = Z.exp(tX)*Y (exp(tX)*gp)
The derivative at ¢t = 0 of the right side can again be evaluated as a limit using
(15) if we write it as a symbolic product f(t) - g(¢) with f(t) = exp(tX)*Y and
g(t) = exp(tX)*p. This gives
Lx(iyp) = ix,y)e + iy Lx e,

which is equivalent to (b). O
3.4.12 Lemma. Let 0 be a 1-form and X,Y two vector fields. Then

XO(Y) - YO(X) = do(X,Y) + 0(]X,Y]) (22)

Proof. We use coordinates. The first term on the left is

- 007 . oYY
— x iyviy — X J i3

X0Y)=X By @Yy =X 6xiY + X0 IS

Interchanging X and Y and subtracting gives
99 . ayi . 9Xxi
X0Y)-Y(X)= —(X'" Y/ -X) Y40 [ X* —-Y" — ) =dO(X,Y)+0([X,Y
(¥)=Y0(X) = 5 J+07 (XF oYt S ) = dO(X,Y)+6(X, Y ])

as desired. 0O

The following formula is often useful.
3.4.13 Lemma (Cartan’s Homotopy Formula). For any vector field X,
Lx =doix +ixod (23)

as operators on forms.

Proof. We first verify that the operators A on both sides of this relation satisfy

Alp+v) = (Ap) + (AY), A(p AY) = (Ap) Ap + o A (AY).  (24)

For A = Lx this follows from Lemma 3.4.5 (c). For A = doix —ix od,
compute:
ix(aAB) = (ixa) A B+ (=) A (ix3)

doix (anpB) = (dixa)AB+ (=D (ixa)A(dB)+ (=1 (do) Nix B+an(dix 3)

and similarly

ixod(aAB) = (ixda) AB+ (=)= (da)A(ix B)+(=1) (ix a) AdB+an(ixdf).
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Adding the last two equations one gets the relation (24) for A = doix +ix od.
Since any form can be built form scalar functions f and 1-forms # using sums
and wedge products one sees from (24) that it suffices to show that (23) is true
for these. For a scalar function f we have:

Lxf = df(X) = ixdf

For a 1-form 6 we have

(Lx0)(Y) = X0(Y) - 0([X,Y])  [by 3.4.11 (b)]
=Y0(X)+do(X,Y)  [by(22)]

= (dix0)(Y) + (ixdf)(Y)
as required. O
3.4.14 Corollary. For any vector field X, Lx = (d +ix)?.

3.4.15 Example: Nelson’s parking problem. This example is intended to
give some feeling for the Lie bracket [X,Y]. We start with the formula

exp(tX) exp(tY) exp(—tX) exp(—tY) = exp(t*[X,Y] + o(t?)) (25)

which is proved like (16). In this formula, replace t by 1/t/k, raise both sides
to the power k= 0,1,2,--- and take the limit as k— co. There results

hm exp \/7X exp\[ ) expl( \/7X ) exp(— \[ )) = exp(t[X,Y)),

(26)
which we interpret as an iterative formula for the one—parameter group gener-
ated by [X,Y]. We now join Nelson (Tensor Analysis, 1967, p.33).

Consider a car. The configuration space of a car is the four dimensional mani-
fold M = R?x S xSt parametrized by (x,y, $,0), where (z,y) are the Cartesian
coordinates of the center of the front azle, the angle ¢ measures the direction
in which the car is headed, an 0 is the angle made by the front wheels with
the car. (More realistically, the configuration space is the open submanifold
—Omax < 0 < Omax.) See Figure 1.

There are two distinguished vector fields, called Steer and Drive, on M corre-
sponding to the two ways in which we can change the configuration of a car.
Clearly

0
Steer = 20 (27)

since in the corresponding flow 6 changes at a uniform rate while x,y and
¢ remain the same. To compute Drive, suppose that the car, starting in the
configuration (x,y,o,0) moves an infinitesimal distance h in the direction in
which the front wheels are pointing.

In the notation of Figure 1,

D = (z+ hcos(¢p + 0) + o(h),y + hsin(¢p + 0) + o(h)).
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(a)A car (b)A car in motion

Fig. 1. Nelson’s car

Let 1 = AB be the length of the tie rod (if that is the name of the thing connecting
the front and rear axles). Then C'D = 1 too since the tie rod does not change
length (in non—relativistic mechanics). It is readily seen that CE = 1+ o(h),
and since DE = hsin+o(h), the angle BCD (which is the increment in ¢) is
(hsin®)/1) 4 o(h)) while 6 remains the same. Let us choose units so that | = 1.
Then

Drive = cos(¢ + 9)§ + sin(¢ + 0)82 + sin 9% (28)

By (27) and (28)

[Steer, Drive] = —sin(¢ + H)Q + cos(o + Q)Q + cos(6 )a

. 5 (29))

¢
Let 9 9 9
Slide = — sin qﬁ% + cos qﬁa—y, Rotate = 9
Then the Lie bracket of Steer and Drive is equal to Slide+ Rotate on 6 = 0, and
generates a flow which is the simultaneous action of sliding and rotating. This
motion is just what is needed to get out of a tight parking spot. By formula (26)
this motion may be approximated arbitrarily closely, even with the restrictions
—Omax < 0 < Omax with Opax arbitrarily small, in the following way: steer,
drive reverse steer, reverse drive, steer, drive reverse steer,---. What makes the
process so laborious is the square roots in (26).
Let us denote the Lie bracket (29) of Steer and Drive by Wriggle. Then further
simple computations show that we have the commutation relations

[Steer, Drive] = Wriggle (30)
[Steer, Wriggle] = —Drive
[Wriggle, Drive] = Slide
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and the commutator of Slide with Steer, Drive and Wriggle is zero. Thus the
four vector fields span a four-dimensional Lie algebra over R. To get out of an
extremely tight parking spot, Wriggle is insufficient because it may produce too
much rotation. The last commutation relation shows, however, that one may
get out of an arbitrarily tight parking spot in the following way: wriggle, drive,
reverse wriggle, (this requires a cool head), reverse drive, wriggle, drive,- - -.
EXERCISES 3.4

(8
. Prove (9
. Prove (11).

. Prove (13).

. Prove

).
).

. Prove the formula for exp(tX) in example 3.4.3.

S Ot W N~

. Fix a non-zero vector v € R3 and let X be the vector field on R? defined by
X(p) = v X p (cross-product).

(We identify T,R? with R? itself.) Choose a right-handed orthonormal basis
(e1,e2,e3) for R? with ez a unit vector parallel to v. Show that X generates the
one—parameter group of rotations around v given by the formula

exp(tX)e; = (cosct)e; + (sinct)es
exp(tX)ea = (—sinct)e; + (cosct)es
exp(tX)es = e3

where ¢ = ||v||. [For the purpose of this problem, an ordered orthonormal basis
(e1,e2,e3) is defined to be right-handed if it satisfies the usual cross—product
relation given by the “right-hand rule”, i.e.

€1 X eg = €3, €2 X €3 = €1, €3 X €1 = €9.
Any orthonormal basis can be ordered so that it becomes right-handed.]

7. Let X be the coordinate vector 9/96 for the geographical coordinate system
(0,¢) on S? (see example 3.2.8). Find a formula of exp(tX)p in terms of the
Cartesian coordinates (z, y,2) of p € S% C R3.

8. Fix a vector v € R™ and let X be the constant vector field X (p) = v €
T,R™ = R". Find a formula for the one-parameter group exp(¢X) generated by
X.

9. Let X be a linear transformation of R™ (n x n matrix) considered as a vector
field p — X(p) € T,R" = R". Show that the one-parameter group exp(tX)
generated by X is given by the matriz exponential

exp(tX)p=> = X'p

k!
k=0
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where X*p is the k—th matrix power of X operating on p € R™.
10. Supply all details in the proof of Lemma 3.4.5.

11. Prove the Jacobi identity (21). [Suggestion. Use the operator formula
[X,Y] = XY - YX]

12. Prove that the operation ix defined by Lemma 3.4.10 (d) satisfies (a)-
(c). [Suggestion. (a) and (b) are clear. For (c), argue that it suffices to take
X = 0/0z;, o = dxj,, B = dxj, N--- Ndxj,. Argue further that it suffices
to consider i € {j1,---,jx}. Relabel (j1,---,jk) = (1,---,k) so that ¢ = 1 or
i =2. Write dzq Adxg A -+ Adzy, = (dey ® deg — dzg @ doe) Adxg A+ Adxy,
and complete the proof. ]

13. Prove Lemma 3.4.10, (e)—(h).
14. Supply all details in the proof of Lemma 3.4.11 (b).
15. Prove in detail that A = doix + ix o d satisfies (24), as indicated.

16. Let X be a vector field. Prove that for any scalar function f, 1-form 6, and
vector field Y,

a) Lyx0 = 0(X)df + f(Lx0)

b) LyxY = f([X,Y]) —df (V)X

17. Let X = P(9/0x) + Q(9/0x) + R(0/dz) be a vector field on R3, vol=
dx A\ dy A dz the usual volume form. Show that

Lx(vol) = (divX)vol
where divX = a;p P ay + %I; as usual.

18. Prove the following formula for the exterior derivative dp of a (k — 1)—form
. For any k vector fields Xy, -+, X

d(p()(l?...7 +1X Xla"'a)?j"')Xk)—'_

HMw

+Z D o([Xs, X5), Xa, -+, Xiy oo, Xy oo Xg)

i<j

where the terms with a hat are to be omitted. The term X (Xy,-- -, )A(j s, X)

is the differential operator X; applied to the scalar function ¢ (X7, - - - ,)?j s Xp).
[Suggestion. Use induction on k. Calculate the Lie derivative X (X7, -+, Xk)
of (X1, , Xk) by the product rule. Use Lx = dix + ixd.]

19. Let M be an n—dimensional manifold, w an n—form, and X a vector field.
In coordinates (z°), write

w=adz'N---Ndaz", X = X°

ozt
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Show that

Lxw = (Z a(;;fi)>dm1 Ao ANdx™.

i

20. Let g be a Riemann metric on M, considered as a (0, 2) tensor g = g;;dz’ ®
dz?, and X = X*(0/0x") a vector field. Show that Lxg is the (0,2) tensors
with components

lagij an (9Xk

Lxg)i; =X R —
(Lx9)ij Bal T ki g T ik

[Suggestion. Consider the scalar function

9ij = 9(%, %)

as a contraction of the three tensors g, 9/0z%,and 9/0x7. Calculate its Lie
derivative along X using the product rule 3.4.5 (b), extended to triple products.
Solve for (Lxg)i;.]

21. Let g be a Riemann metric on M, considered as a (0,2) tensor g = g;;dz’ ®
dz?, and X = X*(0/0x%) a vector field. Show that the 1-parameter group
exp(tX) generated by X consists of isometries of the metric g if and only if
Lxg = 0. Find the explicit conditions on the components X* that this be
the case. [Such a vector field is called a Killing vector field or an infinitesimal
isometry of the metric g. See 5.22 for the definition of “isometry”. You may
assume that exp(tX) : M — M is defined on all of M and for all ¢, but this is
not necessary if the result is understood to hold locally. For the last part, use
the previous problem.]

22. Let M be an n—dimensional manifold, S a bounded, m—dimensional, ori-
ented submanifold S of M. Let X be a vector field on M, which is tangential
to S, ie. X(p) € T,S for all p € S. Show:

a) (ixy) |s= 0 for any smooth (m + 1)—form ¢ on M,

b) [¢ Lxw = [,¢ ixw for any smooth m—form @ on M.

[The restriction w|g of a form on M to S is the pull-back by the inclusion map

SSM]
23. Let M be an n—dimensional manifold, S a bounded, m—dimensional, ori-

ented submanifold of M. Let X be a vector field on M. Show that for any
smooth m—form w on M

d
— w = ix(exp(tX)*w) .
dt Jexp(tx)s a8

[Suggestion. Show first that for any diffeomorphism F one has fS Freo =
fF(S) @]
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24. Prove (25).
25. Verify the bracket relation (29).
26. Verify the bracket relations (30).

27. In his Lecons of 1925-26 Elie Cartan introduces the exterior derivative on
differential forms this way (after discussing the formulas of Green, Stokes, and
Gauss in 3-space). The operation which produces all of these formulas can be
given in a very simple form. Take the case of a line integral [w over a closed
curve C. Let S a piece of a 2—surface (in a space of n dimensions) bounded by
C. Introduce on S two interchangeable differentiation symbols di and ds and
partition S into the corresponding family of infinitely small parallelograms. If p
is the vertex of on of these parallelograms (Fig. 2) and if p1,pa are the vertices
obtained from p by the operations py and p2, then

P3

p2
/ P1
p

f;lw:w(dl)7 f;zw:w(dg),
P = f;l w +dy f;z w = w(d2) + diw(da), f;’; w =w(di) + dow(dr).

p1

Fig. 2.

Hence the integral [ over the boundary of the parallelogram equals

w@(d1) + [@w(d2) + drw(d2)] — [@(d1) + deww(dr) — w(d2)

= dgw(dl) — dgw(dl)

The last expression is the exterior derivative dw.

(a)Rewrite Cartan’s discussion in our language. [Suggestion. Take d; and
ds to be the two vector fields 9/0u1,d/0us on the 2-surface S tangent to a
parametrization p = p(uq, us).]

(b)Write a formula generalizing Cartan’s dw = daw(dy)—daw(dy) in case dy, da
are not necessarily interchangeable. [Explain what this means.]



Chapter 4

Special Topics

4.1 General Relativity

The postulates of General Relativity. The physical ideas underlying Ein-
stein’s relativity theory are deep, but its mathematical postulates are simple:

GR1. Spacetime is a four-dimensional manifold M.

GR2. M has a Riemannian metric g of signature (— + ++); the world line
p = p(s) of a freely-falling object is a geodesic:

V dp
B 1
ds ds 0 (1)

GR3. In spacetime regions free of matter the metric g satisfies the field equations

Ric[g] = 0. (2)
Discussion. (1) The axiom GRI1 is not peculiar to GR, but is at the basis

of virtually all physical theories since time immemorial. This does not mean
that it is carved in stone, but it is hard to see how mathematics as we know
it could be applied to physics without it. Newton (and everybody else before
Einstein) made further assumptions on how “space-time coordinates” are to be
defined (“inertial coordinates for absolute space and absolute time”). What
is especially striking in Einstein’s theory is that the four-dimensional manifold
spacetime is not further separated into a direct product of a three-dimensional
manifold “space” and a one-dimensional manifold “time”, and that there are no
further restrictions on the space-time coordinates beyond the general manifold
axioms.

(2) In the tangent space T, M at any point p € M one has a light cone, consisting
of null-vectors (ds? = 0); it separates the vectors into timelike (ds?> < 0) and
spacelike (ds? > 0). The set of timelike vectors at p consist of two connected
components, one of which is assumed to be designated as forward in a manner

169
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varying continuously with p. The world lines of all massive objects are assumed
to have a forward, timelike directions, while the world lines of light rays have

null directions.
§
ds*> 0

Fig.1

X0
<0

ds?> 0

The coordinates on M are usually labeled (20, 2%, 22, 23). The postulate GR2
implies that around any given point p, one can choose the coordinates so that
ds? becomes —(dx®)? + (da')? + (dx')? + (dz')? at that point and reduces to
the usual positive definite (dz')? + (dz')? + (do')? on the tangent space to
the three dimensional spacelike manifold 2 =const. By contrast, the tangent
vector to a timelike curve has an imaginary “length” ds. In another convention
the signature (— + ++) of ds? is replaced by (+ — ——), which would make the
length real for timelike vectors but imaginary for spacelike ones.

(3 )In general, the parametrization p = p(t) of a world line is immaterial.
For a geodesic however the parameter ¢ is determined up to t — at + b with
a, b =constant. In GR2 the parameter s is normalized so that g(dp/ds,dp/ds) =
—1 and is then unique up to s — s+ s,; it is called proper time along the world
line. (It corresponds to parametrization by arclength for a positive definite
metric.)

(4) Relative to a coordinate system (z°, 21, 2%, 23) on spacetime M the equations

(1) and (2) above read follows.

d*z* g dxt dad
oy 1/
ds? i ds ds ()
ork  ork

ql gk k k _

ok + ol FkaZl + FplFf;k =0, (2"
where )

Il = 5911(91“',;' + Gijk = Gjk,i)- (3)
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Equation (1), or equivalently (1), takes the place of Newton’s second law

d>z® 1 Op
+ _
dt? m Ox®

—0. (4)

where m is the mass of the object and ¢ = p(x!, 22, 2?) is a static gravitational
potential. This is to be understood in the sense that there are special kinds of co-
ordinates (2%, 2!, 22, 3), which we may call Newtonian inertial frames, for which
the equations (4) hold for a = 1, 2,3 provided the world line is parametrized so
that 2% = at + b.

Einstein’s field equations (2) represent a system of second-order, partial dif-
ferential equations for the metric g;; analogous to Laplace’s equations for the

gravitational potential of a static field in Newton’s theory, i.e.
82
> Guooen =" Q
— Jx*dx~

(We keep the convention that the index « runs over « = 1,2,3 only. The
equation is commonly abbreviated as Ay = 0.) Thus one can think of the
metric g as a sort of gravitational potential in spacetime.

The field equations. We wish to understand the relation of the field equations
(2) in Einstein’s theory to the field equation (4) of Newton’s theory. For this
we consider the mathematical description of the same physical situation in the
two theories, namely the world lines of a collection of objects (say stars) in a
given gravitational field. It will suffice to consider a one-parameter family of
objects, say p = p(r, s), where r labels the object and s is the parameter along
its world-line.

(a) In Finstein’s theory p = p(r,s) is a family of geodesics depending on a
parameter r:
V Op
yop_, 6
ds Or (6)

For small Ar, the vector (Op/dr)Ar at p(r,s) can be thought of as the relative
position at proper time s of the object r + Ar as seen from the object Ar.

To get a feeling for the situation, assume that at proper time s = 0 the object
r sees the object » + Ar as being contemporary. This means that the relative
position vector (Op/0r)Ar is orthogonal to the spacetime direction dp/ds of
the object r. By Gauss’s lemma, this remains true for all s, so r + Ar remains
a contemporary of r. So it makes good sense to think of dp/0r as a relative
position vector.

The motion of the position vector (9p/0r)Ar of r+ As as seen from r is governed

by Jacobi’s equation p

V2 Op _ Op Op\ Op
sz or = (5 5 ) o0 (™)
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This equation expresses its second covariant derivative (the “relative accelera-
tion”) in terms of the position vector dp/Or of r+Ar and the spacetime direction
Op/0s of r.

Introduce a local inertial frame (z°, 2z, 22, 23) for V at p, = p(r,, s,) so that
0/02° = Op/9ds at p,. (This is a “local rest frame” for the object r, at p, in
the sense that there dx%/09s = 0 for a = 1,2,3 and 9z°/9s = 1.) At p, and in
these coordinates (7) becomes

02 ort & i 02

o or 2Ty (@tw) (8)
=0
where F ; is the matrix defined by the equation
o 9y 0 5.9
A a0 a0 = F— .
R(axﬂ ’ 8;100) Ox0 ; 7 9t (at po) (9)

Note that the left-hand side vanishes for j = 0, hence F} = 0 for all 4.

(b) In Newton’s theory we choose a Newtonian inertial frame (z°, 21, 22, 23) so
that the equation of motion (4) reads
Pz 1 Oy
o2 moxe )
If we introduce a new parameter s by s = ct + t,, this becomes
o, 022 _ 1oy
ds? m oz
By differentiation with respect to r we find
90t 1 N Pp 9P 10)
0s2 Or  mc? et dxPox> Or

(c) Compare (8) and (10). The z° = z*(r,s) in (8) refer the solutions of Ein-

stein’s equation of motion (7), the z® = z%(r, s) in (10) to solutions of Newton’s
equations of motion (4). Assume now that the local inertial frame for V in (8)
is the same as the Newtonian inertial frame in (10) and assume further that the
derivatives on the left-hand side of (8) and (10) agree at py. Then we find that

3

3 .
o, 0x? 0%p 0P
jZ::OFj or 02 Z 0Pz (at po) (11)

for all @« = 1,2,3. Since dp/0r is an arbitrary spacelike vector at the point p,
it follows from (11) that

o 1 0%
Fg = T2 DB om (at po) (12)
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for a, 8 =1,2,3. Hence

3

4 3 1 D¢
S E=Y - P (et o) (13

me? = Ox*x
By the definition (9) of F} this says that

B a)_ 1 S 92

8z0’ 920/ me? 16m“8x0‘
—

Ric(g)( (at po) (14)

Newton’s field equations (5) say that the right-hand side of (14) is zero. Since
0/0z" is an arbitrary timelike vector at p, we find that Ric(g) = 0 at po.

In summary, the situation is this. As a manifold (no metric or special coordi-
nates), spacetime is the same in Einstein’s and in Newton’s theory. In Einstein’s
theory, write 2 = 2%(g; 7, s) for a one-parameter family of solutions of the equa-
tions of motion (1) corresponding to a metric g written in a local inertial frame
for V at p,. In Newton’s theory write & = x*(p; r, t) for a one parameter family
of solutions of the equations of motion (4) corresponding to a static potential
written in a Newtonian inertial frame. Assume the two inertial frames represent
the same coordinate system on spacetime and require that the derivatives on
the left-hand sides of (8) and (10) agree at p,. Then the relation (14) between
g and ¢ must hold. In particular, if ¢ satisfies Laplace’s equation (5) at p, then
g satisfies Einstein’s field equation (2) at p,.

One final comment. In Newton’s theory, Laplace’s equation Ay = 0 gets re-
placed by Poisson’s equation A = r in the presence of matter, where r depends
on the matter. In Einstein’s theory the equation Ric(g) = 0 gets analogously
replaced by Ric(g) = T, where T is a 2—tensor, called the energy-momentum
tensor. But in its present form this tensor is not an exact, fundamental rep-
resentation of matter only a rough, macroscopic approximation,. Einstein once
put it something like this. “The field equations Ric(g) = T have the aspect of
an edifice whose left wing is constructed from marble and whose right wing is
constructed from inferior lumber.” —We may be looking at the scaffolding; that
right wing is still under construction.

Appendix: some Special Relativity

Special relativity refers to the geometry in a four-dimensional vector space W
with an inner product of type (— 4+ ++), called Minkowski space. In terms of
components with respect to an appropriate basis (e;) we can write w € W as
w = §pep + §1e1 + §ae2 + §3e3 and

w? = (w,w) = =6 + & + 6 + &
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We shall think of this vector space as the tangent space W = T,M at some
point (event) in the spacetime M of general relativity, but this is not necessary
and historically special relativity came first.

Let e € T, M be a timelike spacetime vector. Think of e as the tangent vector at
p to the world-line of some observer passing through p (i.e. present at the event
p). Let w € T, M another spacetime vector at p, interpreted as the tangent
vector to the world—line of some other object. Think of w as an infinitesimal
spacetime displacement from p. The observer e splits w as an orthogonal sum

w=T1e+d

and interprets 7 as the relative time—duration of w and d as the relative space—
displacement of w, where relative refers to e. These components Te and d depend
only on the spacetime direction of e, i.e. on the line Re. So we assume that e is
normalized so that (e,e) = —1. Then evidently

T=—(w,e), d=w+ (w,e)e.

Thus the observer e would say the object w moves through a space—displacement
d during a time—duration 7 relative to himself. Hence e would consider d/7 as
the relative space—velocity of w. For a light ray one has w? =0, s0 —72+d> =0
and d?/72 = 1, i.e. the observer e is using units so that velocity of light is 1.
Now suppose we have another observer ¢/ € T,M at p, again normalized to
(¢/,e’) = —1. Then €’ will split w as

w=71e+d.

The map (7, d) — (7/,d") defined by the condition Te+d = 7'¢’+d’ is the Lorentz
transformation which relates the (infinitesimal) spacetime displacements w as
observed by e and ¢’. (The term Lorentz transformation is also applied to any
linear transformation of W which preserves the inner product.) It is easy to
find a formula for it. Write

e =ae+av

so that v is the space—velocity of €’ relative to e. Taking inner products of this
equation gives

—1=a*(-1+%
where v? = (v,v). So

a?=(1-vH)""
The equation Te +d = 7'¢’ + d' gives Te + d = 7'ae + (av + d’) so the Lorentz
transformation is

T=ar, d=d + av.

In particular

7_l

V1—02'

Since v/1 — v2 < 1 when real, 7 > 7/; this phenomenon is called time dilation.

T =
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Consider now another situation, where e and e’ observe some three—dimensional
object. Such an object will not have a world-line but a world—tube, which we
can picture as three—parameter family of world—lines representing the point—
particles which make up the object. If the object is one-dimensional (a stick)
we get a world-band, as we shall now assume. Locally around p we approximate
the world-band by the piece of a 2-plane between two parallel lines in T}, M.
We shall assume that e’ is parallel to these lines, which means that the stick
is a rest relative of ¢/. We assume further that the stick as seen by €’ points
into the direction of e, which implies that e, e’ lie also in this 2-plane. The
band B intersects the 3-spaces orthogonal to e, e’ (the rest—spaces of e, e’) in
line—segments, which we represent by vectors d,d’. The length of the stick as
seen by e, e’ is then | = |d|,I' = |d’| respectively. The relation between them
can be found by simple vector algebra in the 2—plane in question. (The metric
in this plane has type (—,+), but the reasoning becomes more transparent if
one draws upon one’s intuition in a Fuclidean space as a guide to the vector
algebra.) As above we have

e?=—1, (¢)=—1, ¢ =ae+av,a®> = (1 —v?)" L.
Since d' is the component of d orthogonal to €', we have d = d’ + (d, ¢’)e’ and
d2 _ (d/)2 _ (U7€l)2.

Since d, v are both orthogonal to e in the same 2-plane, d/|d| = v/|v|. Substi-
tuting d in the previous equation we get

2
d* = (d)? - ﬁ(v,e')Q.
Since €/ = ae + av we find d? = (d')? — d?a®v?, or
(d) =d*(1+a*?) = d*(1 + (1 —v?) " '?) = d*(1 —v*) .
This gives the desired relation between the relative lengths of the stick:

I=10+1-02

Thus [ <1’ and this is known as the Lorentz contraction. From a purely math-
ematical point of view all of this is elementary vector algebra, but its physical
interpretation is startling.

4.2 The Schwarzschild metric
4.3

We now turn to metrics with spherical symmetry. This is not an entirely obvious
concept in general relativity. To explain it, we start with two examples of
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symmetry in the familiar setting of R? with the Euclidean metric ds? = da? +
dy* + dz?. (Any unfamiliar terms in these examples should be self-explanatory,
but will be defined precisely later.)

Example 1: spherical symmetry in R3. Consider the action of the group
SO(3) of rotation about the origin on the Euclidean space R3, written p — a-p
with @ € SO(3) and p € R3. We record the following facts.

(a) The group SO(3) acts on R? by isometries, i.e. by transformations preserving
the metric.

(b) The “orbit” S(p,) :={p =a-p, | a € SO(3)} of SO(3) through a point p,
is the sphere about the origin through p,.

(c) Fix p, and let C' = C(p,) ~ R be the line through p, orthogonal to S(p,).

In a neighbourhood of p, the line C intersects each sphere S(p) orthogonally in
a single point.

(d) Let S = S? be the unit sphere, ds% the standard metric on S = S?, and
dsZ the induced metric on C. In a neighbourhood of p, there is a local diffeo-
morphism C x S — R3 so that

ds® = ds, + p*ds
where p = p(p) is the radius of the sphere S(p) though p.

The first three statements are again geometrically obvious. For the last one
recall the expression for the Euclidean metric in spherical coordinates:

ds* = dp* + p*(sing d6? + do?)
If we take p as Cartesian coordinate on C' ~ R and (8, ¢) as coordinates on S =
5?2, then the map C x S — R3 is just the spherical coordinate map (p, 8, ¢) —
(z,y,2).
Example 2: cylindrical symmetry in R3. Consider the group SO(2) of
rotations about the z-axis on R3. We note that the statements (a)-(b) of the
previous example have obvious analogs.
(a) The group SO(2) acts on R? by isometries.
(b) The “orbit” S(p,) :={p =a-p, | a € SO(2)} of SO(2) through a point p,
is the circle about the z-axis through p, .
(c) Fix p, and let C = C(p,) = R be the plane through p, orthogonal to S(p,).

In a neighbourhood of p, the plane C intersects each circle S(p) orthogonally
in a single point.

(d) Let S = S! be the unit circle, ds the standard metric on S = S?, and dsZ,
the induced metric on C. In a neighbourhood of p, there is a local diffeomor-
phism C x S — R? so that

ds* = ds% + r?ds?,
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where r = s(p) is the radius of the circle S(p) though p.

The first three statements are again geometrically obvious. For the last one
recall the expression for the Euclidean metric in cylindrical coordinates:

ds* = (dr® 4 dz?) 4 r2d6?

If we take (r,z) as Cartesian coordinates on C' ~ R? and 6 as coordinate on
S = S, then the map C x S — R3 is just the cylindrical coordinate map
(r,z;0) — (z,y, 2).

We now turn to some generalities. We take the view that symmetry (whatever
that may mean) is characterized by a group. In general a transformation group
of a space M (any set, in our case a manifold) is a family G of transformations
of M (mappings of M into itself) satisfying

(1) If a, b € G, then the composite ab € G.
(2) If a € G, then a has an inverse a=* and a=! € G.

The action of transformation a € G on a point p € M is denoted p — a - p.
The transformations in G fixing a given point p is I(p) :== {a € G | a - p = p},
called the stabilizer of p in G. It is itself a group, a subgroup of G.

4.2.1 Example: rotation groups. The rotation group in R?, denoted SO(3),

consists of all orthogonal linear transformations of R? of determinant +1:
SO3)={aeR|aa* =1, deta=+1}

SO stands for “special orthogonal”. It can be realized geometrically as the group
of transformations of Euclidean 3—space which can be obtained by a rotation by
some angle about some axis through a given point (the origin): hence we can
take G =SO(3), M = R? in the above definition. Alternatively, SO(3) can be
realized as the group of transformations of a 2-sphere S? which can be obtained
by such rotations: hence we may also take G =SO(3), M = S2.

The rotation group SO(2) in R? consists of linear transformations of R? rep-
cosf —sinf

resented by matrices of the form | .
sinf  cosf

]. It acts naturally on R? by

rotations about the origin, but it also acts on R? by rotations about the z—axis.
In this way SO(2) can thought of as the subgroup of SO(3) which leaves the
points on the z-axis fixed.

SO(2) orbits in R? | SO(3) orbits in R3
Fig. 1
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This example shows that the same group G can be realized as a transformation
group on different spaces M: we say G acts on M and we write a - p for the
action of the transformation ¢ € G on the point p € M. The orbit a point
p € M by G is the set

G-p={a-placG}

of all transforms of p by elements of G. In the example G =SO(3), M = R3
the orbits are the spheres of radius p > 0 together with the origin {0}.

4.2.2 Lemma. Let G be a group acting on a space M. Then M is the disjoint
union of the orbits of G.

Proof . Let G-p and G- q be two orbits. We have to show that they are either
disjoint or identical. So suppose they have a point in common, say b-p =c-q
for some b,c € G. Then p=b"lc-q€ G ¢, hencea-p=ab~'c-q € G -q for
any a € G,ie. G-pC G-q. Similarly G-q C G- p, hence G-p=G - q.

From now on M will be spacetime, a 4-dimensional manifold with a Riemann
metric g of signature (— 4+ ++).

4.2.3 Definition. The metric g is spherically symmetric if M admits an action
of SO(3) by isometries of g so that every orbit of SO(3) in M is isometric to
a sphere in R? of some radius r > 0 by an isometry preserving the action of
SO(3).

Remarks. a) We exclude the possibility » = 0, i.e. the spheres cannot de-
generate to points. Let us momentarily omit this restriction to explain where
the definition comes from. The centre of symmetry in our spacetime should
consist of a world line L (e.g. the world line of the centre of the sun) where
r = 0. Consider the group G of isometries of the metric g which leaves L
pointwise fixed. For a general metric g this group will consist of the identity
transformation only. In any case, if we fix a point p on L, then G acts on the
3—dimensional space of tangent vectors at p orthogonal to L, so we can think of
L as a subgroup of SO(3). If it is all of SO(3) (for all points p € L) then we have
spherical symmetry in the region around L. However in the definition, we do
not postulate the existence of such a world line (and in fact explicitly exclude
it from consideration by the condition r > 0), since the metric (gravitational
field) might not be defined at the centre, in analogy with Newton’s theory.

b) It would suffice to require that the orbits of SO(3) in M are 2-dimensional.
This is because any 2-dimensional manifold on which SO(3) acts with a single
orbit can be mapped bijectively onto a 2-sphere S? (possibly with antipodal
points identified) so that the action becomes the rotation action. Furthermore,
any Riemann metric on such a sphere which is invariant under SO(3) is isometric
to the usual metric on a sphere of some radius r > 0, or the negative thereof.
The latter is excluded here, because there is only one negative direction available
in a spacetime with signature (— + ++).

We now assume given a spherically symmetric spacetime M, g and fix an action
of SO(3) on M as in the definition. For any p € M, we denote by S(p) the SO(3)
orbit through p; it is isometric to a 2-sphere of some radius r(p) > 0. Thus
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we have a radius function r(p) on M. (r(p) is intrinsically defined, for example
by the fact that the area of S(p) with respect to the metric g is 47r2.) For
any p € M, let C(p) = expp(TpS(p)L) be the union of the geodesics through
p orthogonal to S(p). It is a 2-dimensional submanifold of M which intersects
S(p) orthogonally in the single point p, at least as long as we restrict attention
to a sufficiently small neighbourhood of p, as shall do throughout this discussion.
Now fix p, € M and let C = C(p,).

C<po)

Fig.2

Let S be a sphere about the origin in R®. The geographic coordinates (6, ¢) on
S can be defined by the formula p = a.(0)ay(¢)e. where a.(6) and a,(¢) are
rotations about the z and y axis and e, is the north-pole of S, i.e. its point
of intersection with the positive z-axis. We transfer these coordinates to the
orbit S(p,) as follows. By assumption, S(p,) is an isometric copy of a sphere
S in R3. We may choose this isometry so that it maps p, to e.. It then maps
a-ptoa-e, for any a € SO(3), since the isometry preserves the action of
SO(3). In particular, we can transfer (6, ¢) to coordinates on S(p,) by setting
p = a,(0)ay(p)e,. We can extend these from S(p,) to all of M as follows.

4.2.4 Lemma. The map f:C xS — M, given by p = a,(0)ay(¢) - ¢, is local
diffeomorphism near (po,e,) which maps {q} x S to S(q).

Proof. The second assertion is clear. To prove the first it suffices to show that
the differential of f at the point (p,,e.) is invertible. Since f maps {p,} X S
diffeomorphically onto S(p,) and C x {e,} identically onto C, its differential
restricts to a linear isomorphism of the corresponding tangent spaces and hence
is a linear isomorphism onto T,,, M = T, ,C & T, S(p,)- O

Corollary. Near p,, C intersects each sphere S(q) in a single point.
Proof. This is clear, because the corresponding statement holds on C' x S. [

Remark. The group I(p,) acts also on the tangent space T, M by the dif-
ferential of the map p — a - p at p = p,. This means that for curve p(t) with
p(0) = p, and p(0) = v we have
d
== p(t).
i p(t)
Since a € I(p,) operates on M by isometries fixing p,, it maps geodesics through
Do into geodesics through p,, i.e.

exp, :Tp, M — M satisfies a - (exp, v) = exp, (a-v).
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So if we identify vectors v with points p via p = exp, (v), as we can near p,,
then the action of I(p,) on T}, M turns into its action on M. We record this
fact as follows

the action of I(po,) on M looks locally like its linear action on Ty, M (*)

In may help to keep this in mind for the proof of the following lemma.
4.2.5Lemma. C intersects each sphere S(q), q € C, orthogonally.

Proof. Consider the action of the subgroup I(p,) of SO(3) fixing p,. Since
the action of SO(3) on the orbit S(p,) is equivalent to its action an ordinary
sphere in Euclidean 3-space, the group I(p,) is just the rotation group SO(2)
in the 2-dimensional plane T}, S(p,) ~ R?. It maps C(p,) into itself as well as
each orbit S(q), hence also C(p,) () S(q) = {¢}, i-e. I(p,) fixes all ¢ € C(p,),
ie. I(po,) C I(q). The fixed-point set C'(p,) of I(p,) consists of the geodesics
orthogonal to the 2-sphere S(p,) at p,, as is evident for the corresponding sets
in the Minkowski space T},, M. Thus C’(p,) = C(p,). But I(p,) C I(q) implies
C'(po) D C'(q), hence C(p,) D C(q). Interchanging p, and ¢ in this argument
we find also C'(q) C C(p,). So C(po) = C(q) and intersects S(q) orthogonally.]

In summary, the situation is now the following. Under local diffeomorphism
C x S — M the metric ds? on M decomposes as an orthogonal sum

ds* = ds% +r?ds?, (0)

where ds2c is the induced metric on C, ds2s the standard metric on S = S2,
and r = r(q) is the radius function. To be specific, choose any orthogonal
coordinates 7, p on C with 7 timelike and r spacelike . (That this is possible
follows from Gauss’s Lemma, for example.) Let ¢, 6 be usual coordinates ¢, 0
on S =~ S%. Then 7, p, ¢, provide coordinates on M and

ds® = —A7%(1, p)dr? + B*(7, p)dp” + r*(7, p)(d¢”® + sin® pdf®) (1)

for some strictly positive functions A(r, p), B(t, p). We record the result as a
theorem.

4.2.6 Theorem. Any spherically symmetric metric is of the form (1) in suitable
coordinates T, p, @, 6.

So far we have not used Einstein’s field equations, just spherical symmetry.
The field equations in empty space say that Ric[g] = 0. For the metric (1) this
amounts to the following equations (as one can check by some unpleasant but
straightforward computations). Here ’ denotes 9/9p and ' denotes 9/07.

L dCm) ) g o
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One has to distinguish three cases, according to the nature of the variable r =
r(p), the radius of the sphere S(p).

(a) r is a space-like variable, i.e. g(gradr,gradr) > 0,
(b) r is a time-like variable, i.e. g(gradr,gradr) < 0,
(c) r is a null variable, i.e. g(gradr,gradr) = 0.

Here gradr = (¢"dr/0x7)(0/0z") is the vector-field which corresponds to the
covector field dr by the Riemann metric g. It is orthogonal to the 3—dimensional
hypersurfaces r = constant. It is understood that we consider the cases where
one of these conditions (a)—(c) holds identically on some open set.

We first dispose of the exceptional case (¢). So assume g(gradr,gradr) = 0. This
means that —(Ar)? + (B71/)?2 =0 i.e.

— = Ar 6
= Ar (6)
up to sign, which may be adjusted by replacing the coordinate 7 by —7, if
necessary. But then one finds that 7/ determined by (2) is inconsistent with
(3), so this case is excluded.

Now consider the case (a) when g(gradr,gradr) > 0. In this case we can take
p = r as p-coordinate on C. Then r = 0 and 7" = 1. The equations (2)—(4)
now simplify as follows.

B =0 (2')
R R @
N g
G I

Equation (2') shows that B = 0, i.e. B = B(r). Equation (4') differentiated
with respect to 7 shows that (A /A)" = 0, i.e. (logA)” = 0. Hence A =
A(r)F(r). Now replace 7 by t = () so that dt = dr/F(r) and then drop the
~ ; we get A= A(r). Equation (3') simplifies to

—2rB*B' + B ? =1, ie (rB7%) = 1.

By integration we get rB~2 = r — 2m where —2m is a constant of integration,
ie. B2 = (1-2m/r)™' . Equation (4) has the solution A = B and this
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solution is unique up to a non-zero multiplicative constant ~, which one can
take be 1 after replacing ¢ by y~'t. The metric (1) now becomes

-1
ds? — _(1 _ 2—m>dt2 + (1 _ 27m> dr® + 12 (d¢? + sin® $db?). (7)
r T

It gives a solution for all r # 0, 2m. We shall however keep the restriction r > 0.
Furthermore, only for r > 2m is the radius function r space-like, as we assumed.
In the region where r < 2m the coordinate r becomes time-like, and to make the
signs in (7) agree with those of (1) one can then set p = ¢, 7 = r in (7). This
gives at the same time the solution in the case (b), when r is timelike, i.e. in
the region r < 2m: it is still given by (7), only one has to set with 7 =r,p =1t
if one compares (7) with (1). We note that ¢ is uniquely determined up to
t — t + t,, because these are the only substitutions t — f(t) which leave the
metric invariant. Thus all four Schwarzschild coordinates t,r, ¢, 6 are essentially
uniquely determined. We record the result meticulously as a theorem.

4.2.7 Theorem (Schwarzschild). Let g be a spherically symmetric metric,
which satisfies Finstein’s field equations Ric[g] = 0. In a neighbourhood of any
point where the differential dr of the radius function r of g is non—zero, the
metric is the form (7) where ¢,0 are the usual coordinates on a sphere, r is the
radius function, and t is uniquely determined up to t — t—+t,. Such coordinates
exist in a neighbourhood of any point where r > 0, r # 2m.

The Schwarzschild coordinates cannot make sense at the Schwarzschild radius
r = 2m, because the coefficients of the metric (7) in these coordinates become
singular there. We momentarily suspend judgment as to whether the metric
itself becomes singular there (if such points exist on the spacetime manifold)
or if the singularity is an artifact of the coordinates (as is the case with polar
coordinates in the plane at the origin).

The time translations (¢t,7,¢,0) — (t + t,,7,¢,0) evidently leave the metric
invariant, i.e. define isometries of the metric, in addition the rotations from
SO(3). One says that the metric is static, which is known as Birkhoff’s Theorem:

4.2.8 Theorem (Birkhoff). Any spherically symmetric metric, which satisfies
FEinstein’s field equations Ric[g] = 0 is static, i.e. one can choose the coordinates
T,p in (1) so that A and B are independent of .

Remark. The discussion above does not accurately reflect the historical devel-
opment. Schwarzschild assumed from the outset that the metric is of the form
(1) with A and B independent of ¢, so Birkhoff’s theorem was not immediate
from Schwarzschild’s result. The definition of spherical symmetry used here
came later.

The Schwarzschild metric (7) can be written in many other ways by introducing
other coordinates 7, p instead of ¢, r (there is no point in changing the coordinates
¢, 0 on the sphere). For example, one can write the metric (7) in the form

A T
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The coordinates v, w are related to Schwarzschild’s ¢, by the equations
v=t+r", w=t—1r"

with

dr
*: —_— = 2 1 —2 .
r /1—2m/r T+ 2mlog(r — 2m)

In terms of these v, w, Schwarzschild’s r is determined by
1
5(7} —w) =71+ 2mlog(r — 2m).

Another possibility due to Kruskal (1960) is

16m>2 —r/2m
ds? = 200 (dP + di?) + r2(dg? + sin? ¢d6?). (9)

r

The coordinates t, Z are defined by

L:: %(61)/2 _|_e—w/2), § = %(61)/2 _ e—w/2>

and r must satisfy
2 — 22 = —(r — 2m)e/?™. (10)

These coordinates ¢, # must be restricted by
- 3% <2m (11)

so that there is a solution of (10) with » > 0. What is remarkable is that
the metric (9) is then defined for all (£, %, ¢,0) satisfying (11) and the radius
function r can take all values » > 0. So the singularity at » = 2m in the
Schwarzschild metric has disappeared. This is explained by the fact that the
coordinate transformation between the Scharzschild coordinates ¢, and the
Kurskal coordinates t, # is singular along 7 = 2m. One can now take the point
of view that the whole region (11) belongs to M with the metric given by (9).
This means that the manifold M is (by definition) the product C' x S where S' is
the sphere with coordinates (¢, ) and C' the region in the (£, #) plane described
by (11). As in Schwarzschild’s case, this region C' is composed of a region in
which r is spacelike (r > 2m) and region in which r is timelike (0 < r < 2m),
but now the metric stays regular at » = 2m. The Schwarzschild solution (7)
now appears as the local expression of the metric in a subregion of M. One
may now wonder whether the manifold M can be still enlarged in a non-trivial
way. But this is not the case: the Kruskal spacetime is the unique locally
inextendible extension of the Schwarzschild metric, in a mathematically precise
sense explained in the book by Hawking and Ellis (1973).
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0<r<2m

/:\

Fig.3

To get some feeling for this spacetime, consider again the situation in the £z
plane. The metric (9) has the agreeable property that the light cones in this
plane are simply given by —dt?> 4+ di? = 0. This means that along any timelike
curve one must remain inside the cones —dt? + di? < 0. This implies that
anything that passes from the region r > 2m into the region r < 2m will never
get back out, and this includes light. So we get the famous black hole effect.
The hypersurface » = 2m therefore still acts like a one-way barrier, even though
the metric stays regular there. The region 0 < r < 2m is the fatal zone: once
inside, you can count the time left to you by the “distance” r from the singularity
r = 0. In the region r > 2m there is hope: some time-like curves go on forever,
but others are headed for the fatal zone. (Whether there is hope for time-like
geodesics is another matter.) The region r < 0 is out of this world. You will
note that the singularity » = 0 consists of two pieces: a white hole in the past,
a black hole in the future.

If one compares the equations §14- (1')) and §14-(4) one comes to the conclusion
that ¢?m is the mass of the centre, if ¢ is velocity of light, which was taken to
be 1 in (7), but not in §14-(4). For a star like the sun the Schwarzschild radius
r = 2m = 2(mass)/c? is about 3 km, hence rather irrelevant, because it would
lie deep inside, where one would not expect to apply the vacuum field equations
anyway.

Reference. The discussion of spherical symmetry is taken from Hawking and
Ellis The large Scale Structure of Space-Time (1973), who refer to original
papers of Schmidt (1967) and Bergman, Cahen and Komar (1965).

EXERCISES 4.3

1. Prove the following statement from the proof of Lemma 4.2.5 in all detail.
The fized-point set C'(p,) of I(p,) consists of the geodesics orthogonal to the
2-sphere S(p,) at p,, as is evident for the corresponding sets in the Minkowski
space.
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4.4 The rotation group SO(3)

What should we mean by a rotation in Euclidean 3-space R3? It should cer-
tainly be a transformation a: R® — R? which fixes a point (say the origin) and
preserves the Euclidean distance. You may recall from linear algebra that for a
linear transformation a € M3(R) of R? the following properties are equivalent.

a) The transformation p — ap preserves Euclidean length ||p|| = /22 + y? + 2%

lapll = |7
for all p = (z,y,2) € R3.
b) The transformation p — ap preserves the scalar product (p-p’) = x2’ +yy' +

22"
(ap-ap’) = (p-p')
for all p,p’ € R3.

¢) The transformation p — ap is orthogonal: aa* = 1 where a* is the adjoint
(transpose) of a, i.e.

(ap-p') = (p-a’p)
for all p,p’ € R3, and 1 € M3(R) is the identity transformation.

The set of all of these orthogonal transformations is denoted O(3). Let’s now
consider any transformation of R? which preserves distance. We shall prove that
it is a composite of a linear transformation p — ap and a translation p — p+ b,
as follows.

4.3.1 Theorem. Let T : R?® — R? be any map preserving Euclidean distance:
1T(q) = T(p)Il = llg — pll
for all q,p € R3. Then T is of the form
T(p)=ap+b

where a €0(3) and b € R3.

Proof. Let p,, p1 be two distinct points. The point p,; on the straight line from
po to p1 a distance s from p, is uniquely characterized by the equations

”pl 7po|| = ”pl 7ps||+||ps 7po||7 ||ps 7po|| = S.

We have ps = p, + t(p1 — po) where t = s/||p1 — po||. These data are preserved
by T'. Thus

T(po + t(p1 — po)) = T'(po) + t(T(p1) — T'(po))-

This means that for all u,v € R? and all s, > 0 satisfying s +t = 1 we have

T(su+tv) = sT(u) +tT(v). (1)
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(Set u = po,v = p1,s = 1 —t.) We may assume that 7'(0) = 0, after replacing
p — T(p) by p — T(p) — T(0). The above equation with v = 0 then gives
T(tv) = tT'(v). But then we can replace s,t by cs,ct in (1) for any ¢ > 0, and
(1) holds for all s,t > 0. Since 0 = T'(v + (—v)) = T(v) + T(—v), we have
T(—v) = —T(v), hence (1) holds for all s, € R. Thus 7(0) = 0 implies that
T = a is linear, and generally T is of the form T'(p) = a(p) + b where b = T'(0).
O

The set O(3) of orthogonal transformations is a group, meaning the composite
(matrix product) ab of any two elements a,b €0(3) belongs again to O(3), as
does the inverse a~! of any element a €0(3). These transformations a €0(3)
have determinant 41 because det(a)? = det(aa*) = 1. Those a €0(3) with
det(a) = +1 form a subgroup, called the special orthogonal group or rotation
group and is denoted SO(3). Geometrically, the condition det(a) = +1 means
that a preserves orientation, i.e. maps a right—handed basis vy, v3, v3 to a right—
handed basis avy, avs, avs. Right-handedness means that the triple scalar prod-
uct vy - (ve X v3), which equals the determinant of the matrix [vy, va, v3] of the
matrix of components of the v; with respect to the standard basis eq, es, e3 of R?
should be positive. For an orthonormal basis this means that vy, vo, v3 satisfies
the same cross—product relations (given by the right hand rule) as (eq, ez, e3),
ie.

V1 X U9 = Vs, V3 X U1 = V2, V2 X V3 = V1.

For reference we record the formula
V1t (Ug X ’U3) = det[vl,vg,vg]
which can in fact be used to define the cross—product. We need some facts

about the matriz exponential function.

4.3.2 Theorem. The series

=1
epr::Zng
k=0

converges for any X € M, (R) and defines a smooth map exp : M,(R) — M, (R)
which maps an open neighbourhood Uy of 0 diffeomorphically onto an open
neighbourhood Uy of 1.

Proof. The Euclidean norm || X|| on M, (R), defined as the square-root of the
sum of the squares of the matrix entries of X, satisfies || XY < || X||||Y]. (We
shall take this for granted, although it may be easily proved using the Schwarz
inequality.) Hence we have termwise

1 <1
Z EIIX’“II < ZHHXII’“- (1)
k=0 k=0

It follows that the series for exp X converges in norm for all X and defines a
smooth function. We want to apply the Inverse Function Theorem to X —
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exp X. From the series we see that
expX =14+ X+ o(X)

and this implies that the differential of exp at 0 is the identity map X — X.[J

4.3.3 Notation. We write a — loga for the local inverse of X — exp X. It is
defined in @ € U;. It can in fact be written as the log series

o _1yk—1
loga = Z %(a —1)*
k=1

but we don’t need this.
We record some properties of the matrix exponential.

4.3.4 Proposition. a) For all X,

d
7 exptX = X (exptX) = (exptX)X

b) If XY =YX, then
exp(X +Y) =expXexpY.

¢) For all X,
exp X exp(—X) = 1.

d) If a(t) € M, (R) is a differentiable function of t € R satisfying a(t) = Xa(t)
then a(t) = exp(tX)a(0).

Proof. a)Compute:

o = ot = S e
—_— X _ — — =
at P t 2 %l k!
k=0 k=1
=X> X=X (exptX) = (exptX)X,
k=0

b) If XY = XY, then (X +Y)™ can be multiplied out and rearranged, which

gives

eX+Y—Zk, (X +Y)* Zk, Z,ﬂ,xiw

- (Z ) () =

These series calculations are permissible because of (1).

c) Follows form (b): exp X exp(—X)=exp(X — X)=exp0=1+0+---.
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d) Assume a(t) = Xa(t). Then

%(exp(—tX) a(t)) - wa@) + exp(—tX) d‘;(tt)
= (exp(—tX))(=X)a(t) + (exp(—tX))(Xa(t)) = 0
hence (exp(—tX))a(t) =constant= a(0) and a(t) = exp(tX)a(0). O

We now return to SO(3). We set
so(3) ={X € M3(R): X" = -X}.

Note that so(3) is a 3—dimensional vector space. For example, the following
three matrices form a basis.

0 0 O 0 01 0 -1 0
Ey=(0 0 —-1|,E,=(0 0 O, E=1{1 0 O
01 0 -1 0 0 0 0 O

4.3.5 Theorem. For any a €SO(3) there is a right-handed orthonormal basis
w1, uz, u3 of R3 so that
au] = cosauq + sinauy, aus = —sinaquy + cosQug, auz = uUgz.
Then a = exp X where X €s0(3) is defined by
Xuy = aug, Xug=—au; Xuz=0.

4.3.6 Remark. If we set u = aqug, then these equations say that

Xv=uxwv (12)

for all v € R3.

Proof. The eigenvalues A of a matrix a satisfying a*a = 1 satisfy |\ = 1.
For a real 3 x 3 matrix one eigenvalue will be real and the other two complex
conjugates. If in addition det a = 1, then the eigenvalues will have to be of the
form e**® 1. The eigenvectors can be chosen to of the form wuy + iu;, us where
uy,ug,usz are real. If the eigenvalues are distinct these vectors are automati-
cally orthogonal and otherwise may be so chosen. They may assumed to be
normalized. The first relations then follow from

:I:ia(

a(uz tiuy) =e ug £iuy), aus = us

since e*® = cosa + i sin . The definition of X implies
X (ug £ tuq) = Hia(ug £ iuy), Xus =0.
Generally, if Xv = Av, then

1 1
(exp X)v = Z ﬁXkU = Z E)\kv =etu.
ko ko
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The relation a = exp X follows. O

In the situation of the theorem, we call uz the azis of rotation of a €SO(3), a
the angle of rotation, and a the right—-handed rotation about ug with angle a.
We now set Vy =s0(3) Uy and Vi =SO(3)( Uy and assume Uy chosen so that
XelUy=X*eU,.

4.3.7 Corollary. exp maps so(3) onto SO(3) and gives a bijection from Vj
onto V7.

Proof. The first assertion follows from the theorem. If exp X € O(3), then
exp(X*) = (expX)* = (expX) ™' = exp(—X).

If exp X € Uy, this implies that X* = — X, i.e. X € so(3), since exp: Uy — U
is bijective. O
We use the local inverse log : SO(3)--- —so(3) of exp :so(3) —SO(3) to
define coordinates on SO(3) as follows. For a € V; we write a = exp X with
X € Vy and use this X €so(3) as the coordinate point for a €SO(3). If
we want a coordinate point in R® we use a basis X1, Xz, X3 for so(3), write
X =2' Xy + 2% X5 + 23 X3 and use (2,22, 23) as coordinate point. This gives
coordinates around 1 in SO(3). To define coordinates around a general point
a, €S0(3) we write

a=a,expX, a € a,Vi, X €V
and use this X € V, as coordinate point for a € a,V;. Thus X = log(a,'a).
We check the manifold axioms.
MAN 1. a — log(a,'a) maps a,V; one-to—one onto Vj.

MAN 2. The coordinate transformation X — X between two such coordinate
systems is defined by
a,exp X = a,exp X.

Its domain consists of the X € V; for which a; a, exp X € U and then is given
by
X = log(a, a,exp X).

If follows that its domain is open and the map is smooth.
MAN 3. a, €SO(3) lies in the coordinate domain a,V;.

So the exponential coordinate systems make SO(3) into a manifold, directly
from the axiom. But we could also use the following result.

4.3.8 Theorem. SO(3) is a submanifold of M5(R). Its tangent space at 1 is
so(3) and its tangent space at any a €SO(3) is aso(3) =so(3)a.

Proof. We first consider O(3)= {a € M3(R) : aa* = 1}. Consider the map f
from Mj3(R) into the vector space Syms(R) of symmetric 3 x 3 matrices given
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by f(a) = aa™ — 1. Its differential be calculated by writing @ = a(t) and taking
the derivative:

dfg(a) = if(a) = i(aa* —1)=aa" +ad* = (aa™) + (aa™)".
dt dt
As long as a is invertible, any element of Syms(R) is of the form Ya* + (Ya*)*
for some Y, so df, is surjective at such a. Since this is true for all a €0(3) it
follows that O(3) is a submanifold of M3(R). Furthermore, its tangent space
at a €0(3) consists of the X € M;5(R) satisfying Ya* + (a*Y)* = 0. This
means that X = Ya* = Ya~! must belong to so(3) and so Y €so(3)a. The

equality aso(3) =so(3)a is equivalent to aso(3)a~! =so(3), which clear, since

a~l'=a*.
This proves the theorem with SO(3) replaced by O(3). But since SO(3) is the
intersection of O(3) with the open set {a € M3(R) : deta > 0} it holds for

SO(3) as well. O

4.3.9 Remark. O(3) is the disjoint union of the two open subsets O*(3)=
{a €0(3): +deta > 0}. O"(3)=SO(3) and is connected, because SO(3) is
the image of the connected set so(3) under the continuous map exp. Since
O~ (3)= ¢O™(3) for any ¢ €0(3) with detc = —1 (e.g. ¢ = —1), O7(3) is
connected as well. It follows O(3) has two connected components: the connected
component of the identity element 1 is O (3) =SO(3) and the other one is
O~ (3) = ¢SO(3). This means that SO(3) can be characterized as the set of
elements O(3) which can be connected to the identity by a continuous curve
a(t) in O(3), i.e. transformations which can be obtained by a continuous motion
starting from rest, preserving distance, and leaving the origin fixed, in perfect
agreement with the notion of a “rotation”.

We should verify that the submanifold structure on SO(3) is the same as the
one defined by exponential coordinates. For this we have to verify that the
exponential coordinates a,V; — Vy, a — X = log(agla), are also submanifold
coordinates, which is clear, since the inverse map is Vy — agVi, X — a,exp X .
There is a classical coordinate system on SO(3) that goes back to Euler (1775).
(It was lost in Euler’s voluminous writings until Jacobi (1827) called attention
to it because of its use in mechanics.) It is based on the following lemma (in
which Fy and Ej are two of the matrices defined before Theorem 4.3.5).

4.3.10 Lemma. Every a €SO(3) can be written in the form
a = az(0)az(@)as(v)

where
a3(0) = exp(0E3), as(¢) = exp(pEs)
and 0 < 0,9 < 2w, 0 < ¢ < 7. Furthermore, 0,¢,1 are unique as long as

¢ #0,m.

Proof. Consider the rotation-action of SO(3) on sphere S2. The geographical
coordinates (6, ¢) satisfy
p = az(0)az(¢)es.
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Thus for any a €0(3) one has an equation

aes = az(0)az(d)es.

for some (0, ¢) subject to the above inequalities and unique as long as ¢ # 0.
This equation implies that a = a3(6)az(¢)b for some b €SO(3) with bes = es.
Such a b €S0O(3) is necessarily of the form b = a3(¢) for a unique v, 0 < ¢ < 7.
O

0, ¢,¢ are the Euler angles of the element a = as(8)az(¢)asz(vp). They form a
coordinate system on SO(3) with domain consisting of those a’s whose Euler
angles satisfy 0 < 0,9 < 27, 0 < ¢ < 7 (strict inequalities). To prove this it
suffices to show that the map R® — M3(R), (0, ¢,%) — az(0)az(d)as(v)), has
an injective differential for these (6, ¢,1). The partials of a = az(0)as(¢)asz(¥)
are given by

a_l% = —sin¢cosy By —singsiny Ey 4 cos¢ Fs
0 .

a_la—z =siny E1 + cosvy Fo
0

&_1£ = E3.

The matrix of coefficients of Ey, E5, E3 on the right has determinant— sin ¢,
hence the three elements of so(3) given by these equations are linearly indepen-
dent as long as sin¢ # 0. This proves the desired injectivity of the differential
on the domain in question. O

EXERCISES 4.3
1. Fix p, € S?. Define F :SO(3) — S? by F(a) = ap,. Prove that F is a

surjective submersion.

2. Identify T'S? = {(p,v) € S2xR3 : p € S?,v € T,S* C R3}. The circle bundle
over S? is the subset

S={(p,v) €TS*: || =1}

of TS2.

a) Show that S is a submanifold of 752,

b) Fix (p,,v,) € S. Show that the map F :SO(3) — S, a — (ap,,av,) is a
diffeomorphism of SO(3) onto S.

3. a) For u € R3, let X, be the linear transformation of R3 given by X, (v) :=
u x v (cross product).

Show that X,, €so(3) and that u — X, is a linear isomorphism R® — so(3).
b) Show that X4, = aX,a~"! for any u € R and a €50(3).

c) Show that exp X, is the right-handed rotation about u with angle ||ull.
[Suggestion. Use a right-handed o.n. basis u1, ug, us with ug = u/||u||, assuming

u #0.]
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d) Show that v — exp X, maps the closed ball {|ju| < 7} onto SO(3), is one—to—
one except that it maps antipodal points +u on the boundary sphere {||u|| = 1}
into the same point in SO(3). [Suggestion. Argue geometrically, using (c).]

4. Prove the formulas for the partials of @ = ag(6)az(¢p)as(v). [Suggestion. Use
the product rule on matrix products and the differentiation rule for exp(tX).]

5. Define an indefinite scalar product on R3 by the formula (p-p') = za’ +yy’ —
zz'. Let O(2,1) be the group of linear transformations preserving this scalar
product and SO(2,1) the subgroup of elements of determinant 1.

a) Make O(2,1) and SO(2,1) into manifolds using exponential coordinates.

b) Show that O(2,1) and SO(2,1) are submanifolds of M3(R) and determine
the tangent spaces.

[Define now a* by (ap-p') = (p-a*p’). Introduce so(2,1) as before. In this case
the exponential map exp :s0(2,1) —SO(2,1) is not surjective and SO(2,1)
is not connected, but you need not prove this and it does not matter for this
problem. |

6. Continue with the setup of the preceding problem.
a) Show that for any two vectors vy, v, € R? there is a unique vector, denoted
v1 X Vg satisfying

((v1 X v2) - v3) = det [v1, va, V3]

for all v; € R3. [Suggestion. For fixed v, vs is linear in v3. Any linear functional
on R3 is of the form v — (u - v) for a unique u € R3. Why?]
b) For u € R?, define X,, € M3(R) by X, (v) = uxv. Show that exp X,, €S0(2,1)
for allu € R? and that

Xew = cXyc !

for all u € R3 and all ¢ €SO(2,1).
*c) Determine when exp X,, = exp X,.

7. Let U(2)= {a € M>(C) : aa* = 1} and SU(2)= {a €U(2): deta = 1}.

[For a € M3(C), a* denotes the adjoint of a with respect to the usual Hermitian
scalar product. M3(C) is considered as a real vector space in order to make it
into a manifold. ]

a) Show that U(2) and SU(2) are submanifolds of M>(C) and determine their
tangent spaces u(2) and su(2) at the identity 1.

b) Determine the dimension of U(2) and SU(2).

c) Let V.={Y € M5(C): Y* = Y trY = 0}. Show that V is a 3—dimensional
real vector space with basis

0 ¢ 0 1 1 0
e O B O I S P
and that the formula )
Y-V = §tr(YY’)

defines a positive definite inner product on V.
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d) For a €U(2) define T, : V. — V by the formula 7,(Y) = aYa !. Show
that T, preserves the inner product on V, i.e. T, €O(V), the group of linear
transformations of V' preserving the inner product. Show further that a — T,
is a group homomorphism, i.e. T,4 =TT, and T = 1.

e)Let Y € V. Show that a(t) := exp ity €SU(2) for all t € R and that the trans-
formation T, of V' is the right-handed rotation around Y with angle 2t[|Y|.
[“Right—handed” refers to the orientation specified by the basis (F, Fs, F3) of
V. Suggestion. Any Y € V is of the form Y = ycF3c~! for some real v > 0 and
some ¢ €U(2). (Why?) This reduces the problem to Y = F3. (How?)]

f) Show that a — T, maps U(2) onto SO(3) and that T, = 1 iff a is a scalar
matrix. Deduce that already SU(2) gets mapped onto SO(3) and that a €SU(2)
satisfies T, = 1 iff a = +1. Deduce further that a,a’ €SU(2) satisfy T, = T,/
iff @' = +a. [These facts are summarized by saying that SU(2)—SO(3) is a
double covering of SO(3) by SU(2). Suggestion. If a € M3(C) commutes with
all matrices Z, then a is a scalar matrix. Any matrix is of the form Z = X +¢Y
where X,Y are Hermitian. (Why?)]

8. Let SL(2,R) = {a € M2(R) : deta = 1}.
a) Show that SL(2,R) is a submanifold of M3(R) and determine its tangent space
s1(2,R) = T1SL(2R) at the identity element 1. Show that the three matrices

1 0 0 1 0 -1
Ehl TR T
form a basis for sl(2,R).
b) Show that

eT

o) = [ L] etz = |0

sind  cosf
c¢) Show that the equation
a = exp(¢FE1) exp(TE2) exp(6Es)

defines a coordinate system (¢, 7,6) in some neighbourhood of 1 in SL(2,R).

9. Let G be one of the following groups of linear transformations of R™
a) GL(n,R)= {a € M,,(R) : deta # 0}
b) SL(n,R)= {a €GL,(R) : deta = 1}
c) O(n,R)= {a € M,(R) : aa* =1}
d) SO(n)= {a €0(n) = +1}
(1) Show that G is a submanifold of M, (R) and determine its tangent space g
at 1 € G.
(2) Determine the dimension of G.
(3) Show that exp maps g into G and is a diffeomorphism from a neighbourhood
of 0 in g onto a neighbourhood of 1 in G.
[For (b) you may want to use the differentiation formula for det:

d _1da
pr det a = (det a)tr(a E)
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if a = a(t). Another possibility is to use the relation
detexp X = "X

which can be verified by choosing a basis so that X € M,,(C) becomes triangular,
as is always possible.

4.5 Cartan’s mobile frame

To begin with, let S be any m-dimensional submanifold of R"™. An orthonormal
frame along S associates to each point p € S a orthonormal n-tuple of vectors
(e1,--- ,en). The e; form a basis of R”™ and (e;, e;) = d;; . We can think of the
e; as functions on S with values in R™ and these are required to be smooth. It
will also be convenient to think of the variable point p of S as the function as
the inclusion function S — R™ which associates to each point of S the same
point as point of R™. So we have n+1 functions p,eq, - - , e, on .S with values in
R™; the for any function f : S — R", the differentials dp, deq, - - - , de, are linear
functions df, : T,S — Tp,R™ = R™. Since ey, e3,,e, form a basis for R,
we can write the vector df,(v) € R™ as a linear combination df (v) = @*(v)e; .
Everything depends also on p € S, but we do not indicate this in the notation.
The @' are 1-forms on S and we simply write df = w'e;. In particular, when
we take for f the functions p,ei,--- , e, we get 1-forms w’ and w§ on S so that

dp =w'e;, de;=mwle;. (1)

%

% on S satisfy Cartan’s structural equations:

4.4.1 Lemma. The I-forms @', w

(CS1) dw' = w! Nw)
(CS2) dw! = w! A,

(CS3) w! = —w;

Proof. Recall the differentiation rules d(dp) = 0, d(a A 8) = (da) A B +
(—1)%=*a A (dB).

(1)0 = d(dp) = d(w’e;) = (dw')e; — @' A (de;) = (dw')e; — @' A wle; =
(dw' — @ A wé)ei.

(2)0 = d(de;) = d(w]e;) = (dwl)e; — @] A (dej) = (dwl)e; — @] Nwhe; =
(dw! — w¥ A wl)e;.

(3)0 = dei, e;) = (dey, e5) + (ei, dej) = (@fex, e;) + (e, wher) = @] + @},
OFrom now on S is a surface in R3.

4.4.2 Definition. A Darbouz frame along S is an orthonormal frame (eq, €2, e3)
along S so that at any point p € S,

(1) ey, eq are tangential to S, es is orthogonal to S

(2) (e1,e2,e3) is positively oriented for the standard orientation on R3.
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The second condition means that the determinant of coefficient matrix [eq,ez, 3]
of the e; with respect to the standard basis for R? is positive. From now on
(e1,e2,e3) will denote a Darboux frame along S and we use the above notation

w', w.

4.4.3 Interpretation. The forms @’ and wz have the following interpretations.
a) For any v € T,,S we have dp(v) = v considered as vector in 7,R3. Thus

v=w!(v)ey + @ (v)es. (2)

This shows that w!, w? are just the components of a general tangent vector
v € T,,S to S with respect to the basis eq, ez of T,5. We shall call the w’ the
component forms of the frame. We note that @', @w? depend only on e, es.

b) For any vector field X = X'e; along S in R? and any tangent vector v € 1,5
the (componentwise) directional derivative D,X (=covariant derivative in R?)
is

DX = D,(X'¢;) = dX'(v)e; + X'de;(v) = dX'(v)e; + X'w! (v)e; .

Hence if X = X'e; + X?es is a vector field on 9, then the covariant derivative
V., X =tangential component of D, X is

VoX = ) (dX(v) + @§(v) X7)eq

a=1,2

Convention. Greek indices «, 3, -+ run only over {1,2}, Roman indices i, j, k

run over {1,2,3}.
(This is not important in the above equation, since a vector field X on S has
normal component X3 = 0 anyway.) In particular we have

Ve = wg(v)eq (3)

This shows that the wg determine the connection V on S. We shall call them
the connection forms for the frame.

4.4.4 Lemma. a) The Darbouz frame (e1,es,e3) satisfies the equations of mo-
tion

dp = w'e; + w?es +0

d€1 = O —+ w%eg + w:feg

des = —wie; + 0+ wies
des = —w?el — w%eg +0
b) The forms @', w! satisfy Cartan’s structural equations
do' = —ws ANw?, dw? =w) Aw?
w1 A3 + waws =0
dw? = —w} A @s.

Proof. a) In the first equation, w® = 0, because dp/dt = dp(p) is tangential to
S.
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In the remaining three equation w; = —wé by (CS3).

b) This follows from (CS1 —3) together with the relation w? = 0 O

4.4.5 Proposition. The Gauss curvature K satisfies
dw? = —Kw' A w?. (4)
Proof. We use N = ez as unit normal for S. Recall that the Gauss map

N : S — 5?2 satisfies
N*(areagz) = K (area).

Since eq, ez form an orthonormal basis for T),S = Ty, 52 the area elements at
pon S and at N(p) on S? are both equal to the 2-form w! A w?. Thus we get
the relation

N*(w!' Aw?) = K(w! A w?).
From the equations of motion,

dN = des = —wie; — whes.
This gives

N*(w!' Aw?) = (w! 0dN) A (@? 0dN) = (—w3) A (—ws) == @} A ws.
Hence
w3 ANws = Koo' Aw?.
From Cartan’s structural equation dw? = —w; A w3 we therefore get
dw? = —Kw' A @’ O

The Gauss—Bonnet Theorem. Let D be a bounded region on the surface S

and C its boundary. We assume that C' is parametrized as a smooth curve p(t),
t € [to, t1], with p(t,) = p(t1). Fix a unit vector v at p(t,) and let X (¢) be the
vector at p(t) obtained by parallel transport ¢, — ¢ along C. This is a smooth
vector field along C'. Assume further that there is a smooth orthonormal frame
e1, ez defined in some open set of S containing D. At the point p(t), write

X = (cosf)ey + (sinf)es

where X, 0, e1, e5 are all considered functions of ¢. The angle 6(t) can be thought
of the polar angle of X (t) relative to the vector e;(p(t)). It is defined only up to
a constant multiple of 27. To say something about it, we consider the derivative
of the scalar product (X, e;) at values of ¢t where p(t) is differentiable. We have

d VX Ve;
a(X7 81‘) = (W?ei) + (Xv dt )

This gives

d . 2/ . d . 27 -
pn (cos@) =0+ (sinf) wi(p), pn (sinf) = 0 — (cos @) wi(p)
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hence )

0 = —wi(p).
Using this relation together with (4) and Stokes’ Theorem we find that the total
variation of 8 around C, given by

Acl = /ftl o(t)dt (*)

ACOZ/—wf:/ Koo' A w?
C D

This relation holds provided D and C' are oriented compatibly. We now assume
fixed an orientation on S and write the area element @' A @? as dS. With this
notation,

is

Ach :/ K ds. (**%)
D

The relation (**) is actually valid in much greater generality. Up to now we
have assume that the boundary C of D be a smooth curve. The equation (**)
can be extended to any bounded region D with a piecewise smooth boundary
C since we can approximate D be “rounding off” the corners. The right side
of (**) then approaches the integral of KdS over D under this approximation,
the left side the sum of the integrals of 6(t)dt = —w?|C over the smooth pieces
of C'. All of this still presupposes, however, that D carries some smooth frame
field eq,eq, although the value of (**) is independent of its particular choice
(since the right side evidently is). One can paraphrase (**) by saying that the
rotation angle of the parallel transport around a simple loop equals the surface
integral of the Gauss—curvature over its interior. This is a local version of the
classical Gauss—Bonnet theorem. (“Local” because it still assumes the existence
of the frame field on D, which can be guaranteed only if D is sufficiently small.)

1

Calculation of the Gauss curvature. The component forms w?, w? for a

basis of the 1-forms on S. In particular, one can write
wf =M w! + \w?

for certain scaler functions A1, A2. These can be calculated from Cartan’s
structural equations

do! = —ws A w%, dw? = @ /\wf
which give
dwl = )\1@1 /\’WQ, dw2 = )\le A w2. (5)
and find
Koo' ANw? = dwi = d(M A + X A ). (6)

We write the equations (5) symbolically as

1 2

A = dwo dwo

S VA A
wl A w? wl A w?
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(The “quotients” denote functions Ay, Ag satistying (5).) Then (6) becomes

dowt 1 dew?

2
w w? ).
wl A w? +w1/\w2 )

—le/\wQZd( (7)
The main point is that K is uniquely determined by w! and w?, which in turn
are determined by the Riemann metric on S: for any vector v = w!(v)e; +

w?(v)eg we have (v,v) = @ (v)? + w2 (v)?, so

ds? = (w1)? + (=2)?.

Hence K depends only on the metric in S, not on the realization of S as subset
in the Euclidean space R3. One says that the Gauss curvature is an intrinsic
property of the surface, which is what Gauss called the theorema egregium. It is
a very surprising result if one thinks of the definition K = det dN, which does
use the realization of S as a subset of R?; it is especially surprising when one
considers that the space-curvature x of a curve C: p = p(s) in R? is not an intrin-
sic property of the curve, even though the definition x = £|dT/ds|| = (scalar
rate of change of tangential direction T' per unit length) looks superficially very
similar to K = det dN =(scalar rate of change of normal direction N per unit
area).

4.4.6 Example: Gauss curvature in orthogonal coordinates. Assume
that the surface S is given parametrically as p = p(s,t) so that the vector fields
Op/0s and Op/0t are orthogonal. Then the metric is of the form

ds® = A%ds® + B2dt?

for some scalar functions A, B. We may take

_10p _,0p
=A"'= =B'—.
a 9s 2 ot
Then
w! = Ads, w? = Bdt.
Hence

dw! = —Ayds Adt, dw? = Byds ANdt, w' Aw? = ABds A dt

where the subscripts indicate partial derivatives. The formula (7) becomes

—KABds A dt — d(f%Ads n ngdt) _ ((%)t n (%)s)ds Adt

=55, (%)) ®

A footnote. The theory of the mobile frame (repére mobile) on general Rie-

Thus

mannian manifolds is an invention of Elie Cartan., expounded in his wonderful
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book Legons sur la géométrie des espaces de Riemann. An adaptation to mod-
ern tastes can be found in th book by his son Henri Cartan entitled Formes
diff érentielles.

EXERCISES 4.4

The following problems refer to a surface S in R3 and use the notation explained
above.

1. Show that the second fundamental form of S is given by the formula

® = w'w? + wlos.

2. a) Show that there are scalar functions a, b, ¢ so that

wh = aw' +bw?, wh = bw' + cw?

[Suggestion. First write @i = dw! + cw?. To show that d = b, show first that
wl Aw? Awd =0,

b) Show that the normal curvature in the direction of a unit vector u € T,,S
which makes an angle 6 with e; is

k(u) = acos® § 4 2bsin f cos § + csin? 0

[Suggestion. Use the previous problem.]

4.6 Weyl’s gauge theory paper of 1929

The idea of gauge invariance is fundamental to present-day physics. It has a
colourful history, starting with Weyl’s 1918 attempt at a unification of Einstein’s
theory of gravitation and Maxwell’s theory of electromagnetism —a false start
as it turned out— then Weyl’s second attempt in 1929 —another false start in
a sense, because a quarter of a century ahead of Yang and Mills. The story
is told thoroughly in O’Raifereartaigh’s “The Dawning of Gauge Theory” and
there is no point in retelling it here. Instead I suggest that Weyl’s paper of
1929 may be read with profit and pleasure for what it has to say on issues very
much of current interest. The paper should speak for itself and the purpose of
the translation is to give it a chance to do so. This meant that I had to take a
few liberties as translator, which I would not have taken with a document to be
read for historical interest only, translating not only into another language but
also into another time. Mainly I updated Weyl’s notation to conform with what
has become standard in the meantime. Everything of substance I have kept the
way Weyl said it, including his delightful handling of infinitesimals, limiting the
liberties (flagged in footnotes) to what I thought was the minimum compatible
with the purpose of the translation.

WR
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ELECTRON AND GRAVITATION
Hermann Weyl
Zeitschrift fiir Pysik 56, 330-352 (1929)

Introduction

In this paper I develop in detailed form a theory comprising gravitation, elec-
tromagetism and matter, a short sketch of which appeared in the Proc. Nat.
Acad., April 1929. Several authors have noticed a connection between Einstein’s
theory of parallelism at a distance and the spinor theory of the electronﬂ My
approach is radically different, in spite of certain formal analogies, in that I
reject parallelism at a distance and retain Einstein’s classical relativity theory
of gravitation.

The adaptation of the Pauli-Dirac theory of the electron spin promises to lead
to physically fruitful results for two reasons. (1)The Dirac theory, in which
the electron field is represented by a potential ¢) with four components, gives
twice to many energy levels; one should therefore *be able to return to the
two component field of Pauli’s theory without sacrificing relativistic invariance.
This is prevented by the term in Dirac’s action which contains the mass m of
the electron as a factor. Mass, however, is a gravitational effect; so there is
hope of finding a replacement for this term in the theory of gravitation which
produces the desired correction. (2)The Dirac field equations for ¢ together with
Maxwell’s equations for the four potentials A, for the electromagnetic field have
an invariance property formally identical to the one I called gauge invariance
in my theory of gravitation of 1918; the field equations remain invariant one
replaces simultaneously
P by ey and A, by A, — 2

where A denotes an arbitrary function of the place in four dimensional spacetime.
A factor e/ch is incorporated into A, (—e is the charge of the electron, ¢ is the
velocity of light, and 7 is Planck’s constant divided by 27). The relation of
“gauge invariance” to conservation of charge remains unchanged as well. But
there is one essential difference, crucial for agreement with empirical data in
that the exponent of the factor multiplying v is not real but purely imaginary.
1) now takes on the role played by the ds of Einstein in that old gauge theory.
It appears to me that this new principle of gauge invariance, which is derived
from empirical data not speculation, indicates cogently that the electric field is
a necessary consequence of the electron field ¥ and not of the gravitational field.
Since gauge invariance involves an arbitrary function A it has the character of
“general” relativity and can naturally be understood only in that framework.

There are several reasons why I cannot believe in parallelism at a distance.
First of all, it a priori goes against my mathematical feeling to accept such an
artificial geometry; I find it difficult to understand the force by which the local
tetrads in at different spacetime points might have been rigidly frozen in their
distorted positions. There are also two important physical reason, it seems to

1E. Wigner, ZS. f. Phys. 53, 592, 1929 and others.
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me. It is exactly the removal of the relation between the local tetrads which
changes the arbitrary gauge factor e’ in v from a constant to an arbitrary
function; only this freedom explains the gauge invariance which in fact exists in
nature. Secondly, the possibility of rotating the local tetrads independently of
each other is equivalent with the symmetry of the energy—momentum tensor or
with conservation of energy—-momentum, as we shall see.

In any attempt to establish field equations one must keep in mind that these
cannot be compared with experiment directly; only after quantization do they
provide a basis for statistical predictions concerning the behaviour of matter
particles and light quanta. The Dirac-Maxwell theory in its present form in-
volves only the electromagnetic potentials A, and the electron field 1. No
doubt, the proton field ¢’ will have to be added. 1,7’ and A, will enter as
functions of the same spacetime coordinates into the field equations and one
should not require that 1) be a function of a spacetime point (¢,zyz) and ¢’ a
function of an independent spacetime point (¢',2'y’z"). It is natural to expect
that one of the two pairs of components of Dirac’s field represents the electron,
the other the proton. Furthermore, there will have to be two charge conserva-
tion laws, which (after quantization) will imply that the number of electrons
as well as the number of protons remains constant. To these will correspond a
gauge invariance involving two arbitrary functions.

We first examine the situation in special relativity to see if and to what ex-
tent the increase in the number of components of 1 from two to four is neces-
sary because of the formal requirements of group theory, quite independently
of dynamical differential equations linked to experiment. We shall see that two
components suffice if the symmetry of left and right is given up.

The two—component theory

81. The transformation law of 1. Homogeneous coordinates jg,--- ,j3 in

a 3 space with Cartesian coordinates x,y, z are defined by the equations
=L y=12 ;=1

jo’? 7 Jo’ Jo’
The equation of the unit sphere 22 + y2 + 22 = 1 reads
(1) =g +Ji+43+353=0.

If it is projected from the south pole onto the equator plane z = 0, equipped
with the complex variable

r+iy=(= %
then one has the equations

(2) Jo = 11 + athe J1 =112 + athy

Jo = i(=t1he +Parh1)  jz = Y191 — hate
The j, are Hermitian forms of ¥1,%s. Only the ratios of variables 11,13 and
of the coordinates j, are relevant. A linear transformation of the variables
1,19 (with complex coefficients) produces a real linear transformation of the
Jo preserving the unit sphere (1) and its orientation. It is easy to show, and
well-known, that one obtains any such linear transformation of the j, once and
only once in this way.
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Instead of considering the j, as homogenous coordinates in 3 dimensional space,
we now interpret them as coordinates in 4 dimensional spacetime and (1) as the
equation of the light cone; we restrict the complex linear transformations L of
11,19 to those with determinant of absolute value 1. L produces a Lorentz
transformation A = A(L) on the j,, i.e. a real linear transformation preserving
the quadratic form
—jg + i + 73 + 7.

The formulas for the j, and the remarks on preservation of orientation imply
that the Lorentz transformations thus obtained (1)do not interchange past and
future and (2)have determinant+1, not —1. These transformations form a con-
nected, closed continuum and are all so obtained, without exception. However,
the linear transformation L of the 1 is not uniquely determined by A, but only
up to an arbitrary factor e** of absolute value 1. L can be normalized by the
requirement that its determinant be equal to 1, but remains a double valued
even then. The condition (1) is to be retained; it is one of the most promising
aspects of the ¥)—theory that is can account for the essential difference between
past and future. The condition (2) removes the symmetry between left and right.
It is only this symmetry, which actually exists in nature, that will force us (Part
I]EI) to introduce a second pair of ¢—components.

Let 0o, a=0,---,3,denote the coefficient matrix of the Hemitian form of the
variables 11,19 which represents j, in (2):

(3) Ja =Y 0a1.

1 is taken as a 2—column, ¥* is its conjugate transpose. oq is the identity
matrix; one has the equations

(4) o0?2=1, o0903=i0y

and those obtained from these by cyclic permutation of the indices 1, 2, 3.

It is formally more convenient to replace the real variable jy by the imaginary
variable ijy. The Lorentz transformations A then appear as orthogonal trans-
formations of the four variables

](0) = 1]0,](0&) = Ja for a = 1,2,3.
Instead of (3) write
(5)  ja) = o).
so that 0(0) = iog, (@) = 04 for a = 1,2,3. The transformation law of the
components of the ¢ field relative to a Lorentz frame in spacetime is char-
acterized by the requirement that quantities j(«) in (5) undergo the Lorentz
transformation A under if the Lorentz frame does. A quantity of this type
represents the field of a matter particle, as follows from the spin phenomenon.
The j(«) are the components of vector relative to a the Lorentz frame e(a);
e(1),e(2), e(3) are real space-like vectors forming left-handed Cartesian coordi-
nate system, e(0)/i is a real, time-like vector directed toward the future. The
transformation A describes the transition from one such Lorentz frame another,
and will be referred to as a rotation of the Lorentz frame. We get the same co-
efficients A(a3) whether we make A act on the basis vectors e(«) of the tetrad

2Never written, as far as T know. [WR]
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or on the components j(a):

J=2ad(@e(a) =3, ' () (o),

e'(a) =X g MaB)e(B), j'(a) =5 MaB)i(B);
this follows from the orthoganality of A.

if

For what follows it is necessary to compute the infinitesimal transformation
(6) 0 =LAy
which corresponds to an infinitesimal rotation 6 = JA.j. [Notel.]
The transformation (6) is assumed to be normalized so that the trace of §L is
0. The matrix 0L depends linearly on the JA; so we write
6L =1 5., 0M(aB)o(aB) = X5 0A(aB)o(af)
for certain complex 2 x 2 matrices o(af3) of trace 0 depending skew-symetrically
on (af3) defined by this equation. The last sum runs only over the index pairs
(aB) = (01),(02), (03);  (23), (31), (12).
One must not forget that the skew-symmetric coefficients dA(af) are purely
imaginary for the first three pairs, real for the last three, but arbitrary otherwise.
One finds
(1)  o(23)=—%0(1), o(01)=Zo(1)
and two analogous pairs of equations resulting from cyclic permutation of the
indices 1,2,3. To verify this assertion one only has to check that the two in-
finitesimal transformations dv) = d L1 given by
50 = Lo(1)p, and 69 = Lo(1),
correspond to the infinitesimal rotations §j = dAj given by
5j(0) =0, (1) =0, 8j(2)=—j(3),  i(3) = j(2),
resp.
5i(0) = ij(1),  8j(1) = —ij(0), 3j(2)=0,  j(3) =0.

82. Metric and parallel transport. We turn to general relativity. We char-
acterize the metric at a point x in spacetime by a local Lorentz frame or tetrad
e(a). Only the class of tetrads related by rotations A is determined by the met-
ric; one tetrad is chosen arbitrarily from this class. Physical laws are invariant
under arbitrary rotations of the tetrads and these can be chosen independently
of each other at different point. Let ¥;(x), 12(z),be the components of the
matter field at the point x relative to the local tetrad e(a) chosen there. A
vector v at x can be written in the form
v =3, v(a)e(a);

For the analytic representation of spacetime we shall a coordinate system x#, u =
0,---,3;the z* are four arbitrary, differentiable functions on spacetime distin-
guishing the spacetime points. The physical laws are therefore invariant under
arbitrary coordinate transformations. Let e!(a) denote the coordinates of the
vector e(a) relative to the coordinate system x*. These 4 X 4 quantities e («)
characterize the gravitational field. The contravariant components v#* of a vec-
tor v with respect to the coordinate system are related to its components v(«)
with respect to the tetrad by the equations

v =3 v(a)et(a).
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On the other hand, the v(«) can be calculate from the contravariant components
v, by means of

v(a) =32, vuet(a).
These equations govern the change of indices. The indices a referring to the
tetrad I have written as arguments because for these upper and lower positions
are indistinguishable. The change of indices in the reverse sense is accomplished
by the matrix (e, (a)) inverse to (e*(v)) :

S eula)e(a) = 8 and ¥, cu(@)e(8) = 5(a, B).
The symbol § is 0 or 1 depending on whether its indices are the same or not. The
convention of omitting the summation sign applies from now on to all repeated
indices. Let € denote the absolute value of the determinant det(e*(«)). Division
by of a quantity by e will be indicated by a change to bold type, e.g.

et(a)=et(a)/e.
A vector or a tensor can be represented by its components relative to the coordi-
nate system as well as by its components relative to the tetrad; but the quantity
1 can only be represented by its components relative to the tetrad. For its trans-
formation law is governed by a representation of the Lorentz group which does
not extend to the group of all linear transformations. In order to accommodate
the matter field v it is therefore necessary to represent the gravitational field in
the way described| rather than in the form

> Guvdatda”.
The theory of gravitation must now be recast in this new analytical form. I
start with the formulas for the infinitesimal parallel transport determined by
the metric. Let the vector e(a) at the point x go to the vector €’(a) at the
infinitely close point z’ by parallel transport. The €’(«) form a tetrad at '
arising from the tetrad e(«) at & by an infinitesimal rotation w :
(8)  Ve(B) =, w(B)e(r),  [Ve(B) = ¢'(B) — e(B:a")]
Ve() depends linearly on the vector v from z to a’; if its components dz*
equal v* = e#(a)v(a) then w(By) = wu(By)dx" equals
(9) wy(fy)vH = w(a; By)v(a).
The infinitesimal parallel transport of a vector w along v is given by the well-
known equations

Vw=-TI'(v)w, ie Vuwht=-THw)w’, ThH)=T%70"
the quantities I'f,, are symmetric in pv and independent of w and v. We therefore
have

€' (B) — e(B) = —I'(v).e(B)
in addition to (8). Subtracting the two differences on the left-hand sides gives
the differential de(83) = e(8,2') — e(5, ) :

det (8) + T4 (0)e?(8) = —w(B7)-e4(7),

or
det v v
Tl () + TH e (B)e” () = —w(a; B7)-€H(7)-
Taking into account that the w(c; Gv) are skew symmetric in 8 and -, one can
eliminate the w(a;B7v) and find the well-known equations for the I'f,. Taking

3In formal agreement with Einstein’s recent papers on gravitation and electromagnetism,
Sitzungsber. Preuf. Ak. Wissensch. 1928, p.217, 224; 1920 p.2. Einstein uses the letter h
instead of e.
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into account that the I't, and the I'*(8,a) = I'f e”(B)e”(a) symmetric in p
and v one can eliminate the F’;V and finds

(10)  25%er(a) - 25806 (a) = (w(as; A7) — w(B5 7)) (7).

The left-hand side is a component of the Lie bracket of the two vector fields
e(a), e(8), which plays a fundamental role in Lie’s theory of infinitesimal trans-
formations, denoted [e(a), e(()]. Since w(B; ay) is skew-symmetric in o and +
one has

[e(a), e(B))" = (w(e; B7) + w(Byva)) (7).

or
(1) wlas By) +w(Bi7a) = e(a), e(B)](7).
If one takes the three cyclic permutations of a7 in these equations and adds
the resulting equations with the signs+ — + then one obtains

20(a; B7) = [e(), (B (7) = [e(B), e(x)](@) + [e(7) e()]()-
w(a; By) is therefore indeed uniquely determined. The expression for it found
satisfies all requirements, being skew-symmetric in 3 and +, as is easily seen.

In what follows we need in particular the contraction (sum over p)
et (a) p det v
w(p; pa) = [e(a), e(p))(p) = 2552 e" (a) — 25 ev (a)ey(p),
Since € = | det e/ («)]| satisfies
—ed(t) = % = ¢, (p)de” (p)
one finds Dot
(12)  wlpipo) = 5550,
where e(a) = e(a)/e.

§3. The matter action. With the help of the parallel transport one can
compute not only the covariant derivative of vector and tensor fields, but also
that of the ¢ field. Let 9, (z) and 94(z') [a = 1,2] denote the components
relative to a local tetrad e(a) at the point z and at an infinitely close point
2'. The difference 1, (2") — o () = dip, is the usual differential. On the other
hand, we parallel transport the tetrad e(a) at z to a tetrad e’(a) at a’. Let
¢! denote the components of ¢ at =’ relative to the tetrad e’(«). Both 4, and
¢’ depend only on the choice of the tetrad e(«) at x; they have nothing to
with the tetrad at «/. Under a rotation of the tetrad at x the v/, transform like
the 1, and the same holds for the differences Vi, = ¢/, — ¥,. These are the
components of the covariant differential Vi) of 1. The tetrad e’(a) arises from
the local tetrad e(a) = e(a, z') at 2’ by the infinitesimal rotation w of §2. The
corresponding infinitesimal transformation 6 is therefore of the form

0 = 3w(By)o(By)
and transforms ¢, (z') into ¥, i.e. ¥/ —(z’) = 0.4. Adding dyp = ¥ (z') — ()
to this one obtains
(13) Vip =dy + 6.9).
Everything depends linearly on the vector v from x to «’; if its components dz*
equal v = e*(a)v(a), then Vi = Vi), dz! equals

Vot = Vi(a)v(a), 6 =0,0" =6(a)v(e).
We find

Vi, = (52 +0,)¢ or Vi(a) = (et(a) 52 + 0(a))p




206 CHAPTER 4. SPECIAL TOPICS

where
6(a) = w(a; By)o(B7).
Generally, if 1’ is a field the same type as 1 then the quantities
Pro(a)y’
are the components of a vector relative to the local tetrad. Hence
v'(a) = o (@) Vi (B)v(B)
defines a linear transformation v — v’ of the vector space at x which is inde-
pendent of the tetrad. Its trace
¥ o(a)Vi(a)
therefore a scalar and the equation
(14) iem=¢*o(a)Vi(a)
defines a scalar density m whose integral
[mdz [dx = dx®dx'da?dx’]
can be used as the action of the matter field v in the gravitational field repre-
sented by the metric defining the parallel transport. To find an explicit expres-
sion for m we need to compute
(15)  o(a)i(a) = Lo(@)d(By)was By).
From (7) and (4) it follows that for o # 8
o(8)8(Ba) = 1o(a) [no sum over f]
and for any odd permutation a4 of the indices 0123,
o(8)0(6) = Lo(a).
These two kinds of terms to the sum (15) give the contributions
det (a
Lw(p;py) = £ 25
resp.
z(a) = w(B;70) + w(v;08) + w(d; 57).
If aﬁ_’yé is an odd permutation of the indices 012 3,then according to (11),
Lo(a) = [e(8), e()] + +(cyclperm of 37)
(16) = T 252 (eu(?)
The sum run over the six permutations of Sy with the appropriate signs (and
of course also over p and v). With this notation,

(17) Tn:%@%%w<>$&+?@ﬁw*<>)+ﬁwmaw.
The second part is

ﬁdet [eu(a),e”(a), a(;;(f)d( )}
(sum over u and v). Each term of this sum is a 4 x 4 determinant whose rows
are obtained from the one written by setting « = 0, 1, 2, 3. The quantity j(«) is
18)  jla) = vro(a)e.
Generally, it is not an action integral
(19) [ hdz
itself which is of significance for the laws of nature, but only is variation 6 [ h dx.
Hence it is not necessary that h itself be real, but it is sufficient that h—h be
a divergence. In that case we say that h is practically real.
We have to check this for m. e#(«) is real for « = 1,2,3 and purely imaginary
for « = 0. So e (a)o(a) is a Hermitian matrix. ¢(«) is also real fro o = 1,2,3
and purely imaginary for « = 0. Thus
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m =1 (w*#axu ;"’zw o >w)+4%so<a>a'<a>-
i(m—m) = o 55 + w rot o+ O o)y
3£ (1/1 0'“1/’) - 3zu :

Thus m is indeed partially real. We return to special relativity if we set
e20) = —i, el(1)=¢%(2) =¢3(3) =1,
and all other e*(a) = 0.

§4. Energy. Let (19) be the action of matter in an extended sense, represented
by the ¢ field and by the electromagnetic potentials A,. The laws of nature say
that the variation

§[hdx=0
when the ¢ and A, undergo arbitrary infinitesimal variations which vanish
outside of a finite region in spacetime. [Note 2.]

The variation of the 1 gives the equations of matter in the restricted sense,
the variation of the A, the electromagnetic equations. If the e/ («), which were
kept fixed up to now, undergo an analogous infinitesimal variation de#(«), then
there will be an equation of the form
(20) § [hdz = [T, (a)de"(a)dz,
the induced variations (Swa and dA,, being absent as a consequence of the preced-
ing laws. The tensor density T',(c) defined in this way the energy-momentum.
Because of the invariance of the action density h, the variation of (20) must
vanish when the variation de*(«) is produced

(1)by infinitesimal rotations of the local tetrads e(a), the coordinates z*
being kept fixed.

(2)by an infinitesimal transformation of the coordinates z*, the tetrads
e(a) being kept fixed. The first process is represented by the equations

sei (a) = 6A(af) e (8)
where §A is a skew symmetric matrix, an infinitesimal rotation depending arbi-
trarily on the point . The vanishing of (20) says that

T(8, )= T,,(a)c" (5)
is symmetric in «8. The symmetry of the energy-momentum tensor is therefore
equivalent with the first invariance property. This symmetry law is however not
satisfied identically, but as a consequence of the law of matter and electromag-
netism. For the components of a given -field will change as a result of the
rotation of the tetrads!

The computation of the variation de”(«) produced by the second process is
somewhat more cumbersome. But the considerations are familiar from the
theory of relativity in its previous analytical formulationﬁ [Consider an in-
finitesimal transformation of spacetimedx = &(x). It induces an infinitesimal
transformation of the vector field e(«) denoted de(«). The transformed vector
fields form a tetrad for the isometrically transformed metric and if the fields ¥

4At this point Weyl refers to his book Raum, Zeit,Materie, 5th ed., p233ff (quoted as
RZM), Berlin 1923. According to a reference there, the argument is due to F. Klein. The
sentence in brackets explaining it has been added. [WR]
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and A are taken along with unchanged components relative to the transformed
tetrad, then the action integral remains unchanged as well, due to its invariant
definition, which depends only on the metric. The infinitesimal transformation
de of any vector field e induced by an infinitesimal point transformation dx = £
is the difference between the vector e(z) at « and the image of e(xz — dx) under
dx = £. It is given by the Lie bracket
det = [¢, et = Gove¥ — B,
as may be verified as follows.]

Thus (20) will vanish if one Substitutes

aEH

det(ar) = [€, e(a)]" = Gze” () — 25 ¢ (@),

After an integration by parts one obtains
Hov

J{Gt + Tule) 2552 da = 0
Since the 5“ are arbltrary functions of vanishing outside of a finite region of
spacetime, this gives the quasi-conservation law of energy-momentum in the
form oz

d

(21) G+ ST (a) =0,
Because of the second term it is a true conservation law only in special relativity.
In general relativity it becomes one if the energy-momentum of the gravitational

field is added?t]

In special relativity one obtains the components P, of the 4-momentum as the
integral

Pu= [o_, Thdx [dx = da'dadax®]
over a 3-space section
(22) 20 =t =const.
The integrals are independent of tﬁ Using the symmetry of T one finds further
the divergence equations

895”( 2T3 3Tg):O7"'7

8w”( 21T — 2'Tg) =0, .
The three equations of the first type show that the angular momentum (Jy, Ja, J3)
is constant in time:

Ji= [,o_,(a?T§ — 23T9)dx, - -
The equations of the second type contaln the law of inertia of energyﬂ

We compute the energy—momentum density for the matter action m defined
above; we treat separately the two parts of m appearing in (17). For the first
part we obtain after an integration by parts

[ om.dz = [u,(a)de’(a).dx
where

iy () = Pro(a) 22 — 200zl

Th
* o o
=5 (vola) 2 - afﬂam)w)).
The part of the energy—momentum arising from the first part of m is therefore

5Cf. RZM §41. [WR]
6Cf. RZM p.206. [WR]
7Cf. RZM p.201.
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Ty(a) =uu(a) —eu()u, T, =u; 5 u
where u denotes the contraction e#(a)u#( Q). These formulas also hold in gen-
eral relativity, for non-constant e”(a). To treat the second part of m we restrict
ourselves to special relativity for the sake simplicity. For this second part in (17)
one has

[ém.dx = £ [det [eu(a),e”(a), wgfﬁa”, (o )} dx

v dj(a .
= 4 J det [deu(0). eu(). (). 22 ()] da
The part of the energy—momentum arising from the second part of m is therefore
N e Oi(a)

T,(0) =~ det [e, (i), e (). B 5(0)]
Tg arises from this by multiplication by —i; hence Tg =0 and
(23) T(IJ — i (8j(3) _ 3J'(2))’. ..

Ox2 oz3
Be combine both parts to determine the total energy, momentum, and angular
momentum. The equation
0 _ 3 e o*

T§ =~ S (¥o' 5 — Giro')

gives after an mtegratlon by parts on the subtracted term,
0 d

Py= [Tydx=—1[¢* Y7 o' 2% . dx.

This 1eadb to the operator
—1

- Zz 1 o 69:7
as quantum—mechamcal representative for the energy —P, of a free particle.
Further,

P = [T0dx = — L (w*w - sz*)
=1 (w*%) - dx

The expression (23) does not contribute to the integral. The momentum (Py, P, Ps)
will therefore be represented by the operators
108 10 1.2
P, Po, P = {501 19570 § 908
as it must be, according to Schrédinger. From the complete expression for
2>TY — 23T one obtains by a suitable integration by parts, the angular mo-
mentum
* 8 0 . .
= [ (3or @& - ¥ 25) + i) dx 1) =vra (1)l
The angular momentum (J1, J2, J3) will therefore be represented by the opera-
tors
0 o
Jp = (x2a;@> x33$)+%0(1)7
in agreement with well-known formulas.

Spin —having been put into the theory from the beginning— must naturally
reemerge here; but the manner in which this happens is rather surprising and
instructive. From this point of view the fundamental assumptions of quantum
theory seem less basic than one may have thought, since they are a consequence
of the particular action density m. On the other hand, these interrelations
confirm the irreplaceable role of m for the matter part of the action. Only
general relativity, which —because of the free mobility of the e*(a)—leads to
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a definition of the energy—momentum free of any arbitrariness, allows one to
complete the circle of quantum theory in the manner described.

85. Gravitation. We return to the transcription of Einstein’s classical theory
of gravitation and determine first of all the Riemann curvature tensmﬂ Con-
sider a small parallelogram z(s,t),0 < s < s*,0 < t < t*and let ds,d; be the
differentials with respect to the parametersﬂ The tetrad e(«) at the vertex
x = x(0,0) is parallel-transported to the opposite vertex z* = z(s*,t*) along
the edges, once via z(s*,0) and once via z(0,t*). The two tetrads at * obtained
in this way are related an in infinitesimal rotation (dsx, d;x) depending on the
line elements d,x,d;x at x in the form

Qdsz, dir) = Qp deatdir” = %Qﬂy(dgac A dyx)*
where Q,,, is skew-symmetric in p and vand (dsxz A dix)*” = dsatdia” —
dixtdgx” are the components of the surface element spanned by ds;x and dgz.
As infinitesimal rotation, €2, is itself a skew-symmetric matrix (£2,,, (a)); this
is the Riemann curvature tensor.
The tetrad at x* arising from the tetrad e(a) at z by parallel transport via
x(0,t*) is

(I1+ds +w)(1+di +we(a)
in a notation easily understood. The difference of this expression and the one
arising from it by interchange of ds; and d; is

= {ds(dtw) — dt(dSW)} — {dsw.dtw — dtw.dsw}
One has

w=wydz’, di(dsw)= g‘;ﬁ dex¥ dyxt — wydy dex,
and dydsx* = dgdix*. Thus

Q= (g:ﬁ - ?;ajﬁ) + (Wpwy — wywy).
The scalar curvature is

p = et (a)e” (B)Qu(af).

The first, differentiated term in €, gives the contribution

(e’ (@)er(B) — e (B)e (o)) Leulad)

Its contribution to p = p/e consists of the two terms,
_2‘*}(6’ aﬂ)w and M (Mel’(ﬁ) _ Mey(a))

ox € zv zv

after omission of a complete divergence. According to (12) and (10) these terms
are

—2w(B; pB)w(a;ap) and 2w(w; By)w(y; ab).
The result is the following expression for the action density g of gravitatiorm
(24) g = w(a; By)w(v;ap) + wla; ay)w(B; 47).
The integral f g dx is not truly invariant, but it is practically invariant: g differs
from the true scalar density pby a divergence. Variation of the e#(«) in the
total action

[(g + rh) dx

8Ctf. RZM, pl19f.
9Weyl’s infinitesimal argument has been rewritten in terms of parameters.
10Cf RZM p.231. [WR]
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gives the gravitational equations. (k is a numerical constant.) The gravitational
energy-momentum tensor V) is obtained from g if one applies an infinitesimal
translation dz* = £* with constant coefficients £ in the coordinate space. The
induce variation of the tetrad is

det(a) = _86“(a)§.y.

oxv
g is a function of e#(«) and its derivative e ()= aea;(f); let dg be the total

differential of g with respect to these variables:
69 = g,.(a)be"(a) + g (a)det (a).
The variation of the action caused by the infinitesimal translation dz* = £* in
the coordinate space must vanish:
(25) Jég.dx+ [ %ﬁ“dx =0.
The integral is taken over an arbitrary piece of spacetime. One has

o0g” (a (g (a)de! (a
[ 8g.dz = [(g,(a) + 22ty ser (@) da + [ 2O gy
The expression in parenthesis in the first term equals —xT',, (), in virtue of the
gravitational equations, and the integral itself equals
—k [Ty ()2 ek dg.
Introduce the quantity
v v def(a) v
Vﬂ = 5#9 - {)I(p )gp(a)
The equation (25) says that
v, 9e” (a) _
J( — kT, () )t .dx =0

oxv oxvr
the integral being taken over any piece of spacetime. The integrand must there-
fore vanish. Since the £* are arbitrary constants, the factors in front of them
must all be zero. Substituting from the resulting expression into (21) produces
the pure divergence equation

AV+sTY) _

oxV - Y
the conservation law for the total energy momentum V', /k+ T, of which V' /x
proves to be the gravitational part. In order to formulate a true differential
conservation law for the angular momentum in general relativity one has to
specialize the coordinates so that a simultaneous rotation of all local tetrads
appears as an orthogonal transformation of the coordinates. This is certainly

possible, but I shall not discuss it here.

86. The electromagnetic field. We now come to the critical part of the
theory. In my opinion, the origin and necessity of the electromagnetic field is
this. The components 11, 95 are in reality not uniquely specified by the tetrad,
but only in so far as they can still be multiplied by an arbitrary “gauge factor”
e* of absolute value 1. Only up to such a factor is the transformation specified
which ¢ suffers due to a rotation of the tetrad. In special relativity this gauge
factor has to be considered as a constant, because here we have a single fame,
not tied to a point. Not so in general relativity: every point has its own tetrad
and hence its own arbitrary gauge factor; after the loosening of the ties of the
tetrads to the points the gauge factor becomes necessarily an arbitrary function
of the point. The infinitesimal linear transformation d A of the 1 corresponding
to an infinitesimal rotation w is then not completely specified either, but can be
increased by an arbitrary purely imaginary multiple i A of the identity matrix.
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In order to specify the covariant differential Vi completely one needs at each
point (z*), in addition to the metric, one such a §A for each vector (dz*). In
order that Vi remain a linear function of (da*), 0A = A,dxz* has to be a
linear function of the components dz*. If 1) is replaced by e*1), then §A must
simultaneously be replaced by 64 — d\, as follows from the formula for the
covariant differential. A a consequence, one has to add the term
(26)  tA(@)j(a) = ;Ala)y o(a)y = A(a)y* o ()
to the action density m. From now on m shall denote the action density with
this addition, still given by (14), but now with

Vib(a) = (e(a) 52z + 0(a) +iA(a))y.
It is necessarily gauge invariant, in the sense that this action density remains
unchanged under the replacements

Vet A, A - 2
for an arbitrary function A of the point. Exactly in the way described by (26)
does the electromagnetic potential act on matter empirically. We are therefore
justified in identifying the quantities A, defined here with the components of
the electromagnetic potential. The proof is complete if we show that the A,
field is conversely acted on by matter in the way empirically known for the

electromagnetic field.
_ 0A, 0Au
F.

T Ozk oxv
is a gauge invariant skew-symmetric tensor and

@7)  1=1E, P

is the scalar action density characteristic of Maxwell’s theory. The Ansatz

(28) h=m+al

(a a numerical constant) gives Maxwell’s equation by variation of the A,, with
(28)  —j3"'=—yroty

as density of the electric four current.

Gauge invariance is closely related to the conservation law for the electric charge.
Because of the gauge invariance of h,the variation § [ h dz must vanish identical
when the ¢ and A, are varied according to

s =i\y, 64, =-2
while the e*(«a) are kept fixed; A is an arbitrary function of the point. This
gives an identical relation between matter equations and the electromagnetic
equations. If the matter equations (in the restricted sense) hold, then it follows
that

§ [hdz =0,
provided only the A, are varied, in accordance with the equations §A, =
—9d\/0z*. On the other hand, the electromagnetic equations imply the same,
if only the %) is varied according to d¢ = iA.¢b. For h = m + al one obtains in
both cases

[Oh.dx = £ [*orp. 2 de = F [ NP da.
We had an analogous situation for the conservation laws for energy—momentum
and for angular momentum. These relate the matter equations in the extended
sense with the gravitational equations and the corresponding invariance under
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coordinate transformations resp. Invariance under arbitrary independent rota-
tions of the local tetrads at different spacetime points.

It followsr from
(30) g =0

that the flux

(B1) (W, ¢) = [§%dx = [’ (a)pra(a)ydx

of the vector density j* through a three dimensional section of spacetime, in
particular through the section z° = ¢ =const. of (22), is independent of ¢. Not
only does this integral have an invariant significance, but also the individual
element of integration; however, the sign depends on which the direction of
traversal of the three dimensional section is taken as positive. The Hermitian
form

(82)  §°=da)rala)y

must be positive definite for j%dxto be taken as probability density in three
space. It is easy to see that this is the case if 0 =const. is indeed a spacelike
section though z, i.e. when its tangent vectors at = are spacelike. The sections
20 =const must ordered so that z° increases in the direction of the timelike
vector e(0)/i for (30) to be positive. The sign of the flux is specified by these
natural restrictions on the coordinate systems; the invariant quantity (31) shall
be normalized in the usual way be the condition

(33)  (6,0) = [5%dx = 1.

The coupling constant @ which combines m and [ is then a pure number = ch/e?,
the reciprocal fine structure constant.

We treat i1,19; A5 et (o) as the independent fields for the variation of the
action. To the energy—momentum density TZ arising from m one must add

Aug” = 0;(Ap3")
because of the additional term (26). In special relativity, this lead one to rep-
resent the energy by the operator

3 i o)

H=3%5_0' (%aTu +Au)
because the energy value is

—Py = [¢*Hydx = (¢, Hy).
The matter equation then read

(2 + A v+ Ho =0
and not % 57;& + Hvy = 0, as had assumed in quantum mechanics up to now.
Of course, to this matter energy one has to add the electromagnetic energy for

which the classical expressions of Maxwell remain valid.

As far as physical dimensions are concerned, in general relativity it is natural to
take the coordinates x* as pure numbers. The quantities under consideration are
then invariant under change of scale, but under arbitrary transformations of the
az#. If all e(«) are transformed into be(a) by multiplication with an arbitrary
factor b, then 1 has to be replaced by €*/24 if the normalization (33) is to
remain in tact. m and [l remain thereby unchanged, hence are pure numbers.
But g takes on the factor 1/b%, so that x becomes the square of a length d.
k is not identical with Einstein’s constant of gravitation, but arises from it by



214 CHAPTER 4. SPECIAL TOPICS

multiplication with 2A/e. d lies far below the atomic scale, being ~ 10732 cm.
So gravity will be relevant for astronomical problems only.

If we ignore the gravitational term, then the atomic constants in the field equa-
tions are dimensionless. In the two—component theory there is no place for a
term involving mass as a factor as there is in Dirac’s theoryE But one know
how one can introduce mass using the conservation lawﬂ One assumes that
the TZ vanish in “empty spacetime” surrounding the particle, i.e. outside of a
channel in spacetime, whose sections x° =const. are of finite extent. There the
e () may be taken to be constant as in special relativity. Then
Py = [(T),+ LV})dx

are the components of a four-vector in empty spacetime, which is independent
of t and independent of the arbitrary choice of the local tetrads (within the
channel). The coordinate system in empty spacetime can be normalized further
by the requirement that the 3—

momentum (Py, Py, P3) should vanish; —Fy is then the invariant and time-
independent mass of the particle. One then requires that the value m of this
mass be given once and for all.

The theory of the electromagnetic field discussed here I consider to be the cor-
rect one, because it arises so naturally from the arbitrary nature of the gauge
factor in ¥ and hence explains the empirically observed gauge invariance on the
basis of the conservation law for electric charge. But another theory relating
electromagnetism and gravitation is presents itself. The term (26) has the same
form as the section part of m in formula (17); p(«) plays the same role for the
for the latter as A(«a) does for the former. One may therefore expect that matter
and gravitation, i.e. ¢ and e*(«), will by themselves be sufficient to explain the
electromagnetic phenomena when one takes the p(a) as electromagnetic poten-
tials. These quantities ¢(«) depend on the e#(«) and on their first derivatives
in such a manner that there is invariance under arbitrary transformations of the
coordinates. Under rotations of the tetrads, however, the ¢(«) transform as the
components of a vector only if all tetrads undergo the same rotation. If one ig-
nores the matter field and considers only the relation between electromagnetism
and gravitation, then one arrives in this way at a theory of electromagnetism of
exactly the kind Einstein recently tried to establish. Parallelism at a distance
would only be simulated, however.

I convinced myself that this Ansatz, tempting as it may be at first sight, does not
lead to Maxwell’s equations. Besides, gauge invariance would remain completely
mysterious; the electromagnetic potential itself would have physical significance,
and not only the field strength. I believe, therefore, that this idea leads astray
and that we should take the hint given by gauge invariance: electromagnetism
s a byproduct of the matter field, not of gravitation.

kkok

1Proc. Roy. Soc. (A) 117, 610.
12Cf. RZM, p.278ff. [WR]
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Translator’s Notes

Note 1.[pJ203] The discussion around equation (6) may be interpreted as follows.
An “infinitesimal rotation” is a vector field generating a one-parameter group
of orthogonal linear transformations of the js. The vector attached to j by such
a vector field is given by multiplication with a skew-symmetric matrix. This
situation is summarized by the equation 6j = JA.j. In the symbol §j the letter
6 may be taken to stand for the vector field itself. The symbol §A is best not
taken apart into § and A; A denotes a skew symmetric matrix, a tangent vector
at the identity on the manifold of the rotation group itslef. The infinitesimal
transformation d¢ = dL.¢» of the 9 “corresponding” to §j = dA.j is defined
by the condition that ¢ = dL.¢p if j = j(¢) and 6j = dA.j, i.e. JA.j is the
image of 0L.¢) under the differential of the map ¥ — j = j(). In particular,
OA.j depends linearly on §L.7, and this implies that A depends linearly on L.

Note 2.[pJ203] The equation § [hdz = 0 may be interpreted in the way
standard in the calculus of variation, as follows. Relative to a coordinate system
(z#), the integrand h is a function of the values of a number of variable “fields”
 and their derivatives. In the present case, the tetrad e*(«) must be included
among the variable fields, in addition to ¢ and A,. If the fields ¢ are made
depend on an auxiliary small parameter e (“given an infinitesimal variation
8¢”), then the integral [ hdz will depend on € as well and ¢ [ h dz denotes its
derivative at ¢ = 0. Naturally, the integrand h should depend on the fields in
such a manner that the integral is independent of the coordinate system, or at
least the equation § [ hdx =0 is so.

Translator’s comments.

No doubt, the protagonist of Weyl’s paper is the vector—valued Hermitian forrrE
jla) = vola)e.

with which it opens. Weyl’s whole theory is based on the fact that the most
general connection on 1) whose parallel transport is compatible with the metric
parallel transport of j(¢) differs by a differential 1-form iA from the connection
on 1 induced by the metric itself. Attached to the action through the cubic Ay
interaction A(a)y*o(a), the vector field j(¢)) then reemerges as the Nother
current corresponding to gauge transformations of the spinor field 1.

The current j(v) is a very special object indeed, in peculiar to four dimensions
in this form. (Related objects do exist in a few other dimensions, e.g. in eight,
depending somewhat on what one is willing to accept as “analog”.) No such
canonical current present in the setting of general gauge theory. The cutting of
this link between ¢ and j by Yang and Mills made room for other fields, but
at the same time destroyed the beautifully rigid construction of Weyl’s theory.
This may be one reason why Weyl never wrote the promised second part of
the paper. Anderson’s discovery of the positron in 1932 must have dashed

13This form had shown up long before Dirac and Weyl, in the context of projective geometry,
in Klein’s work on automorphic functions, cf. Fricke and Klein book of 1897, vol. 1, Einleitung
§12, and probably even earlier e.g. in the work of Mobius, Hermite, and Cayley.
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Weyl’s hope for a theory of everything. (One is strangely reminded of Kepler’s
planetary model based on the five perfect solids; happily Kepler was spared the

discovery of Uranus, Neptune, and Pluto.)
WR
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Pictures selected from |MacTutor| History of Mathematics.
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