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Preface

The aim of this book is to acquaint readers with some fractal sets that arise

naturally in probability and analysis, and the methods used to study them. The

book is based on courses taught by the authors at Yale, Stony Brook University,

the Hebrew University and UC Berkeley. We owe a great debt to our advisors,

Peter Jones and Hillel Furstenberg; thus the book conveys some of their per-

spectives on the subject, as well as our own.

We have made an effort to keep the book self-contained. The only prereq-

uisite for the course is familiarity with measure theory and probability at the

level acquired in a first graduate course. The book contains many exercises of

varying difficulty. We have indicated with a ”•” those for which a solution, or

a hint, is given in Appendix C.

Acknowledgments: We are very grateful to Tonći Antunović, Richárd Balka,
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Minkowski and Hausdorff dimensions

In this chapter we will define the Minkowski and Hausdorff dimensions of

a set and will compute each in a few basic examples. We will then prove

Billingsley’s Lemma and the law of large numbers. These allow us to deal

with more sophisticated examples: sets defined in terms of digit frequencies,

random slices of the Sierpiński gasket, and intersections of random translates

of the middle thirds Cantor set with itself. Both Minkowski and Hausdorff di-

mensions measure how efficiently a set K can be covered by balls. Minkowski

dimension requires that the covering be by balls all of the same radius. This

makes it easy to compute, but it lacks certain desirable properties. In the def-

inition of Hausdorff dimension we will allow coverings by balls of different

radii. This gives a better behaved notion of dimension, but (as we shall see) it

is usually more difficult to compute.

1.1 Minkowski dimension

A subset K of a metric space is called totally bounded if for any ε > 0, it can

be covered by a finite number of balls of diameter ε . For Euclidean space, this

is the same as being a bounded set. For a totally bounded set K, let N(K,ε)

denote the minimal number of open balls of diameter ε needed to cover K. We

define the upper Minkowski dimension as

dimM (K) = limsup
ε→0

logN(K,ε)

log1/ε
,

and the lower Minkowski dimension

dimM (K) = liminf
ε→0

logN(K,ε)

log1/ε
.

1



2 Minkowski and Hausdorff dimensions

If the two values agree, the common value is simply called the Minkowski

dimension of K and denoted by dimM (K). When the Minkowski dimension

of a set K exists, the number of balls of diameter ε needed to cover K grows

like ε−dimM (K)+o(1) as ε → 0 . Minkowski dimension is sometimes called the

box counting dimension.

We get the same values of dimM (K) and dimM (K) if we replace N(K,ε) by

ND(K,ε) where the covering sets of diameter ≤ ε are not required to be balls.

This is because N(K,2ε)≤ ND(K,ε)≤ N(K,ε) (any set is contained in a ball

of at most twice the diameter). It is also easy to see that a bounded set A and

its closure A satisfy dimM (A) = dimM (A) and dimM (A) = dimM (A).

Example 1.1.1 Suppose that K is a finite set. Then N(K,ε) is bounded and

dimM (K) exists and equals 0.

Example 1.1.2 Suppose K = [0,1]. Then at least 1/ε intervals of length ε are

needed to cover K and clearly ε−1+1 suffice. Thus dimM (K) exists and equals

1. Similarly, any bounded set in Rd with interior has Minkowski dimension d.

Example 1.1.3 Let C be the usual middle thirds Cantor set obtained as fol-

lows. Let C0 = [0,1] and define C1 = [0, 1
3
]∪ [ 2

3
,1]⊂C0 by removing the central

interval of length 1
3
. In general, Cn is a union of 2n intervals of length 3−n and

Cn+1 is obtained by removing the central third of each. This gives a decreasing

nested sequence of compact sets whose intersection is the desired set C.

Figure 1.1.1 The Cantor middle thirds construction.

The construction gives a covering of C that uses 2n intervals of length 3−n.

Thus for 3−n ≤ ε < 3−n+1 we have

N(C,ε)≤ 2n,

and hence

dimM (C)≤ log2

log3
.

Conversely, any interval of length 3−n can hit C∩ In for at most two of the 2n

nth generation intervals In. Hence N(C,3−n)≥ 2n−1. Thus

dimM (C)≥ log2

log3
= log3 2.
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Therefore the Minkowski dimension exists and equals this common value. If

at each stage we remove the middle α (0 < α < 1) we get a Cantor set Cα with

Minkowski dimension log2/(log2+ log 1
1−α ).

Example 1.1.4 Consider K = {0}∪{1, 1
2
, 1

3
, 1

4
, . . .}. Observe that

1

n−1
− 1

n
=

1

n(n−1)
>

1

n2
.

So, for ε > 0, if we choose n so that (n+1)−2 < ε ≤ n−2, then n ≤ ε−1/2 and

n distinct intervals of length ε are needed to cover the points 1, 1
2
, . . . , 1

n
. The

interval [0, 1
n+1

] can be covered by n+1 additional intervals of length ε . Thus

ε−1/2 ≤ N(K,ε)≤ 2ε−1/2 +1.

Hence dimM (K) = 1/2.

This example illustrates a drawback of Minkowski dimension: finite sets

have dimension zero, but countable sets can have positive dimension. In par-

ticular, it is not true that dimM (
⋃

n En) = supn dimM (En), a useful property

for a dimension to have. In the next section, we will introduce Hausdorff di-

mension, which does have this property (Exercise 1.7). In the next chapter, we

will introduce packing dimension, which is of a version of upper Minkowski

dimension forced to have this property.

1.2 Hausdorff dimension and the Mass Distribution

Principle

Given any set K in a metric space, we define the α-dimensional Hausdorff

content as

H α
∞ (K) = inf{∑

i

|Ui|α : K ⊂
⋃

i

Ui},

where {Ui} is a countable cover of K by any sets and |E| denotes the diameter

of a set E.

Definition 1.2.1 The Hausdorff dimension of K is defined to be

dim(K) = inf{α : H α
∞ (K) = 0}.

More generally we define

H α
ε (K) = inf

{
∑

i

|Ui|α : K ⊂
⋃

i

Ui, |Ui|< ε
}
,
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where each Ui is now required to have diameter less than ε . The α-dimensional

Hausdorff measure of K is defined as

H α(K) = lim
ε→0

H α
ε (K).

This is an outer measure; an outer measure on a nonempty set X is a function

µ∗ from the family of subsets of X to [0,∞] that satisfies

• µ∗( /0) = 0,

• µ∗(A)≤ µ∗(B) if A ⊂ B,

• µ∗(
⋃∞

j=1 A j)≤ ∑∞
j=1 µ∗(A j).

For background on real analysis see Folland (1999a). The α-dimensional Haus-

dorff measure is even a Borel measure in Rd ; see Theorem 1.2.4 below. When

α = d ∈ N, then H α is a constant multiple of Ld , d-dimensional Lebesgue

measure.

If we admit only open sets in the covers of K, then the value of H α
ε (K)

does not change. This is also true if we only use closed sets or only use convex

sets. Using only balls might increase H α
ε by at most a factor of 2α , since any

set K is contained in a ball of at most twice the diameter. Still, the values for

which H α(K) = 0 are the same whether we allow covers by arbitrary sets or

only covers by balls.

Definition 1.2.2 A set K is H α -measurable, if for any set A we have

H α(A) = H α(A∩K)+H α(A∩Kc).

Definition 1.2.3 Let (Ω,d) be a metric space. An outer measure µ on Ω is

called a metric outer measure if dist(A,B)> 0 =⇒ µ(A∪B) = µ(A)+µ(B),

where A and B are two subsets of Ω.

Since Hausdorff measure H α is clearly a metric outer measure, the follow-

ing theorem shows that all Borel sets are H α -measurable. This implies that

H α is a Borel measure (see Folland (1999a)).

Theorem 1.2.4 Let µ be a metric outer measure. Then all Borel sets are

µ-measurable.

Proof It suffices to show any closed set K is µ-measurable, since the measur-

able sets form a σ -algebra. So, let K be a closed set. We must show for any set

A ⊂ Ω with µ(A)< ∞,

µ(A)≥ µ(A∩K)+µ(A∩Kc). (1.2.1)



1.2 Hausdorff dimension and the Mass Distribution Principle 5

Let B0 = /0 and for n ≥ 1 define Bn = {x ∈ A : dist(x,K)> 1
n
}, so that

∞⋃

n=1

Bn = A∩Kc

(since K is closed). Since µ is a metric outer measure and Bn ⊂ A\K,

µ(A)≥ µ [(A∩K)∪Bn] = µ(A∩K)+µ(Bn). (1.2.2)

For all m ∈ N, the sets Dn = Bn \Bn−1 satisfy

m

∑
j=1

µ(D2 j) = µ

(
m⋃

j=1

D2 j

)
≤ µ(A),∀m,

since if x ∈ Bn, and y ∈ Dn+2, then

dist(x,y)≥ dist(x,K)−dist(y,K)≥ 1

n
− 1

n+1
.

Similarly ∑m
j=1 µ(D2 j−1)≤ µ(A). So ∑∞

j=1 µ(D j)< ∞. The inequality

µ(Bn)≤ µ(A∩Kc)≤ µ(Bn)+
∞

∑
j=n+1

µ(D j)

implies that µ(Bn)→ µ(A∩Kc) as n → ∞. Thus letting n → ∞ in (1.2.2) gives

(1.2.1).

The construction of Hausdorff measure can be made a little more general by

considering a positive, increasing function ϕ on [0,∞) with ϕ(0) = 0. This is

called a gauge function and we may associate to it the Hausdorff content

H ϕ
∞ (K) = inf{∑

i

ϕ(|Ui|) : K ⊂ ∪iUi};

then H ϕ
ε (K), and H ϕ(K) = limε→0 H ϕ

ε (K) are defined as before. The case

ϕ(t) = tα is just the case considered above. We will not use other gauge func-

tions in the first few chapters, but they are important in many applications, e.g.,

see Exercise 1.60.

Lemma 1.2.5 If H α(K)< ∞ then H β (K) = 0 for any β > α .

Proof It follows from the definition of H α
ε that

H β
ε (K)≤ εβ−αH α

ε (K),

which gives the desired result as ε → 0.
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Thus if we think of H α(K) as a function of α , the graph of H α(K) versus

α shows that there is a critical value of α where H α(K) jumps from ∞ to

0. This critical value is equal to the Hausdorff dimension of the set. More

generally we have:

Proposition 1.2.6 For every metric space E we have

H α(E) = 0 ⇔ H α
∞ (E) = 0

and therefore

dimE = inf{α : H α(E) = 0}= inf{α : H α(E)< ∞}
= sup{α : H α(E)> 0}= sup{α : H α(E) = ∞} .

Proof By definition, H α(E)≥H α
∞ (E), so it suffices to prove “⇐”. If H α

∞ (E)=

0, then for every δ > 0 there exists a covering by sets E1,E2, . . . with ∑∞
k=1 |Ek|α <

δ . These sets have diameter less than δ 1/α , hence H α
δ 1/α (E) < δ and letting

δ ↓ 0 yields H α(E) = 0, proving the claimed equivalence. The equivalence

readily implies that dimE = inf{α : H α(E) = 0} = sup{α : H α(E) > 0}.

The other conclusions follow from Lemma 1.2.5.

The following relationship to Minkowski dimension is clear

dim(K)≤ dimM (K)≤ dimM (K). (1.2.3)

Indeed, if Bi = B(xi,ε/2) are N(K,ε) balls of radius ε/2 and centers xi in K

that cover K, then consider the sum

Sε =
N(K,ε)

∑
i=1

|Bi|α = N(K,ε)εα = εα−Rε ,

where Rε =
logN(K,ε)
log(1/ε) . For α > liminfε→0 Rε = dimM (K) we have infε>0 Sε =

0. Strict inequalities in (1.2.3) are possible.

Example 1.2.7 We showed in Example 1.1.4 that the countable set K =

{0}⋃n{ 1
n
} has Minkowski dimension 1

2
. However, any countable set has Haus-

dorff dimension 0, for if we enumerate the points {x1,x2, . . .} and cover the nth

point by a ball of diameter δn = ε2−n we can make ∑n δ α
n as small as we wish

for any α > 0. Thus K is a compact set for which the Minkowski dimension

exists, but is different from the Hausdorff dimension.

Lemma 1.2.8 (Mass Distribution Principle) If E supports a strictly positive

Borel measure µ that satisfies

µ(B(x,r))≤Crα ,
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for some constant 0<C <∞ and for every ball B(x,r), then H α(E)≥H α
∞ (E)

≥ µ(E)/C. In particular, dim(E)≥ α .

Proof Let {Ui} be a cover of E. For {ri}, where ri > |Ui|, we look at the

following cover: choose xi in each Ui, and take open balls B(xi,ri). By as-

sumption,

µ(Ui)≤ µ(B(xi,ri))≤Cri
α .

We deduce that µ(Ui)≤C|Ui|α , whence

∑
i

|Ui|α ≥ ∑
i

µ(Ui)

C
≥ µ(E)

C
.

Thus H α(E)≥ H α
∞ (E)≥ µ(E)/C.

We note that upper bounds for Hausdorff dimension usually come from find-

ing explicit coverings of the set, but lower bounds are proven by constructing

an appropriate measure supported on the set. Later in this chapter we will gen-

eralize the Mass Distribution Principle by proving Billingsley’s Lemma (Theo-

rem 1.4.1) and will generalize it even further in later chapters. As a special case

of the mass distribution principle, note that if A ⊆ Rd has positive Lebesgue

d-measure then dim(A) = d.

Example 1.2.9 Consider the Cantor set E obtained by replacing the unit

square in the plane by four congruent sub-squares of side length α < 1/2 and

continuing similarly. See Figure 1.2.1. We can cover the set by 4n squares of

diameter
√

2 ·αn. Thus

dimM (E)≤ lim
n→∞

log4n

− log(
√

2αn)
=

log4

− logα
.

On the other hand, it is also easy to check that at least 4n sets of diameter αn

are needed, so

dimM (E)≥ log4

− logα
.

Thus the Minkowski dimension of this set equals β =− log4/ logα .

We automatically get dim(E) ≤ β and we will prove the equality using

Lemma 1.2.8. Let µ be the probability measure defined on E that gives each

nth generation square the same mass (namely 4−n). We claim that

µ(B(x,r))≤Crβ ,

for all disks and some 0 < C < ∞. To prove this, suppose B = B(x,r) is some
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Figure 1.2.1 Four generations of a Cantor set.

disk hitting E and choose n so that αn+1 ≤ r < αn. Then B can hit at most 4 of

the nth generation squares and so, since αβ = 1/4,

µ(B∩E)≤ 4 ·4−n = 4αnβ ≤ 16rβ .

Example 1.2.10 Another simple set for which the two dimensions agree and

are easy to compute is the von Koch Snowflake. To construct this we start with

an equilateral triangle. At each stage we add to each edge an equilateral triangle

pointing outward of side length 1/3 the size of the current edges and centered

on the edge. See Figure 1.2.2 for the first four iterations of this process. The

boundary of this region is a curve with dimension log4/ log3 (see Theorem

2.2.2). We can also think of this as a replacement construction, in which at

each stage, a line segment is replaced by an appropriately scaled copy of a

polygonal curve.

Figure 1.2.2 Four generations of the von Koch snowflake.

Even for some relatively simple sets the Hausdorff dimension is still un-

known. Consider the Weierstrass function (Figure 1.2.3)

fα ,b(x) =
∞

∑
n=1

b−nα cos(bnx),

where b is an integer larger than 1 and 0 < α < 1. It is conjectured that the
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Hausdorff dimension of its graph is 2−α , and this is still open in general,

although some cases have been verified by Barański et al. (2014). They show

that the formula is correct if α is close enough to 1 (depending on b). On

the other hand, some sets that are more difficult to define, such as the graph

of Brownian motion (Figure 1.2.4), will turn out to have easier dimensions to

compute (3/2 by Theorem 6.4.3).

Figure 1.2.3 The Weierstrass function with b = 2, α = 1/2. This graph has

Minkowski dimension 3/2 and is conjectured to have the same Hausdorff dimen-

sion.

Figure 1.2.4 1-dimensional Brownian motion. This graph has dimension 3/2 al-

most surely.

1.3 Sets defined by digit restrictions

In this section we will consider some more complicated sets for which the

Minkowski dimension is easy to compute, but the Hausdorff dimension is not

so obvious, and will be left to later sections. These subsets of [0,1] will be

defined by restricting which digits can occur at a certain position of a num-

ber’s b-ary expansion. In a later section we will consider sets defined by the

asymptotic distribution of the digits. We start by adapting Hausdorff measures

to b-adic grids.
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Let b ≥ 2 be an integer and consider b-adic expansions of real numbers, i.e.,

to each sequence {xn} ∈ {0,1, . . . ,b−1}N we associate the real number

x =
∞

∑
n=1

xnb−n ∈ [0,1].

b-adic expansions give rise to Cantor sets by restricting the digits we are al-

lowed to use. For example, if we set b = 3 and require xn ∈ {0,2} for all n we

get the middle thirds Cantor set C.

For each integer n let In(x) denote the unique half-open interval of the form

[ k−1
bn , k

bn ) containing x. Such intervals are called b-adic intervals of generation

n (dyadic if b = 2).

It has been observed (by Frostman (1935) and Besicovitch (1952)) that we

can restrict the infimum in the definition of Hausdorff measure to coverings

of the set that involve only b-adic intervals and only change the value by a

bounded factor. The advantage of dealing with these intervals is that they are

nested, i.e., two such intervals either are disjoint or one is contained in the

other. In particular, any covering by b-adic intervals always contains a subcover

by disjoint intervals (just take the maximal intervals). Furthermore, the b-adic

intervals can be given the structure of a tree, an observation that we will use

extensively in later chapters.

We define the grid Hausdorff content by

H̃ α
∞ (A) = inf{∑

i

|Ji|α ,A ⊂
⋃

i

Ji}, (1.3.1)

and the grid Hausdorff measures by

H̃ α
ε (A) = inf{∑

i

|Ji|α ,A ⊂
⋃

i

Ji, |Ji|< ε}, (1.3.2)

H̃ α(A) = lim
ε→0

H̃ α
ε (A). (1.3.3)

where the infimums are over all coverings of A ⊂ R by collections {Ji} of b-

adic intervals. The grid measure depends on b, but we omit it from the notation;

usually the value of b is clear from context.

Clearly

H̃ α(A)≥ H α(A),

since we are taking the infimum over a smaller set of coverings. However, the

two sides are almost of the same size, i.e.,

H̃ α(A)≤ (b+1)H α(A),

since any interval I can be covered by at most (b+1) shorter b-adic intervals;
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just take the smallest n so that b−n ≤ |I| and take all b-adic intervals of length

b−n that hit I. Thus H̃ α(A) = 0 if and only if H α(A) = 0. Similarly, we can

define Ñ(K,ε) to be the minimal number of closed b-adic intervals of length ε

needed to cover K. We get

N(K,ε)≤ Ñ(K,ε)≤ (b+1)N(K,ε).

Hence, the Hausdorff and the Minkowski dimensions are not changed.

One can define grid Hausdorff content H̃ ϕ
∞ (A) and grid Hausdorff measures

H̃ ϕ
ε (A) and H̃ ϕ(A) with respect to any gauge function ϕ by replacing |Ji|α

with ϕ(|Ji|) in (1.3.1) and (1.3.2). Furthermore, the definitions can be extended

to subsets of Rn by replacing the b-adic intervals Ji in (1.3.1) and (1.3.2) with

b-adic cubes (products of b-adic intervals of equal length).

Definition 1.3.1 For S ⊂ N the upper density of S is

d(S) = limsup
N→∞

#(S∩{1, . . . ,N})
N

.

Here and later #(E) denotes the number of elements in E, i.e., # is counting

measure. The lower density is

d(S) = liminf
N→∞

#(S∩{1, . . . ,N})
N

.

If d(S) = d(S), then the limit exists and is called d(S), the density of S.

Example 1.3.2 Suppose S ⊂ N, and define

AS =
{

x = ∑
k∈S

xk2−k : xk ∈ {0,1}
}
.

The set AS is covered exactly

2∑n
k=1 1S(k) = 2#(S∩{1,...,n})

closed dyadic intervals of generation n, where 1S is the characteristic function

of S, i.e., 1S(n) = 1 for n ∈ S, and 1S(n) = 0 for n 6∈ S. So

log2 Ñ(AS,2
−n) =

n

∑
k=1

1S(k).

Thus

log Ñ(AS,2
−n)

log2n
=

1

n

n

∑
k=1

1S(k),

which implies

dimM (AS) = d(S),
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Figure 1.3.1 First 8 generations of AS for S = {1,3,4,6,8,10, . . .}

dimM (AS) = d(S).

It is easy to construct sets S where the liminf and limsup differ and hence we

get compact sets where the Minkowski dimension does not exist (see Exercise

1.16). The Hausdorff dimension of AS is equal to the lower Minkowski dimen-

sion. We shall prove this in the next section as an application of Billingsley’s

Lemma.

We can also construct AS as follows. Start with the interval [0,1] and sub-

divide it into two equal length subintervals [0,1/2] and [1/2,1]. If 1 ∈ S then

keep both intervals and if 1 6∈ S then keep only the leftmost, [0,1/2]. Cut each

of the remaining intervals in half, keeping both subintervals if 2 ∈ S and only

keeping the left interval otherwise. In general, at the nth step we have a set

AS
n ⊂ AS

n−1 that is a finite union of intervals of length 2−n (some may be ad-

joining). We cut each of the intervals in half, keeping both subintervals if n ∈ S

and throwing away the right hand one if n 6∈ S. The limiting set is AS =
⋂∞

n=1 AS
n.

In Figure 1.3.1 we have drawn the first generations of the construction corre-

sponding to S = {1,3,4,6,8,10, . . .}.

Example 1.3.3 The shifts of finite type are defined by restricting which

digits can follow other digits. Let A = (Ai j), 0 ≤ i, j < b, be a b×b matrix of

0s and 1s, and define

XA = {
∞

∑
n=1

xnb−n : Axnxn+1
= 1 for all n ≥ 1}.

We will also assume that if the jth column of A is all zeros, so is the jth row;

this implies every finite sequence {xn}n
1 satisfying the condition above can be

extended to at least one infinite sequence satisfying condition. Thus such finite

strings correspond to b-adic closed dyadic intervals that intersect XA.

Notice that a b-ary rational number r will belong to XA if either of its two
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possible b-ary expansions does (one is eventually all 0s, the other eventually

all (b− 1)s). The condition on {xn} described in the example is clearly shift

invariant and is the intersection of countably many “closed” conditions, so the

set XA is compact and invariant under the map Tb, where Tb(x) = (bx) mod 1.

For example, if

A =

(
1 1

1 0

)
,

then x ∈ XA if and only if the binary representation of x has no two consecutive

1s. The first ten generations in the construction of the Cantor set XA are shown

in Figure 1.3.3. Any such matrix can be represented by a directed graph where

the vertices represent the numbers {0, . . . ,b−1} and a directed edge connects

i to j if Ai j = 1. For example, the 2 × 2 matrix A above is represented by

Figure 1.3.2.

0 1

Figure 1.3.2 The directed graph representing A

Figure 1.3.3 Approximations of XA

An element of x = ∑n xnb−n ∈ XA corresponds in a natural way to an infinite

path {x1,x2, . . .} on this graph and a b-adic interval hitting XA corresponds to

a finite path. Conversely, any finite path of length n corresponds to a b-adic

interval of length b−n hitting XA. Thus Nn(XA) ≡ Ñ(XA,b
−n) is the number of

distinct paths of length n in the graph (this uses our assumption about the rows

and columns of A). By definition of matrix multiplication, the number of paths

of length n from i to j is (An)i j, (i.e., the (ith, jth) entry in the matrix An). (See

Exercise 1.22.) Thus the total number of length n paths is Nn(XA) = ‖An‖,
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where the norm of a matrix is defined as ‖B‖ = ∑i, j |Bi j|. (However, since

any two norms on a finite-dimensional space are comparable, the precise norm

won’t matter.) Thus

dimM (XA) = lim
n→∞

logNn(XA)

n logb
= lim

n→∞

log(Nn(XA))
1/n

logb
=

logρ(A)

logb
,

where

ρ(A) = lim
n→∞

‖An‖1/n,

is, by definition, the spectral radius of the matrix A, and is equal to the ab-

solute value of the largest eigenvalue. That this limit exists is a standard fact

about matrices and is left to the reader (Exercise 1.23).

For the matrix

A =

(
1 1

1 0

)
,

the spectral radius is (1+
√

5)/2 (Exercise 1.24), so the Minkowski dimension

of XA is

logρ(A)

log2
=

log(1+
√

5)− log2

log2
.

We shall see in Example 2.3.3, that for shifts of finite type the Hausdorff and

Minkowski dimensions agree.

Example 1.3.4 Now we consider some sets in the plane. Suppose A is a b×b

matrix of 0s and 1s with rows labeled by 0 to b− 1 from bottom to top (the

unusual labeling ensures the matrix corresponds to the picture of the set) and

columns by 0 to b−1 from left to right. Let

YA = {(x,y) : Aynxn = 1 for all n},

where {xn},{yn} are the b-ary expansions of x and y.

For example, if

A =

(
1 0

1 1

)
,

then xn = 0 implies that yn can be either 0 or 1, but if xn = 1 then yn must be 0.

This matrix A gives a Sierpiński gasket. See Figure 1.3.4.

If

A =




1 0 1

0 0 0

1 0 1


 ,
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Figure 1.3.4 The Sierpiński gasket (8th generation) and the Sierpiński carpet (4th

generation).

then we get C1/3×C1/3, the product of the middle thirds Cantor set with itself.

For

A =




1 1 1

1 0 1

1 1 1


 ,

we get the Sierpiński carpet. See the right side of Figure 1.3.4. If the matrix A

has r 1s in it, then we can cover YA by rn squares of side b−n and it is easy to

see this many are needed. Thus dimM (YA) = logr/ logb = logb r. Defining a

measure on YA which gives equal mass to each of the nth generational squares

and using the Mass Distribution Principle, we get that the Hausdorff dimension

of the set YA is also logb r.

The Sierpiński gasket (as well as the other examples so far) are “self-similar”

in the sense that they are invariant under a certain collection of maps that are

constructed from isometries and contractive dilations. Self-similar sets are dis-

cussed in Section 2.1.

If we replace the square matrices of the previous example by rectangular

ones (i.e., use different base expansions for x and y) we get a much more diffi-

cult class of sets that are invariant under affine maps. These sets will be studied

in Chapter ??, but we give an example here.

Example 1.3.5 Self-affine sets. We modify the previous example by taking

a non-square matrix. Suppose m < n and suppose A is an m× n matrix of 0s

and 1s with rows and columns labelled as in the previous example. Let

YA = {(x,y) : Aykxk
= 1 for all k},



16 Minkowski and Hausdorff dimensions

where {xk} is the n-ary expansion of x and {yk} is the m-ary expansion of y.

For example, if

A =

(
0 1 0

1 0 1

)
,

we obtain the McMullen set in Figure 1.3.5. To construct the set, start with a

rectangle Q and divide it into 6 sub-rectangles by making one horizontal and

2 vertical subdivisions. Choose one of the rectangles on the top row and two

rectangles from the bottom row according to the pattern A. Now subdivide the

chosen rectangles in the same way and select the corresponding sub-rectangles.

Figure 1.3.5 illustrates the resulting set after a few iterations.

Figure 1.3.5 Four generations of the McMullen set

The Minkowski dimension of this set is 1+ log3
3
2
≈ 1.36907 (Theorem 4.1.1).

We will prove later in this chapter that the Hausdorff dimension of the Mc-

Mullen set is strictly larger than 1 (see Example 1.6.5). We shall eventually

prove C. McMullen’s (1984) result that the Hausdorff dimension of this set is

log2(2
log3 2 + 1) ≈ 1.34968, which is strictly less than the Minkowski dimen-

sion.

1.4 Billingsley’s Lemma and the dimension of measures

In this section we prove a refinement of the Mass Distribution Principle. The

measure in this version need not satisfy uniform estimates on all balls as in

the Mass Distribution Principle, but only estimates in a neighborhood of each

point, where the size of that neighborhood may vary from point to point. An

even more general result was proved by Rogers and Taylor (1959), see Propo-

sition 4.3.3. Let b≥ 2 be an integer and for x ∈ [0,1] let In(x) be the nth genera-

tion, half-open b-adic interval of the form [ j−1
bn , j

bn ) containing x. The following

is due to Billingsley (1961).

Lemma 1.4.1 (Billingsley’s Lemma) Let A ⊂ [0,1] be Borel and let µ be a



1.4 Billingsley’s Lemma and the dimension of measures 17

finite Borel measure on [0,1]. Suppose µ(A)> 0. If

α1 ≤ liminf
n→∞

log µ(In(x))

log |In(x)|
≤ β1, (1.4.1)

for all x ∈ A, then α1 ≤ dim(A)≤ β1.

Proof Let α < α1 < β1 < β . The inequalities (1.4.1) yield that

for all x ∈ A, limsup
n→∞

µ(In(x))

|In(x)|β
≥ 1, (1.4.2)

and

for all x ∈ A, limsup
n→∞

µ(In(x))

|In(x)|α
≤ 1. (1.4.3)

We will show that (1.4.2) implies H̃ β (A) ≤ µ([0,1]) and that (1.4.3) implies

H̃ α(A)≥ µ(A). The lemma follows from these two claims.

We start with the first assertion. Assume (1.4.2) holds. For 0 < c < 1, fix

ε > 0. For every x ∈ A we can find integers n as large as we wish satisfying

µ(In(x))

|In(x)|β
> c.

Take n(x) to be the minimal integer satisfying this condition and such that

b−n(x) < ε .

Now {In(x)(x) : x ∈ A} is a cover of A, and suppose {Jk} is a subcover by

disjoint intervals. This covering of A has the property that |Jk|< ε for all k (by

our choice of n(x)) and

∑
k

|Jk|β ≤ c−1 ∑
k

µ(Jk)≤ c−1µ([0,1]). (1.4.4)

This implies

H̃ β
ε (A)≤ c−1µ([0,1]).

Taking c→ 1 and ε → 0 gives the first assertion. Therefore H̃ β (A)≤ µ([0,1]).

Next we prove the second assertion. Assume (1.4.3) holds. For a fixed C > 1

and a positive integer m, let

Am = {x ∈ A : µ(In(x))<C|In(x)|α for all n > m}.

Since A =
⋃

m Am and Am+1 ⊃ Am, we have µ(A) = limm→∞ µ(Am).

Fix ε < b−m and consider any cover of A by b-adic intervals {Jk} with |Jk|<
ε . Then

∑
k

|Jk|α ≥ ∑
k:Jk∩Am 6= /0

|Jk|α ≥C−1 ∑
k:Jk∩Am 6= /0

µ(Jk)≥C−1µ(Am).
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This shows H̃ α
ε (A)≥C−1µ(Am). Taking ε → 0, m → ∞ and C → 1 gives the

desired result.

The above proof of Billingsley’s Lemma can be generalized in several ways:

(1) It is clear that the proof generalizes directly to subsets A ⊂ [0,1]d . In

the proof one needs to replace b-adic intervals with cubes that are products of

intervals of the form ∏d
i=1[

ji−1
bn , ji

bn ).

(2) A covering S = {Si}i of A is called a Vitali covering if for every point

x ∈ A and all δ > 0 there is a set Si such that x ∈ Si and such that 0 < |Si|< δ .

We say S has the bounded subcover property if there exists a constant C

such that whenever a set E is covered by a subcover SE ⊂ S then there

is a further subcover S̃E ⊂ SE of E such that ∑D∈S̃E
1D ≤ C. For exam-

ple, by Besicovitch’s covering theorem (see Mattila, 1995, Theorem 2.6) the

family of open balls in Rd enjoys the bounded subcover property. Replacing

the family of dyadic intervals by a Vitali covering with bounded subcover

property in (1.3.2) and (1.3.3) and in the statement of Billingsley’s Lemma

one can proceed as in the above proof to conclude that H̃ α(A) ≥ µ(A) and

H̃ β (A)≤Cµ([0,1]). In particular (1.4.4) is replaced by

∑
D∈S̃A

|D|β ≤ c−1 ∑
D∈S̃A

µ(D) = c−1
∫

∑
D∈S̃A

1D dµ ≤ c−1Cµ([0,1]).

However, in general, H̃ γ(A) will not be comparable to H γ(A). To replace

H̃ α(A) and H̃ β (A) by H α(A) and H β (A) and prove the corresponding ver-

sion of Billingsley’s Lemma, one needs additional assumptions. For example,

it suffices to assume that there exists a constant C such that any ball B can be

covered by no more than C elements of the cover of diameter less than C|B|.
An example of a covering satisfying all the above assumptions are approxi-

mate squares as in Definition 4.2.2; these will be used to compute dimensions

of self-affine sets in Chapter 4.

(3) The assumptions can be further weakened. For example, instead of the

last assumption we can assume that there is a function Ψ : R+ →R+ satisfying

limr→0
logΨ(r)
log1/r

= 0 and such that any ball of radius r can be covered by Ψ(r)

elements of the cover of diameter at most Ψ(r)r.

Example 1.4.2 For S ⊂ N, recall

AS =
{

x = ∑
k∈S

xk2−k : xk ∈ {0,1}
}
. (1.4.5)

We computed the upper and lower Minkowski dimensions of this set in Exam-
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ple 1.3.2 and claimed that

dim(AS) = liminf
N→∞

#(S∩{1, . . . ,N})
N

.

To prove this, let µ be the probability measure on AS that gives equal measure

to the nth generation covering intervals. This measure makes the digits {xk}k∈S

in (1.4.5) independent identically distributed (i.i.d.) uniform random bits. For

any x ∈ AS,

log µ(In(x))

log |In(x)|
=

log2−#(S∩{1,...,n})

log2−n
=

#(S∩{1, . . . ,n})
n

.

Thus the liminf of the left hand side is the liminf of the right hand side. By

Billingsley’s Lemma, this proves the claim.

Definition 1.4.3 If µ is a Borel measure on Rn we define

dim(µ) = inf{dim(A) : µ(Ac) = 0, A ⊂ Rn is Borel }.

Observe that the infimum is really a minimum, because if dim(An)→ dim(µ)

and µ(Ac
n) = 0 for all n then A =

⋂
n An satisfies dim(A) = dim(µ). An equiv-

alent definition is to write

dim(µ) = inf{α : µ ⊥ H α}

where µ ⊥ ν means the two measures are mutually singular, i.e., there is a

set A ⊂ Rn such that µ(Ac) = ν(A) = 0.

Lemma 1.4.4 Let b be a positive integer. Given x ∈ [0,1], let In(x) denote the

b-adic interval of the form [ j−1
bn , j

bn ) containing x. Let

αµ = esssup
{

liminf
n→∞

log µ(In(x))

log |In(x)|
}
,

where esssup( f ) = min{α : µ({x : f (x)> α}) = 0}. Then dim(µ) = αµ .

Proof First take α > αµ , and set

A =
{

x : liminf
n→∞

log µ(In(x))

log |In(x)|
≤ α

}
.

By definition of essential supremum µ(Ac) = 0 . Hence, dim(µ)≤ dim(A). By

Billingsley’s Lemma, dim(A)≤ α . Taking α → αµ gives dim(µ)≤ αµ .

To prove the other direction, let α < αµ and consider

B =
{

x : liminf
n→∞

log µ(In(x))

log |In(x)|
≥ α

}
.
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By the definition of αµ , we have µ(B) > 0. If µ(Ec) = 0, then 0 < µ(B) =

µ(E ∩B) and

liminf
n→∞

log µ(In(x))

log |In(x)|
≥ α

on E∩B. Billingsley’s Lemma shows dim(E)≥ dim(E∩B)≥α . Thus dim(µ)≥
α for all α < αµ . We deduce dim(µ) = αµ .

Example 1.4.5 Consider the measure µ that on the middle thirds Cantor set

C that gives equal mass to each nth generation interval in the construction. This

is called the Cantor singular measure. If we consider a 3-adic interval I of

length 3−n then

µ(I) = 2−n = |I|log3 2,

if Io (the interior of I) hits C and is 0 otherwise. Thus

lim
n→∞

log µ(In(x))

log |In(x)|
= log3 2,

for all x ∈ C, and hence for µ almost every x. By Lemma 1.4.4, dim(µ) =

log3 2.

1.5 Sets defined by digit frequency

We previously considered sets with restrictions on what the nth digit of the b-

ary expansion could be. In this section we do not restrict particular digits, but

will require that each digit occurs with a certain frequency. The resulting sets

are dense in [0,1], so we need only consider their Hausdorff dimension.

Example 1.5.1 Ap = {x = ∑∞
n=1 xn2−n : xn ∈ {0,1}, lim j→∞

1
j ∑

j
k=1 xk = p}.

Thus Ap is the set of real numbers in [0,1] in which a 1 occurs in the binary

expansion with asymptotic frequency p. For “typical” real numbers we expect

a 1 to occur about half the time, and indeed, A1/2 is a set of full Lebesgue

measure in [0,1] (see below). In general we will show

dim(Ap) = h2(p) =−p log2 p− (1− p) log2(1− p).

The quantity h2 is called the entropy of p and is strictly less than 1 except for

p = 1/2. It represents the uncertainty associated to the probability (if p = 0

or 1 the entropy is 0; it is maximized when p = 1/2). See Cover and Thomas

(1991).

In addition to Billingsley’s Lemma we will need
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Theorem 1.5.2 (Strong Law of Large Numbers) Let (X ,dν) be a probability

space and { fn}, n = 1,2 . . . a sequence of orthogonal functions in L2(X ,dν).

Suppose E( f 2
n ) =

∫ | fn|2 dν ≤ 1, for all n. Then

1

n
Sn =

1

n

n

∑
k=1

fk → 0,

a.e. (with respect to ν) as n → ∞.

Proof We begin with the simple observation that if {gn} is a sequence of

functions on a probability space (X ,dν) such that

∑
n

∫
|gn|2 dν < ∞,

then ∑n |gn|2 < ∞ ν-a.e. and hence gn → 0 ν-a.e.

Using this, it is easy to verify the Strong Law of Large Numbers (LLN) for

n → ∞ along the sequence of squares. Specifically, since the functions { fn} are

orthogonal,

∫ (
1

n
Sn

)2

dν =
1

n2

∫
|Sn|2dν =

1

n2

n

∑
k=1

∫
| fk|2 dν ≤ 1

n
.

Thus if we set gn =
1
n2 Sn2 , we have

∫
g2

n dν ≤ 1

n2
.

Since the right hand side is summable, the observation above implies that gn =
1
n2 Sn2 → 0 ν-a.e. To handle the limit over all positive integers, suppose that

m2 ≤ n < (m+1)2. Then

∫
| 1

m2
Sn −

1

m2
Sm2 |2 dν =

1

m4

∫
|

n

∑
k=m2+1

fk|2 dν

=
1

m4

∫ n

∑
k=m2+1

| fk|2 dν

≤ 2

m3
,

since the sum has at most 2m terms, each of size at most 1. Set m(n) = ⌊√n⌋
and

hn =
Sn

m(n)2
−

Sm(n)2

m(n)2
.
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Now each integer m equals m(n) for at most 2m+ 1 different choices of n.

Therefore,

∞

∑
n=1

∫
|hn|2 dµ ≤

∞

∑
n=1

2

m(n)3
≤ ∑

m

(2m+1)
2

m3
< ∞,

so by the initial observation, hn → 0 a.e. with respect to ν . This yields that

1

m(n)2
Sn → 0 a.e.

which, in turn, implies that 1
n
Sn → 0 a.e., as claimed.

Theorem 1.5.2 is called a Strong Law of Large Numbers because it gives

a.e. convergence, as opposed to the Weak Law of Large Numbers, that refers

to convergence in measure. We frequently make use of the following

Corollary 1.5.3 If {Xk} are independent, identically distributed (i.i.d.) ran-

dom variables and E[X2
k ]< ∞ then limn→∞

1
n ∑n

k=1 Xk = E[X1].

Proof Note that {Xk −E[Xk]} are orthogonal and apply Theorem 1.5.2.

Next, define a measure µp on [0,1] as follows. By Caratheodory’s Extension

Theorem it suffices to define µp on dyadic intervals. Let

µp

(
[

j

2n
,

j+1

2n
)
)
= pk( j)(1− p)n−k( j),

where k( j) is the number of 1s in the binary expression of j. We can also write

µp as

µp(In(x)) = p∑n
k=1 xk(1− p)n−∑n

k=1 xk ,

where x = ∑∞
k=1 xk2−k.

An alternative way of describing µp is that it gives the whole interval [0,1]

mass 1, and gives the two subintervals [0,1/2], [1/2,1] mass 1− p and p re-

spectively. In general, if a dyadic interval I has measure µp(I), then the left

half has measure (1− p)µp(I) and the right half has measure pµp(I). Observe

that if p = 1/2 then this is exactly Lebesgue measure on [0,1]. In Figure 1.5.1

we have graphed the µp-measure of all dyadic intervals of length 2−7 in [0,1],

where p = 1/3.

Lemma 1.5.4 dim(Ap) = dim(µp) = h2(p)

Proof We start by proving that

µp(Ap) = 1.
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Figure 1.5.1 A histogram of µ1/3 applied to dyadic intervals of length 2−7.

To see this, let

fn(x) = (xn − p)

(where ∑k xk2−k is the binary expansion of x). If Sn = ∑n
k=1 fk, then unwinding

definitions shows that Ap is exactly the set where 1
n
Sn → 0, so we will be done

if we can apply the Law of Large Numbers to { fn} and the measure µp.

Clearly,
∫

f 2
n dµp ≤ 1. It is easy to check orthogonality,

∫
fn fm dµp = 0 for

n 6= m. Thus µp(Ap) = 1.

Now, we show that dim(µp) = h2(p). By Lemma 1.4.4,

dim(µp) = esssup

{
liminf

n→∞

log µ(In(x))

log |In(x)|

}
.

Note that

log µp(In(x))

log |In(x)|
=

1

log2

((1

n

n

∑
k=1

xk

)
log

1

p
+
(1

n

n

∑
k=1

(1− xk) log
1

1− p

))
.

Since µp-almost every point is in Ap, we see that

lim
n→∞

1

n

n

∑
k=1

xk = p,

for µp-a.e. x. Therefore,

log µp(In(x))

log |In(x)|
→

p log 1
p
+(1− p) log 1

1−p

log2
= h2(p),

for a.e. x with respect to µp. Thus dim(µp) = h2(p).
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By Definition 1.4.3 of dim(µp), we deduce from µp(Ap) = 1 that dim(Ap)≥
dim(µp) = h2(p). However, since

Ap ⊂
{

x ∈ [0,1] : liminf
n→∞

log µp(In(x))

log |In(x)|
= h2(p)

}
,

and µp(Ap) = 1 > 0, Billingsley’s Lemma implies dim(Ap) ≤ h2(p), hence

equality.

Example 1.5.5 Consider the related sets

Ãp =

{
x ∈ [0,1] : limsup

n→∞

1

n

n

∑
k=1

xk ≤ p

}
,

Âp =

{
x ∈ [0,1] : liminf

n→∞

1

n

n

∑
k=1

xk ≤ p

}
.

Clearly, Ap ⊂ Ãp ⊂ Âp. Since dim(A1/2) = 1, we have dim(Ãp) = dim(Âp) = 1

if p ≥ 1/2.

If p < 1/2, then by Lemma 1.5.4,

h2(p) = dim(Ap)≤ dim(Ãp)≤ dim(Âp).

On the other hand, we saw before that

log µp(In(x))

log |In(x)|
=

1

log2

(
log

1

1− p
+
(

log
1− p

p

)
· 1

n

n

∑
k=1

xk

)
.

We have log
1−p

p
> 0 since p < 1/2 , so for x ∈ Âp, we get

liminf
n→∞

log µp(In(x))

log |In(x)|
≤ h2(p).

Therefore, for p < 1/2, Billingsley’s Lemma implies that

dim(Ap) = dim(Ãp) = dim(Âp) = h2(p).

Example 1.5.6 The same argument used in Lemma 1.5.4 to compute the

dimension of Ap works in a more general setting. Suppose p = (p0, . . . , pb−1)

is a probability vector, i.e., ∑b−1
k=0 pk = 1 and define a measure µp by

µp(In(x)) =
n

∏
j=1

px j
,

where {xn} is the b-ary expansion of x. Then repeating the proof of the lemma
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shows

dim(µp) = hb(p) =
b−1

∑
k=0

pk logb

1

pk

.

Similarly, the set of x’s in [0,1] such that

lim
N→∞

#({n ∈ [0,N] : xn = k})
N

= pk

for each k = 0, . . . ,b−1 has dimension hb(p).

The following is a variant we will need later in the proof of Proposition 1.7.7

about intersections of random translates of Cantor sets.

Fix an integer b ≥ 2 and a set E ⊂ {0,1, . . . ,b− 1}. Let {xn} be the b-ary

expansion of the real number x.

Lemma 1.5.7 The set

XE
p =

{
x ∈ [0,1) : lim

N→∞

1

N

N

∑
n=1

1E(xn) = p,

has Hausdorff dimension

−p logb

( p

#(E)

)
− (1− p) logb

( 1− p

b−#(E)

)
.

Proof Let In(x) denote the b-ary interval of generation n containing x. Define

a Borel measure on [0,1) by

µ(In(x)) =
( p

#(E)

)∑k≤n 1E (xk)
( 1− p

b−#(E)

)∑k≤n(1−1E (xk))

.

The proof of Lemma 1.5.4 shows that

dim(XE
p ) = dim(µ) =−p logb

( p

#(E)

)
− (1− p) logb

( 1− p

b−#(E)

)
.

1.6 Slices

If A ⊂ R2 has dimension α what should we expect the dimension of A∩L to

be, where L is a “typical” line? For the present, let us consider only vertical

lines and set

Ax = {y : (x,y) ∈ A}.
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Theorem 1.6.1 (Marstrand Slicing Theorem) Let A ⊂ R2 and suppose that

dim(A)≥ 1. Then

dim(Ax)≤ dim(A)−1,

for (Lebesgue) almost every x.

If dim(A) < 1 then the slice Ax is empty for almost every x (in fact, it is

empty except for a set of exceptional x of dimension at most dim(A); see Ex-

ercise 1.10). On the other hand, it is possible that dim(Ax) = dim(A) for some

values of x, e.g., if A is a vertical line segment.

The inequality can be strict for every x, e.g., there are real valued functions

on R whose graphs have dimension strictly larger than one, even though all

the vertical slices are singletons. See Chapter 5. For example, we will prove

that the graph of a 1-dimensional Brownian motion has dimension 3/2 almost

surely (see Theorem 6.4.3). We shall give several other examples of strict in-

equality later in this section.

Proof We start with the following claim: for 1 ≤ α ≤ 2

H α(A)≥ c2

∫

R
H α−1(Ax)dx.

(Measurability of the integrand follows from a monotone class argument that

we omit.) In fact, we can take c2 = 1. (But in higher dimensions the analogous

constant is cn < 1.) It suffices to prove this claim because for α > dim(A),

0 = H α(A)≥
∫

R
H α−1(Ax)dx

implies H α−1(Ax) = 0 for Lebesgue almost every x. Therefore, dim(Ax) ≤
α −1 for Lebesgue almost every x.

To prove the claim fix ε > 0 and δ > 0 and let {D j} be a cover of A with

|D j|< ε and

∑
j

|D j|α < H α
ε (A)+δ .

Enclose each D j in a square Q j with sides parallel to the axes and with side

length s j ≤ |D j|. Let I j be the projection of Q j onto the x-axis. For each x, the

slices {(Q j)x} form a cover of Ax and have length

|(Q j)x|=
{

s j, x ∈ I j

0, x 6∈ I j

.

(In the higher-dimensional case, this is the point where the constant cn < 1

appears. For example, if n = 3, then a slice of a cube Q j has diameter either√
2s j or 0.)
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We now have an ε-cover of Ax and

H α−1
ε (Ax)≤ ∑

j

|(Q j)x|α−1 = ∑
j:x∈I j

sα−1
j .

Therefore
∫

R
H α−1

ε (Ax)dx ≤
∫

R
( ∑

j:x∈I j

sα−1
j )dx

= ∑
j

sα
j

≤ H α
ε (A)+δ .

Taking δ → 0 gives

∫

R
H α−1

ε (Ax)dx ≤ H α
ε (A).

As ε → 0, H α−1
ε (Ax)րH α−1(Ax), so the Monotone Convergence Theorem

implies
∫

R
H α−1(Ax)dx ≤ H α(A).

There is a generalization of the Slicing Theorem for more general codimen-

sion.

Theorem 1.6.2 Let A ⊂ Rn be a Borel set with dim(A) > n−m and let Em

be an m-dimensional subspace. Then for almost every x ∈ E⊥
m (or equivalently,

almost every x ∈ Rn)

dim(A∩ (Em + x))≤ dim(A)− (n−m),

and for α > n−m,

H α(A)≥ cn

∫

E⊥
m

H α−(n−m)(A∩ (Em + x))dx.

The proof is almost the same as of Theorem 1.6.1, so we omit it. As be-

fore, the equality can be strict. There are also generalizations that replace the

“almost everywhere with respect to Lebesgue measure on Rn” with a more

general measure. See Theorem 3.3.1.

Example 1.6.3 Let A =C×C be the product of the middle thirds Cantor set

with itself. We saw in Example 1.3.4 that dim(A) = log3 4. The vertical slices

of A are empty almost surely, so dim(Ax) = 0< (log3 4)−1 almost surely. This

gives strict inequality in Theorem 1.6.1 for almost all slices.
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Example 1.6.4 A set with more interesting slices is the Sierpiński gasket G

(see Example 1.3.4) . We claim that (Lebesgue) almost every vertical slice Gx

of G has dimension 1/2 (which is strictly smaller than dim(G)−1 = log2 3−
1 = .58496 . . .).

Proof For each x ∈ [0,1], let

S(x) = {n : xn = 0},

where {xn} is the binary expansion of x. Then it is easy to see

Gx = AS(x),

where AS is the set defined in Example 1.3.2 and discussed in Example 1.4.2.

The Law of Large Numbers says that in almost every x the digits 0 and 1 occur

with equal frequency in its binary expansion. We deduce dim(Gx) = 1/2 for

almost every x.

More generally, dim(Gx) = p if and only if limsup
∑n

k=1 xk

n
= 1− p. It follows

from the proof of Lemma 1.5.4 and Example 1.5.5 that the set of such xs has

dimension h2(p). Thus

dim({x : dim(Gx) = p}) = h2(p).

Example 1.6.5 Consider the self-affine sets of Example 1.3.5. More pre-

cisely, consider the McMullen set X obtained by taking

A =

(
0 1 0

1 0 1

)
.

The intersection of X with any vertical line is a single point. On the other hand

the intersection of the set with a horizontal line of height y = ∑n yn2−n is a set

described as follows: at the nth generation replace each interval by its middle

third if yn = 1 but remove the middle third if yn = 0. By Lemma 1.4.4 the

dimension of such a set is

(log3 2) liminf
N→∞

1

N

N

∑
n=1

(1− yn).

Since for almost every y∈ [0,1] the limit exists and equals 1
2
, we see that almost

every horizontal cross-section of the McMullen set has dimension 1
2

log3 2. See

Exercise 1.42 for a refinement.

It is interesting to note that we can compute the dimension of the cross-

sections, but that we have not yet computed the dimension of the set itself.

By Marstrand’s Slicing Theorem we can deduce that its dimension is at least
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1+ 1
2

log3 2 ≈ 1.31546 (we shall use the Law of Large Numbers in Chapter 4

to prove that its dimension is exactly log2(1+2log3 2)≈ 1.34968).

1.7 Intersecting translates of Cantor sets

In the previous section we considered intersecting a set in the plane with ran-

dom lines. In this section we will intersect a set in the line with random trans-

lates of itself. It turns out that this is the easiest when the set has a particu-

lar arithmetic structure, such as the middle thirds Cantor set. We include the

discussion here, because this special case behaves very much like the “digit

restriction sets” considered earlier. This section also serves to illustrate a prin-

ciple that will be more apparent later in the book: it is often easier to compute

the expected dimension of a random family of sets than to compute the dimen-

sion of any particular member of the family.

J. Hawkes (1975) proved the following result:

Theorem 1.7.1 Let C be the middle thirds Cantor set. Then

dim((C+ t)∩C) =
1

3

log2

log3

for Lebesgue–a.e. t ∈ [−1,1].

Next we discuss the cases to which (essentially) Hawkes’ method extends.

We start by sketching a simplified proof of Hawkes’ Theorem (Theorem 1.7.1).

Hawkes’ original proof is more elaborate, as he proves a result about general

Hausdorff gauge functions and derives Theorem 1.7.1 as a corollary.

Proof of Theorem 1.7.1 for Minkowski dimension The key observation is that

the digits {−2,0,2} can be used to represent any t ∈ [−1,1] in base 3, and the

representation is unique if t is not a ternary rational. Fix a t that is not a ternary

rational, and let C denote the middle thirds Cantor set. Represent

t =
∞

∑
n=1

tn3−n

with tn ∈ {−2,0,2}. We have

(C+ t)∩C = {y ∈C : ∃x ∈C,y− x = t}

=

{
∞

∑
1

yn3−n : ∃x =
∞

∑
1

xn3−n, yn,xn ∈ {0,2}, yn − xn = tn

}

=

{
∞

∑
1

yn3−n : yn ∈ {0,2}, yn = 2 if tn = 2, yn = 0 if tn =−2

}
.
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Thus for y ∈ (C+ t)∩C the nth ternary digit is determined unless tn = 0, in

which case it may take two values. For almost all t ∈ [−1,1] with respect to

Lebesgue measure, the set {n : tn = 0} has density 1/3, and so we expect to

need 2n/3 intervals of size 3−n to cover the set. This gives

dimM ((C+ t)∩C) =
log2

1
3

log3
=

1

3
log3 2,

for such t.

Adapting the result to Hausdorff dimension is done rigorously in the next

theorem.

Let b be an integer > 1, and D a finite set of integers. We denote

Λ(D,b) =

{
∞

∑
n=1

dnb−n : dn ∈ D

}
.

As before, we denote the number of elements in D by #(D). When b = 3 and

D = {0,2}, the set Λ(D,b) is the middle thirds Cantor set.

Definition 1.7.2 Say that two finite sets of integers D1,D2 satisfy the b-

difference-set condition if the difference-set D2 −D1 ⊂ Z is contained in an

arithmetic progression of length b.

If D1,D2 satisfy the b-difference-set condition, then the representation in

base b with digits from D=D2−D1 “behaves” like the standard representation

in base b: we claim that the representation is unique except at countably many

points. This follows from the b-difference-set condition that guarantees that

for some a0, d0 ∈ Z the inclusion

D ⊂ D̃ = {a0 + jd0 : 0 ≤ j < b}

holds. Let s, t ∈R with t = a0/(b−1)+ sd0. Then s ∈ Λ({0,1, . . . ,b−1},b) if

and only if t ∈ Λ(D̃,b), and this equivalence establishes the claim above.

Theorem 1.7.3 Fix an integer b> 1. Suppose D1,D2 are finite sets of integers

satisfying the b-difference-set condition. For each i ∈ D = D2 −D1, let Mi =

#((D1 + i)∩D2). Denote Λ1 = Λ(D1,b) and Λ2 = Λ(D2,b). Then

1. For all t ∈ R, dim((Λ1 + t)∩Λ2) = dimM ((Λ1 + t)∩Λ2).

2. If #(D) = b then

dim((Λ1 + t)∩Λ2) =
1

b
∑
i∈D

logb Mi,

for Lebesgue almost all t in the set Λ(D,b) = Λ2 −Λ1.
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In the examples below, we show how Theorem 1.7.3 implies Hawkes’ The-

orem as well as Proposition 1.7.7. The proof of Theorem 1.7.3 depends on the

following lemma.

Lemma 1.7.4 Fix an integer b > 1. Assume D1 and D2 are finite sets of

integers that satisfy the b-difference-set condition. Denote D=D2−D1 and for

each i ∈ D, Mi = #((D1 + i)∩D2). If t ∈ Λ(D,b) has a unique representation

t = ∑∞
n=1 tnb−n with tn ∈ D, define

ϕ1(t) = liminf
N→∞

1

N

N

∑
n=1

logb Mtn . (1.7.1)

If t has two such representations, or t 6∈ Λ(D,b), define ϕ1(t) = 0. Then

dim((Λ1 + t)∩Λ2) = dimM ((Λ1 + t)∩Λ2) = ϕ1(t), (1.7.2)

for all t ∈ R, where Λ1 = Λ(D1,b) and Λ2 = Λ(D2,b).

The assumption that tn ∈ D implies that Mtn ≥ 1. Therefore the right hand

side of (1.7.1) is well defined.

Proof of Lemma 1.7.4 Assume first that t has a unique representation

t =
∞

∑
n=1

tnb−n

with tn ∈ D. Then

(Λ1 + t)∩Λ2 =

{
∞

∑
n=1

dnb−n : dn ∈ (D1 + tn)∩D2 for all n

}

and it follows immediately from the definition of Minkowski dimension and

ϕ1 that

dimM ((Λ1 + t)∩Λ2) = ϕ1(t).

To compute the Hausdorff dimension, define a probability measure µt sup-

ported on (Λ1 + t)∩Λ2 as follows. For any sequence d∗
1 ,d

∗
2 , . . . ,d

∗
N with d∗

j ∈
(D1 + t j)∩D2 let

µt

{
N

∑
j=1

d∗
j b− j +

∞

∑
j=N+1

d jb
− j : d j ∈ (D1 + t j)∩D2 for all j > N

}
=

N

∏
j=1

M−1
t j

.

Fix y ∈ (Λ1 + t)∩Λ2, and let CN(y) denote the subset of (Λ1 + t)∩Λ2 con-

sisting of points for which the first N digits in the Λ2 representation agree with

the first N digits of y. Then

liminf
N→∞

− log µt(CN(y))

N logb
= ϕ1(t),
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so by Billingsley’s Lemma, dim((Λ1+t)∩Λ2) = ϕ1(t). Similar considerations

appear in Cajar (1981).

If t ∈ Λ(D,b) has two distinct representations

t =
∞

∑
n=1

tnb−n =
∞

∑
n=1

t ′nb−n

then (as we noted earlier in the chapter) we eventually have tn = maxD and

t ′n = minD or vice versa. For such a t, we can show the set (Λ1 + t)∩Λ2 is

finite. Finally, for t 6∈ Λ(D,b) the set (Λ1 + t)∩Λ2 is empty.

Proof of Theorem 1.7.3 Statement (i) is contained in Lemma 1.7.4. Next we

prove (ii). When representing numbers in Λ(D,b), the digits are independent,

identically distributed random variables with respect to the normalized Lebesgue

measure on the closed set Λ(D,b) (we have used this several times already).

Thus, by the Law of Large Numbers,

lim
N→∞

1

N

N

∑
n=1

logb Mtn =

∫
Λ(D,b) logb(Mt)dt
∫

Λ(D,b) 1dt
=

1

b
∑
i∈D

logb Mi

for a.e. t = ∑∞
n=1 tnb−n ∈ Λ(D,b). Lemma 1.7.4 now gives the desired conclu-

sion.

Example 1.7.5 If b = 3 and D1 = D2 = {0,2}, then the difference-set D =

{−2,0,2}, Λ1,Λ2 =C, the middle thirds Cantor set, and {M j} j∈D = {1,2,1}.

Thus Theorem 1.7.1 is contained in Theorem 1.7.3.

Example 1.7.6 Fix an integer b> 1. Extending the previous example, assume

D1,D2 are arithmetic progressions with the same difference of length n1,n2

respectively, where n1 +n2 = b+1. Without loss of generality, n2 ≤ n1,

D1 = {1, . . . ,n1} and D2 = {1, . . . ,n2}.

Then D = D2 −D1 = {1−n1,2−n1, . . . ,n2 −1} and

M j =





j+n1 −n1 < j ≤ n2 −n1,

n2 n2 −n1 < j < 0,

n2 − j 0 ≤ j < n2.

Thus Theorem 1.7.3 (ii) shows that for a.e. t ∈ Λ(D,b)

dim((Λ1 + t)∩Λ2) =
1

b
logb((n2!)2n

n1−n2−1
2 ).

Theorem 1.7.3 gives the dimension of intersections for typical translates. It

is possible to go further and compute certain iterated dimensions, just as we
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did for slices of the Sierpiński gasket. Such iterated dimensions are closely

related to the popular “multi-fractal analysis”.

Proposition 1.7.7 (Kenyon and Peres (1991))

dim{t : dim((C+ t)∩C) = α log3 2}= h3

(
1−α

2
,α,

1−α

2

)
,

where C is the middle thirds Cantor set, 0 < α < 1 and

h3(p1, p2, p3) =−
3

∑
i=1

pi log3 pi

is the ternary entropy function.

Proof From the considerations in the proofs of Lemma 1.7.4 and Theorem 1.7.3

we see that we want to find the dimension of the set of ts such that

liminf
N→∞

1

N

N

∑
n=1

logb Mtn = α log3 2,

where {tn} is the ternary expansion of t. Equivalently, (since Mtn = 2 if tn = 0

and 1 otherwise) we want the set of ts so that

liminf
N→∞

1

N

N

∑
n=1

Tn = α,

where Tn = 1 if tn = 0 and equals 0 otherwise. Thus Lemma 1.5.7 gives the

dimension as

−α log3 α − (1−α) log3

(1−α)

2
= h3

(
1−α

2
,α,

1−α

2

)
,

as desired. This proves Proposition 1.7.7.

1.8 Notes

Hausdorff dimension was invented by Felix Hausdorff in his 1918 paper Di-

mension und äußeres Maß. Hausdorff starts his paper with the comment (from

the English translation in Edgar (2004)):

Mr. Carathéodory has defined an exceptionally simple and general measure theory,

that contains Lebesgue’s theory as a special case, and which, in particular, defines the

p-dimensional measure of a point set in q-dimensional space. In this paper we shall

add a small contribution to this work. . . . we introduce an explanation of p-dimensional

measure which can be immediately be extended to non-integer values of p and suggests

the existence of sets of fractional dimension, and even of sets whose dimensions fill out

the scale of positive integers to a more refined, e.g., logarithmic scale.
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In addition to the definition of Hausdorff dimension, the paper contains its

computation for various Cantor sets and the construction of Jordan curves with

all dimensions between 1 and 2. The definition of Hausdorff dimension we give

using content is equivalent to Hausdorff’s original 1918 definition, but he used

Hausdorff measure, as in Proposition 1.2.6.

If A = (ai j) has real, non-negative entries then the Perron–Frobenius theo-

rem says that ρ(A) is an eigenvalue of A of maximal modulus. Moreover, if A is

primitive, then all the other eigenvalues are strictly smaller in modulus. Prim-

itive means that some power An of A has all positive entries. Thus the dimen-

sion of XA can (in theory) be computed from A. Such a formula for dimM (XA)

was first given by Parry (1964) and Furstenberg (1967) proved the equality for

Hausdorff dimension in 1967. We will give the proof in Section 2.3.

The dimension of sets defined by digit expansions was first determined by

Besicovitch (1935), for binary expansions and later by Eggleston (1949), for

general bases. The latter paper appeared just a year after Shannon’s seminal pa-

per on information theory Shannon (1948). In the Math Review by J. L. Doob

of Shannon’s paper, he wrote: “The discussion is suggestive throughout, rather

than mathematical, and it is not always clear that the author’s mathematical

intentions are honorable.”

In the strong law of large numbers (Theorem 1.5.2), better estimates for the

decay of Sn are possible if we assume that the functions { fn} are independent

with respect to the measure ν . This means that for any n and any collection of

measurable sets {A1, . . . ,An} we have

ν({x ∈ X : f j(x) ∈ A j, j = 1, . . . ,n}) =
n

∏
j=1

ν({x ∈ X : f j(x) ∈ A j}).

Roughly, this says that knowing the values at x for any subset of the { f j} does

not give us any information about the values of the remaining functions there.

By 1915 Hausdorff had proved that if { fn} are independent and satisfy∫
fndν = 0 and

∫
f 2
n dν = 1, then

lim
N→∞

1

N
1
2+ε

N

∑
n=0

fn(x) = 0 for a.e. x

and for every ε > 0. After that Hardy–Littlewood, and independently Khinchin,

proved

lim
N→∞

1√
N logN

N

∑
n=0

fn(x) = 0 for a.e. x.
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The “final” result, found by Khinchin for a special case in 1928 and proved in

general by Hartman–Wintner in 1941 says

limsup
N→∞

1√
2N log logN

N

∑
n=0

fn(x) = 1 for a.e. x.

It is natural to expect that Theorem 1.7.1 should extend to other Cantor sets

defined by digit restrictions, but this extension, given in Kenyon and Peres

(1991), turns out to depend on the theory of random matrix products, which

are beyond the scope of this volume. The dimensions that arise in general also

seem different, as they do not appear to be ratios of logarithms of rational

numbers. For example, if Λ = {∑∞
n=1 dn4−n : dn ∈ {0,1,2}} then for a.e. t ∈

[−1,1],

dim((Λ+ t)∩Λ) =
1

6
log4

2

3
+

∞

∑
k=0

4−k−1 log4

(3 ·2k)!

(2k+1)!
≈ 0.575228.

1.9 Exercises

Exercise 1.1 Let M(K,ε) denote the maximal number of disjoint balls of

diameter ε with centers in K. Prove N(K,2ε)≤ M(K,ε)≤ N(K,ε) and hence

dimM (K) = limsup
ε→0

logM(K,ε)

log1/ε
,

dimM (K) = liminf
ε→0

logM(K,ε)

log1/ε
,

Exercise 1.2 For 0 < α,β < 1, let Kα ,β be the Cantor set obtained as an

intersection of the following nested compact sets. K0
α ,β = [0,1]. The set K1

α ,β is

obtained by leaving the first interval of length α and the last interval of length

β , and removing the interval in between. To get Kn
α ,β , for each interval I in

Kn−1
α ,β , leave the first interval of length α|I| and the last interval of length β |I|,

and remove the subinterval in between. Compute the Minkowski dimension of

Kα ,β .

Exercise 1.3 For α > 0, let Eα = {0}∪{n−α}∞
n=1. Find dimM (E).

Exercise 1.4 A function f that satisfies | f (x)− f (y)| ≤ C|x− y|γ for some

C < ∞ and all x,y is called a Hölder function of order γ > 0. Show that if Eα

is defined as in Exercise 1.3, then dimM ( f (Eα))≤ 1
1+γα .
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Exercise 1.5 Construct a set K so that

dim(K)< dimM (K)< dimM (K).

Exercise 1.6 Construct a countable compact set K so that

dimM (K)< dimM (K).

Exercise 1.7 Prove that if A = ∪∞
n=1An, then dim(A) = supn dim(An).

Exercise 1.8 If E1 ⊃ E2 ⊃ ·· · , is it true that

dim

(
⋂

n

En

)
= lim

n→∞
dim(En)?

Exercise 1.9 Suppose ϕ is a continuous, increasing function on [0,∞) with

ϕ(0) = 0 and assume liminfr→0 r−dϕ(r) > 0. Construct E ⊂ Rd so that 0 <

H ϕ(E) < ∞.

Exercise 1.10 Suppose E ⊂ Rn and P : Rn → V is an orthogonal projection

onto a subspace V . Prove that dim(P(E))≤ dim(E). More generally, prove this

if P : Rn → Rn is any map satisfying the Lipschitz condition

‖P(x)−P(y)‖ ≤ A‖x− y‖,

for some A < ∞ and all x,y ∈ Rn.

• Exercise 1.11 Estimate the dimension of the curves shown in Figure 1.9.1

assuming they are constructed like the von Koch Snowflake (see Example

1.2.10) by replacing intervals by the same polygonal arc each time. (You may

need a ruler to do this one.)

Exercise 1.12 Create a set in the complex plane by starting with the line

segment [0,1] and at each stage replacing each interval I = [x,y] by [x,z]∪
[z,w]∪ [w,z]∪ [z,y] where z = 1

2
(x+y) and w = z+ iβ (y−x); we take 0 ≤ β ≤

1/2. See Figure 1.9.2. What is the dimension of the resulting set? This set is

sometimes called the “antenna set”.

Exercise 1.13 In the previous exercise, show the set is a solid triangle when

β = 1/2. Use this to construct a continuous function f on the interval that

maps the interval to a set that has non-empty interior. This is called a Peano

curve.

Exercise 1.14 What is the dimension of almost every vertical slice of the

antenna set in Exercise 1.12? Start with β = 1/4.
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Figure 1.9.1 Curves for Exercise 1.11

Figure 1.9.2 Set in Exercise 1.12

Exercise 1.15 Given two compact sets A,B, we define the Hausdorff dis-

tance between them as

dH(A,B) = max{max
a∈A

dist(a,B),max
b∈B

dist(b,A)}.

If An → A in the Hausdorff metric, does dim(An)→ dim(A)?

Exercise 1.16 Let S =
⋃∞

n=1[(2n)!,(2n+ 1)!) ⊂ N. Show that d(S) = 0 and

d(S) = 1.

Exercise 1.17 When does AS have non-zero Hausdorff measure in its dimen-

sion? Finite measure?

Exercise 1.18 Suppose S ⊂ N, and we are given E,F ⊂ {0,1,2}. Define

BS = {x = ∑∞
k=1 xk2−k} where

xk ∈
{

E, k ∈ S

F, k 6∈ S
.
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Figure 1.9.3 Set in Exercise 1.26

Find dim(BS) in terms of E,F and S.

Exercise 1.19 Consider the sets described in Example 1.3.2. What conditions

on S1,S2 ensure that AS1
+AS2

= [0,2]?

Exercise 1.20 Characterize which directed graphs correspond to sets of di-

mension 0 in Example 1.3.3 (of shifts of finite type).

Exercise 1.21 Construct a directed graph so that the number of paths of

length n is ∼ n2.

Exercise 1.22 Suppose a finite graph is represented by the 0− 1 matrix A

(with a 1 in position (i, j) if i and j are joined by an edge). Show that the

number of paths of length n from i to j is (An)i j (i.e., the (ith, jth) entry in the

matrix An).

Exercise 1.23 If an > 0 and an+m ≤ an +am then limn→∞
an
n
= infn

an
n

exists.

Use this to prove that the spectral radius of a matrix A is well defined in Sec-

tion 1.3, Example 1.3.3. Also show that the spectral radius does not depend on

the particular norm that is used.

• Exercise 1.24 Show that the spectral radius of A =

(
1 1

1 0

)
is (1+

√
5)/2.

Exercise 1.25 Compute dimM (XA) when

A =




0 1 0

0 1 0

1 1 0


 .

Exercise 1.26 Figure 1.9.3 shows the first few approximations to a Cantor

set of finite type XA, corresponding to a 3×3 matrix A. What is the matrix A?

What is the dimension of the set?
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Exercise 1.27 Compute dim(XA) for A =

(
1 1

1 0

)
.

Exercise 1.28 Compute dim(XA) for

A =




1 1 0 0

0 0 1 1

1 1 0 0

0 0 1 1


 .

Exercise 1.29 Compute the dimension of the set of numbers x so that 2 is

isolated in the base 3 expansion of x (e.g. x = .33212312111 . . . is allowed, but

x = .311212231131 is not).

Exercise 1.30 Show that the following two constructions define the Sierpiński

gasket G, described in Example 1.3.4:

(1) G = {∑∞
n=1 an2−n : an ∈ {0,1, i}} ⊂ C.

(2) Let G0 be the solid triangle with vertices {0,1, i}. Find the midpoints of

each edge of G0 and remove from G0 the triangle with these as vertices. What

remains is the union of three triangles and we denote it G1. In general, Gn is

the union of 3n right triangles with legs of length 2−n. For each triangle we

find the midpoints of each edge and remove the corresponding triangle. This

gives a nested sequence of sets. The limiting set is G.

Exercise 1.31 In Example 1.3.4, which matrices give connected sets?

Exercise 1.32 Find the Minkowski dimension of the McMullen set (Example

1.3.5).

Exercise 1.33 Show that the two definitions of dim(µ) in Section 1.4 are

equivalent.

Exercise 1.34 A set is called meager or of first category if it is a count-

able union of nowhere dense sets. The complement of a meager set is called

residual. Prove that Ap is meager.

Exercise 1.35 If p < 1/2 what can be said of Âp + Âp?

Exercise 1.36 Show that if A is residual, then A+A contains an interval.

Exercise 1.37 Construct a residual set of dimension 0.

Exercise 1.38 Let E,F ⊂{0,1, . . . ,b−1} and let {xn} be the b-ary expansion

of x ∈ [0,1]. Let S ⊂ N. What is the dimension of

AE,F,S =
{ ∞

∑
n=1

xnb−n : xn ∈
{

E, n ∈ S

F, n 6∈ S

}
?
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Exercise 1.39 Given {sn} ∈ {0,1, . . . ,b−1}N and sets Ei ⊂ {0,1, . . . ,b−1},

0 ≤ i ≤ b−1, find the dimension of the set

{
∞

∑
n=1

xnb−n : xn ∈ Esn}.

Exercise 1.40 Let G be the Sierpiński gasket. Let Lc be the line in the plane

{(x,y) : x+ y = c}. For almost every c ∈ [0,1] find dim(Lc ∩G).

Exercise 1.41 Let C be the Sierpiński Carpet. Find dim({x : dim(Cx) = α}).

Exercise 1.42 Let S denote the McMullen set of Example 1.3.5 and let Sy

denote the intersection of this set with the horizontal line at height y. Prove

dim({y : dim(Sy) = α}) = h2

(
α

log3 2

)
,

where h2 is the entropy function of Section 1.5 .

Exercise 1.43 Let C1/2 be the middle half Cantor set. Let X = C1/2 ×C1/2

and let Lc be as in Exercise 1.40. Find dim({c : dim(Lc ∩X) = α}).

Exercise 1.44 Let tn denote the ternary expansion of t ∈ [0,1]. For 0 ≤ p ≤ 2,

what is the dimension of the set of ts such that

lim
N→∞

1

N

N

∑
n=1

tn = p?

Exercise 1.45 Given a real number x, let

pN(x) = {pN
0 (x), . . . , pN

b−1(x)}

=
1

N
{#({n ≤ N : xn = 0}), . . . ,#({n ≤ N : xn = b−1})}.

Let V (x) be the accumulation set of the sequence {pN(x)}. Show that V (x) is

a closed and connected set.

Exercise 1.46 Let V (x) be as in the previous exercise. Given a subset V0 of

the space of probability vectors, show

dim({x : V (x)⊂V0}) = sup
p∈V0

hb(p).

This is from Volkmann (1958). See also Colebrook (1970) and Cajar (1981).

Exercise 1.47 Let {xn} be the b-ary expansion of x and suppose f is a func-

tion from {0,1 . . . ,b−1} to the reals. Show

dim

({
x : lim

N→∞

1

N

N

∑
n=1

f (xn) = α

})
= max

p:∑ j p j f ( j)=α
hb(p).
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See Eggleston (1949) and Colebrook (1970).

Exercise 1.48 Given a closed connected set E ⊂ Rb of probability vectors

show that

dim({x : V (x) = E}) = min
p∈E

hb(p).

See Colebrook (1970) and Cajar (1981).

Exercise 1.49 Let C be the middle thirds Cantor set. What is

dim(C∩ (C+ t)∩ (C+ s)),

for almost every (s, t) ∈ [0,1]2?

Exercise 1.50 Construct a Cantor set that is disjoint from all of its non-zero

rational translates. (By a Cantor set we mean a set that is compact, totally

disconnected and has no isolated points.)

Exercise 1.51 Consider the self-affine type set XA corresponding to the ma-

trix

A =




1 0 1 0 1

0 0 0 0 0

1 0 1 0 1


 .

What is dim(XA ∩ (XA + t)) for almost every t ∈ [0,1]2?

Exercise 1.52 Find dim({x ∈ [0,1] : limn→∞ sin(2nx) = 0}).

Exercise 1.53 Suppose S ⊂ N is a set of density α . Let E ⊂ [0,1] be the

collection of numbers x whose binary expansions satisfy

lim
n→∞

1

#([0,n]∩S) ∑
k∈[0,n]∩S

xk = β ,

lim
n→∞

1

#([0,n]\S) ∑
k 6∈[0,n]\S

xk = γ .

What is dim(E) in terms of α , β and γ?

Exercise 1.54 A closed set K ⊂ Rd is called uniformly perfect if there is

a constant M < ∞ so that for any 0 < r ≤ |K| and x ∈ K, there is y ∈ K with

r ≤ |x− y| ≤ Mr. Show that any uniformly perfect set has positive Hausdorff

dimension.



42 Minkowski and Hausdorff dimensions

Exercise 1.55 A closed set K ⊂ Rd is called porous if there is a constant

M < ∞ so that for any 0 < r ≤ |K| and x ∈ K, there is a y with r ≤ |x−y| ≤ Mr

and B(y, r
M
)∩K = /0. Show that any porus set has upper Minkowski dimension

< d.

Exercise 1.56 A Jordan curve γ ⊂ R2 satisfies Ahlfors’ 3-point property if

there is an M < ∞ so that |x− y| ≤ M|x− z| for any y on the smaller diameter

arc between x,z ∈ γ . Show that any such curve is porous, so has dimension

< 2. Such arcs are also called “bounded turning” or “quasiarcs” (since this

condition characterizes quasiconformal images of lines and circles).

Exercise 1.57 A homeomorphism f of R to itself is called M-quasisymmetric

if M−1 ≤ ( f (x+ t)− f (x))/( f (x)− f (x− t))≤ M, for all x ∈ R, t > 0. If f is

quasisymmetric for some M, show that it is bi-Hölder, i.e., it satisfies

|x− y|α/C ≤ | f (x)− f (y)| ≤C|x− y|1/α

for some C < ∞ and α ≥ 1. Hence f maps any set of positive Hausdorff di-

mension to a set of positive Hausdorff dimension.

• Exercise 1.58 Construct a quasisymmetric homeomorphism that maps a

set of zero Lebegue measure to positive Lebesgue measure.

• Exercise 1.59 Let xk(x) denote the kth binary digit of x ∈ [0,1]. Then sn =

∑n
k=1(2xk − 1) models a random walk on the integers. For Lebesgue almost

every x, {sn(x)} takes every integer value infinitely often, but there is a subset

on which the sequences tends to infinity and hence take each value finitely

often. Show this set has Hausdorff dimension 1.

Exercise 1.60 We can improve on the previous estimate by showing there is

a C > 0 so that ∫ 1

0
exp(

C1

n
m2

n)dx <C2.

(This is a very special case of a result for square integrable martingales, e.g.,

Chang et al. (1985)). Assuming this, show that

L1({x : mn(x)> λn})≤C2 exp(−λ 2/C1).

Use this to prove mn(x) = O(
√

n logn) on a set of full µ measure and deduce

that the support of µ has positive ϕ-measure for the gauge

ϕ(t) = t

√
log

1

t
log log

1

t
.

(The final result in this direction is that the support of µ has finite and positive

ϕ-measure for the gauge ϕ(t) = t

√
log 1

t
log log log 1

t
. See Makarov (1989).)
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Exercise 1.61 Suppose two players, A and B, take turns choosing nested

balls B1 ⊃ A1 ⊃ B2 ⊃ A2 · · · in Rd so that |An| = α|Bn| and |Bn+1| = β |An|,
0 < α,β < 1. We say a set E is (α,β )-winning for A if A has a strategy that

guarantees
⋂

n An ⊂ E. It is α-winning if it is (α,β )-winning for all β ∈ (0,1)

and is winning if it α winning for some α > 0. Show that if E is winning then

dim(E) = d. This is due to Schmidt (1966).

Exercise 1.62 The set of real numbers with infinitely many zeros in their

base 10 expansions is winning. See Schmidt (1966).

Exercise 1.63 Suppose {Bk} are disjoint balls in the upper half-space Rd+1
+

that are all tangent to Rd . Let Dk be the vertical projection of Bk onto Rd . Then⋃
n(R

d \⋃k
1
n
Dk) is winning.

Exercise 1.64 The Möbius transformations z → az+b
cz+d

with a,b,c,d ∈ Z and

|ad − bc| = 1 from a group (denoted SL2(Z)). The inverse image of the half-

plane {z = x+ iy : y > 1} is either itself (if c = 0) or a disk of radius |c|−2

tangent to R at −d/c. Show that these disks are disjoint. Deduce that
{

x ∈ R : ∃C > 0 : |x− p

q
|>Cq2, ∀p/q ∈Q

}
,

is winning and has Hausdorff dimension 1.

Figure 1.9.4 Disjoint balls in upper half-plane generated by SL2(Z).

• Exercise 1.65 (Kolmogorov’s maximal inequality) Let Xi be independent

with mean zero and finite variance. Write Sn = ∑n
k=1 Xi. Prove that

P[ max
1≤k≤n

|Sk| ≥ h]≤ VarSn

h2
.

Exercise 1.66 Use the inequality above to give another proof of the strong

law for i.i.d. variables with finite variance.
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Exercise 1.67 Let Xi be i.i.d. with mean zero and finite variance. Hsu and

Robbins (1947) proved that ∑nP(Sn > na) converges for any a> 0. A converse

was proven by Erdős (1949) and further refinements can be found in Chow and

Teicher (1997). Fill in the details of the following sketched proof of the Hsu–

Robbins Theorem.

(1) By scaling we may assume that Var(Xi) = 1. Set X∗
n = max1≤i≤n Xi and

S∗n = max1≤i≤n Si. For h > 0, the stopping time τh = min{k : Sk ≥ h} satisfies

P(Sn > 3h and X∗
n ≤ h)≤ P(τh ≤ n)2.

This uses the inequality Sτh
∈ [h,2h).

(2) Kolmogorov’s maximal inequality implies that

P(τh ≤ n) = P(Sn∗ ≥ h)≤ Var(Sn)/h2.

Apply this with h = an/3 and the previous step to show

P(Sn > na and X∗
n ≤ an/3)≤ n2/h4 = 81/(a4n2).

(3) Deduce that

P(Sn > na)≤ P(X∗
n > an/3)+81/(a4n2)

≤ nP(X1 > an/3)+O(1/n2).

The right hand side is summable if and only if X1 has finite variance.



2

Self-similarity and packing dimension

We saw in the last chapter that the Minkowski dimension of a general set need

not exist, and that when it does exist, it need not agree with the Hausdorff

dimension. In this chapter we will consider various conditions on a compact

set K which ensure that the Minkowski dimension of K exists and equals the

Hausdorff dimension. The main idea is that the sets should “look the same at

all scales”. We start with a precise formulation of this, the self-similar sets, and

then consider weaker versions of self-similarity, as in Furstenberg’s Lemma.

We also introduce packing dimension; this is a variation of the upper Minkowski

dimension, defined to have a number of better properties.

2.1 Self-similar sets

Many familiar compact sets can be written as a finite union of their images by

contraction maps. Consider a family of contracting self maps (or contrac-

tions) { fi}ℓi=1 of a metric space (X ,d), i.e., for all x,y ∈ X ,

d( fi(x), fi(y))≤ rid(x,y) with ri < 1

for 1 ≤ i ≤ ℓ. We always assume ℓ > 1. A nonempty compact set K ⊂ X is

called an attractor for the family { fi}ℓi=1 if

K =
ℓ⋃

i=1

fi(K). (2.1.1)

The most celebrated attractors are

• the middle thirds Cantor set C, which is an attractor for the maps of R

f1(x) =
x

3
and f2(x) =

x+2

3
; (2.1.2)

45
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• the Sierpiński gasket (Figure 1.3.4), which is an attractor for f1(x,y) =
1
2
(x,y), f2(x,y) =

1
2
(x+1,y) and f3(x,y) =

1
2
(x,y+1);

• the Sierpiński carpet (Figure 1.3.4) and the top third of the von Koch snow-

flake (Figure 1.2.2), for which we leave to the reader to write down the appro-

priate maps. The following theorem is well known; the elegant proof is from

Hutchinson (1981).

Theorem 2.1.1 Let { fi}ℓi=1 be a family of contracting self maps of a complete

metric space (X ,d). Then:

(i) There exists a unique nonempty compact set K ⊂ X (the attractor) that

satisfies

K =
ℓ⋃

i=1

fi(K).

(ii) For any probability vector p = (p1, p2, . . . , pℓ), there is a unique proba-

bility measure µ = µp (the stationary measure) on the attractor K such

that

µ =
ℓ

∑
i=1

piµ f−1
i . (2.1.3)

If pi > 0 for all i ≤ ℓ, then supp(µ) = K.

Recall supp(µ)c =
⋃{W open in X : µ(W ) = 0} has µ-measure zero since

K is separable.

Proof (i) Let Cpt(X) denote the collection of nonempty compact subsets of

X with the Hausdorff metric

dH(C,K) = inf{ε : K ⊂Cε ,C ⊂ Kε}, (2.1.4)

where Aε = {x : d(x,A) < ε} is the ε-neighborhood of A ⊆ X . Then, Cpt(X)

is a complete metric space by Blaschke’s Selection Theorem (Appendix A).

Define a self map F of (Cpt(X),dH) by

F(C) =
ℓ⋃

i=1

fi(C).

For any two sets C,K ∈ Cpt(X) we have

dH(F(C),F(K))≤ max
1≤i≤ℓ

dH( fi(C), fi(K))≤ rmaxdH(C,K),

where rmax = max1≤i≤ℓ ri < 1. Thus F is a contraction of (Cpt(X),dH), so by
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the Banach Fixed-Point Theorem (Appendix A) there is a unique K ∈ Cpt(X)

such that F(K) = K.

(ii) We prove in Appendix A that the space P(K) of Borel probability mea-

sures on the compact attractor K equipped with the dual Lipschitz metric

L(ν ,ν ′) = sup
Lip(g)≤1

∣∣∣∣
∫

gd ν −
∫

gdν ′
∣∣∣∣

is a compact metric space. Here

Lip(g) = sup
x 6=y

|g(x)−g(y)|
d(x,y)

denotes the Lipschitz norm of g.

Consider the mapping Fp defined on P(K) by

Fp(ν) =
ℓ

∑
i=1

piν f−1
i .

For any Lipschitz function g : K → R we have for all x,y ∈ K

ℓ

∑
i=1

pi|g( fi(x))−g( fi(y))| ≤
ℓ

∑
i=1

pi Lip(g)d( fi(x), fi(y))

≤
ℓ

∑
i=1

piri Lip(g)d(x,y).

Therefore, Lip(∑ℓ
i=1 pig◦ fi)≤ ∑ℓ

i=1 piri Lip(g). Hence, if

Lip(g)≤ 1,

then for any two probability measures ν ,ν ′ ∈ P(K):
∣∣∣∣
∫

K
gdFp(ν)−

∫

K
gdFp(ν

′)

∣∣∣∣

=

∣∣∣∣∣
∫ ℓ

∑
i=1

pig◦ fi dν −
∫ ℓ

∑
i=1

pig◦ fi dν ′
∣∣∣∣∣

≤ Lip

(
ℓ

∑
i=1

pig◦ fi

)
L(ν ,ν ′)

≤
ℓ

∑
i=1

piriL(ν ,ν
′)

≤ rmaxL(ν ,ν ′)< L(ν ,ν ′).

Thus, Fp is a contracting self map of (P(K),L(ν ,ν ′)). The Banach Fixed Point

Theorem ensures the existence of a unique fixed point µ ∈ P(K).
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If pi > 0 for all i, then any probability measure of bounded support ν ∈P(X)

such that ν = ∑ℓ
i=1 piν f−1

i satisfies

supp(ν) =
ℓ⋃

i=1

fi(supp(ν)).

Since supp(ν) is closed it must coincide with the attractor K.

For any infinite sequence

ξ = {i j}∞
j=1 ∈ {1,2, . . . , ℓ}N,

the decreasing sequence of compact sets in (X ,d),

Kξ (n) = fi1 ◦ fi2 ◦ · · · ◦ fin(K)

has diameters tending to 0, and so converges to a point

Φ(ξ ) :=
∞⋂

n=1

Kξ (n).

(Note that the order in the composition fi1 ◦ fi2 ◦ · · · ◦ fin in the definition of

Kξ (n) matters, and the reverse order would not ensure that (Kξ (n)) is a decreas-

ing sequence of sets.) Thus

Φ : {1,2, . . . , ℓ}N −→ K

defines a map. Give {1,2, . . . , ℓ}N the product topology and the metric

d(η ,ζ ) = e−|η∧ζ |,

where |η ∧ ζ | denotes the length of the longest initial segment on which the

two sequences agree. Then, the mapping Φ is continuous, indeed it is Hölder

continuous:

d(Φ(η),Φ(ζ ))≤ diam(K)(rmax)
|η∧ζ | = diam(K)d(η ,ζ )log1/rmax .

Now we check that Φ is onto. It is easily seen that the image Im(Φ) is a com-

pact set satisfying

F(Im(Φ)) = Im(Φ).

Uniqueness of the attractor yields Im(Φ) = K. The map Φ need not be injec-

tive.

The push-forward νpΦ−1 of the product measure

νp = (p1, p2, . . . , pℓ)
N
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on {1,2, . . . , ℓ}N coincides with the measure µ constructed in part (ii), since it

is easily verified that

Fp(νpΦ−1) = νpΦ−1.

Probabilistically, µ is the unique stationary probability measure for the Markov

process on X in which the state f j(x) follows the state x with probability p j.

Definition 2.1.2 A mapping f : X → X is a similitude if

∃r > 0 such that ∀x,y ∈ X d( f (x), f (y)) = rd(x,y).

When r < 1, the ratio r is called a contraction ratio. If the contracting self

maps f1, . . . , fℓ are all similitudes, then the attractor K is called a self-similar

set.

Sometimes this term is used loosely when the maps f j are not similitudes

but are affine or conformal; we shall avoid this usage and refer instead to self-

affine sets, etc. The examples preceding Theorem 2.1.1 are all self-similar sets.

Self-affine sets are considered in Chapter 4.

Let f1, . . . , fℓ be similitudes, i.e., d( f j(x), f j(y)) = r jd(x,y), with r j < 1. To

guess the dimension of the attractor K assume first that the sets { f j(K)}ℓj=1 are

disjoint and

0 < H α(K)< ∞. (2.1.5)

By the definition of α-dimensional Hausdorff measure,

H α( f j(K)) = rα
j H α(K). (2.1.6)

By assumption, H α(K) = ∑ℓ
j=1 H α( f j(K)); it follows that

1 =
ℓ

∑
j=1

rα
j . (2.1.7)

For f1, . . . , fℓ (not necessarily satisfying the above assumptions) the unique

α > 0 satisfying (2.1.7) is called the similarity dimension.

For σ = (i1, . . . , in), write fσ for the composition

fi1 ◦ fi2 ◦ · · · ◦ fin

and denote

Kσ = fσ (K).

Also, write rσ = ri1 · ri2 · · · · · rin . Set r /0 = 1. Write rmax for max1≤ j≤ℓ r j, and

similarly denote rmin.



50 Self-similarity and packing dimension

The length n of σ is denoted by |σ |. If (p1, . . . , pℓ) is a vector of probabili-

ties, write pσ = pi1 · pi2 · · · · · pin .

Strings σ ,τ are incomparable if each is not a prefix of the other. Even

without assuming (2.1.5) it is easy to bound the dimension of a self-similar set

from above. Take β > α and notice that (recall |K|= diam(K))

H β
∞ (K)≤ ∑

|σ |=n

||Kσ |β = ∑
|σ |=n

r
β
σ |K|β =

(
ℓ

∑
j=1

r
β
j

)n

|K|β .

Since ∑ℓ
j=1 r

β
j < 1, by letting n→∞ we obtain that H β

∞ (K) = 0 for any β >α .

Hence dim(K)≤ α .

Proposition 2.1.3 Let { f1, . . . , fℓ} be a family of contracting similitudes with

contraction ratios {r1, . . . ,rℓ} and attractor K. Let α be the similarity dimen-

sion. Then

(i) H α(K) = H α
∞ (K).

(ii) H α(E) = H α
∞ (E) for any H α -measurable subset E of K.

(iii) H α( fi(K)∩ f j(K)) = 0 for i 6= j; more generally H α(Kσ ∩Kτ) = 0 for

any two incomparable finite strings σ , τ ∈⋃∞
n=1{1, . . . , ℓ}n.

Part (iii) holds even if fi = f j for some i 6= j. In this case, it implies that

H α(K) = 0 and, in fact, dim(K)< α .

Proof (i) For any set we have H α(K) ≥ H α
∞ (K), so we only have to show

the opposite inequality. Let {Ei}i≥1 be a cover of K such that

∑
i≥1

|Ei|α ≤ H α
∞ (K)+ ε .

Choose n large enough so that

rn
max · sup

i≥1

|Ei|< ε .

Then { fσ (Ei) : |σ |= n, i ≥ 1} is a cover of K =
⋃

|σ |=n fσ (K) by sets of diam-

eter < ε that satisfies

∑
i≥1

∑
|σ |=n

| fσ (Ei)|α = ∑
|σ |=n

rα
σ ∑

i≥1

|Ei|α .

Since

∑
|σ |=n

rα
σ =

(
ℓ

∑
j=1

rα
j

)n

= 1,

this cover shows that

H α
ε (K)≤ H α

∞ (K)+ ε .
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Finally, let ε ↓ 0.

(ii) This is from Bandt and Graf (1992). Let E ⊂ K be a H α -measurable

set. Then

H α
∞ (K)≤ H α

∞ (E)+H α
∞ (K\E)

≤ H α(E)+H α(K\E)

= H α(K) = H α
∞ (K).

This implies H α
∞ (E) = H α(E).

(iii) Note that

H α(K) = H α

(
ℓ⋃

j=1

f j(K)

)
≤

ℓ

∑
j=1

H α( f j(K)) =
ℓ

∑
j=1

rα
j H α(K) = H α(K).

The equality implies that

H α( fi(K)∩ f j(K)) = 0 for i 6= j.

Similarly, for strings σ 6= τ of the same length, H α( fσ (K)∩ fτ(K)) = 0,

which yields the assertion.

2.2 The open set condition is sufficient

Definition 2.2.1 A family of maps { f1, f2, . . . , fℓ} of the metric space X sat-

isfies the open set condition (OSC) if there is a bounded open nonempty set

V ⊂ X such that

f j(V )⊂V for 1 ≤ j ≤ ℓ,

and

fi(V )∩ f j(V ) = /0 for i 6= j.

For the similitudes (2.1.2) defining the Sierpiński gasket K the open set con-

dition is satisfied with V the interior of the convex hull of K. The same proce-

dure works for the similitudes defining the Sierpiński carpet and the top third of

the von Koch snowflake. However, in some cases the open set V is necessarily

more complicated (e.g., not simply connected).

We observe that the open set condition is a property of a family { f1, f2, . . . , fℓ},

not of its attractor. For example, K = [0,1] is an attractor for both the families

F1 = ( 1
2
x, 1

2
x+ 1

2
) and F2 = ( 3

4
x, 3

4
x+ 1

4
); the first family satisfies the open set

condition, while the second does not.
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Theorem 2.2.2 (Moran (1946), Hutchinson (1981)) Let f1, . . . , fℓ be con-

tracting similitudes of Euclidean space Rd and let K be the corresponding

attractor that satisfies (2.1.1). Let α be the similarity dimension determined by

f1, . . . , fℓ. If { fi}ℓi=1 satisfy the open set condition, then

(i) 0 < H α(K)< ∞.

(ii) dim(K) = α = dimM (K).

Since we already know H α(K) = H α
∞ (K) ≤ |K|α , for part (i), only the

lower bound H α(K)> 0 must be proved. This is done by the Mass Distribu-

tion Principle, and the lemmas below.

Definition 2.2.3 A set of finite strings Π ⊂ ⋃∞
n=1{1,2, . . . , ℓ}n is a cut-set if

every infinite sequence in {1,2, . . . , ℓ}N has a prefix in Π. The set of strings Π

is a minimal cut-set if no element of Π is a prefix of another.

To motivate the terminology, just think of the space of finite sequences⋃
n{1,2, . . . , ℓ}n as an infinite ℓ-ary tree; two sequences are connected by an

edge if one is obtained from the other by concatenating one symbol. Then, a

cut-set separates the root from the boundary of the tree (the boundary corre-

sponds to the space of infinite sequences). Every minimal cut set is finite (see

the proof of Lemma 3.1.1).

Lemma 2.2.4 Let Π be a minimal cut-set in
⋃

n{1,2, . . . , ℓ}n and let

(p1, p2, . . . , pℓ) be a probability vector. Then

(i) ∑σ∈Π pσ = 1.

(ii) If µ is a measure satisfying µ = ∑ℓ
i=1 piµ f−1

i , then

µ = ∑
σ∈Π

pσ µ f−1
σ .

Proof (i) This is obvious by thinking of the product measure on {1,2, . . . , ℓ}N
where each coordinate has distribution (p1, p2, . . . , pℓ), since a minimal cut-set

defines naturally a cover of {1,2, . . . , ℓ}N by disjoint cylinder sets. (This also

shows that any minimal cut-set is finite.) Alternatively, the same induction as

in (ii) works.

(ii) As noted above, Π is finite. The proof proceeds by induction on the

cardinality of Π. Indeed, if the concatenation τi is a string of maximal length

in Π, then all the strings τ1,τ2, . . . ,τℓ must be in Π, and

ℓ

∑
i=1

pτ iµ f−1
τ i = pτ

(
ℓ

∑
i=1

piµ f−1
i

)
f−1
τ = pτ µ f−1

τ .
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Consequently, Π′ = Π∪{τ}\{τ1,τ2, . . . ,τℓ} is a smaller minimal cut-set, and

∑
σ∈Π

pσ µ f−1
σ = ∑

σ∈Π′
pσ µ f−1

σ = µ ,

which completes the induction step.

Lemma 2.2.5 Let W1,W2, . . . ,WN be disjoint sets in Rd that intersect a fixed

open ball of radius ρ . Assume each Wi contains a ball of radius aρ and is

contained in a ball of radius bρ . Then N ≤ ( 1+2b
a

)d .

Proof The union
⋃N

j=1 Wj contains N disjoint balls of radius aρ and is con-

tained in a fixed ball of radius (1+2b)ρ . Now compare volumes.

Proof of Theorem 2.2.2 (i) Since (rα
1 ,r

α
2 , . . . ,r

α
ℓ ) is a probability vector, the

attractor K supports a probability measure µ such that

µ =
ℓ

∑
j=1

rα
j µ f−1

j .

If V is the open set in the open set condition, then its closure satisfies V̄ ⊃⋃ℓ
i=1 fi(V̄ ). Iterating this, we see that V̄ ⊃ K.

Given a ball Bρ of radius 0 < ρ < 1, consider the minimal cut-set

Πρ = {σ : rσ ≤ ρ < rσ ′},

where σ ′ is obtained from σ by erasing the last coordinate. The set V contains

some open ball of radius a; the sets { fσ (V ) : σ ∈ Πρ} are disjoint and each

contain a ball of radius aρ · rmin. By Lemma 2.2.5,

#{σ ∈ Πρ : fσ (V )∩Bρ 6= /0} ≤
(1+2|V |

armin

)d

=C.

Therefore, by Lemma 2.2.4,

µ(Bρ) = ∑
σ∈Πρ

rα
σ µ f−1

σ (Bρ)≤ ∑
σ∈Πρ

ρα 1{Bρ intersects fσ (V̄ )} ≤Cρα .

So, by the Mass Distribution Principle, H α(K)> 0.

(ii) Let ψρ be the cover { fσ (K) : σ ∈ Πρ}. Every set in this collection has

diameter less than ρ |K|, so by expanding each to a ball of diameter ρ |K| we

see that

N(K,ρ |K|)≤ #(Πρ).

Furthermore,

1 = ∑
σ∈Πρ

rα
σ ≥ (rminρ)α #(Πρ).
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Therefore N(K,ρ |K|)≤ (rminρ)−α . But

dimM (K) = limsup
ρ→0

logN(K,ρ |K|)
log1/ρ

,

so dimM (K)≤ α . Combining this with our previous result gives

α = dim(K)≤ dimM (K)≤ dimM (K)≤ α,

hence equality.

We note that the open set condition is necessary in Theorem 2.2.2. For ex-

ample, if we take the maps of R

f1(x) =
2

3
x, f2(x) = 1− 2

3
x,

then the similarity dimension satisfies 2(2/3)α = 1, i.e., α > 1, which is im-

possible for the Hausdorff dimension of a subset of the line. In fact, we shall

see in Section 9.6 that Theorem 2.2.2 always fails if the open set condition

does not hold.

2.3 Homogeneous sets

In this section we will consider sets that, in some sense, look the same at all

scales. In particular, we will present criteria that assure that the Hausdorff and

Minkowski dimensions agree.

Using b-adic intervals we define

Nn(K) = #

{
j ∈ {1, . . . ,bn} : [

j−1

bn
,

j

bn
]∩K 6= /0

}
,

for K ⊂ [0,1]. It is straightforward to verify that

dimM (K) = limsup
n→∞

logNn(K)

n logb
.

For the integer b > 0 define the b-to-1 map Tb mapping [0,1] to itself by

Tb(x) = bx mod 1.

For example, the middle thirds Cantor set is invariant under the map T3. More

generally, if D ⊂ {0, . . . ,b−1} and

K =

{
∞

∑
n=1

anb−n : an ∈ D

}
,
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then K is compact and invariant under Tb. We now assume that K ⊂ [0,1] is a

compact set such that TbK = K. We call such a set homogeneous.

We claim then that Nn+m(K)≤ Nn(K)Nm(K). To see this, suppose the inter-

val I = [ j−1
bm , j

bm ] hits K and that inside this interval there are M intervals of the

form Ik = [ k−1
bn+m ,

k
bn+m ] that hit K. Multiplying by bm and reducing mod 1 (i.e.,

applying T m
b ) the interval I is mapped onto [0,1] and each of the intervals Ik is

mapped to an interval of length b−n that intersects K. Thus, M ≤ Nn(K) and so

Nn+m(K)≤ Nn(K)Nm(K).

It is a general fact about sequences of real numbers that if an > 0 and an+m ≤
an+am, then limn→∞

an
n

exists and equals infn
an
n

(see Exercise 1.23). Thus, for

compact Tb invariant sets, we deduce

dimM (K) = lim
n→∞

logNn(K)

n logb

exists. Next we show that the Minkowski dimension of such a set agrees with

its Hausdorff dimension (Furstenberg, 1967).

Lemma 2.3.1 (Furstenberg’s Lemma) If K ⊂ [0,1] is compact and TbK = K,

then dim(K) = dimM (K).

Proof Since we always have dim(K)≤ dimM (K) we have to prove the other

direction, i.e., for any covering of K by b-adic intervals of possibly different

sizes there is an equally efficient covering by b-adic intervals all of the same

size. In order to do this, it is convenient to introduce some notation and asso-

ciate K to a subset of a sequence space.

Let Ω = {0, . . . ,b−1}; let Ω∞ = ΩN be the sequence space with the product

topology. There is a natural continuous mapping ψ from Ω∞ to [0,1] via the

b-ary representations of real numbers x = ∑∞
n=1 xnb−n. Using this we see that

the map Tb can be written as

Tb(x) =
∞

∑
n=1

xn+1b−n,

so that the induced map on Ω∞ is the left shift map T .

We also define Ω∗ as the space of finite sequences in Ω. It is a semi-group

under the operation of concatenation

(a1, . . . ,an)(b1, . . . ,bm) = (a1, . . . ,an,b1, . . . ,bm).

Recall that the length of an element σ ∈ Ω∗ is the number of entries and is

denoted by |σ |.
We label the b-adic intervals in [0,1] by elements of Ω∗ as follows. For the
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interval [ j−1
bn , j

bn ] we write the base b expansion of j−1, as

j−1 = σn−1bn−1 + · · ·+σ1b+σ0,

where 0 ≤ σi < b and label this interval by the sequence

σ = (σn−1, . . . ,σ0) ∈ Ω∗,

of length |σ | = n (by abuse of notation we will often not distinguish b-adic

intervals and their labellings).

Let Π̃ be a cover of K by open intervals. Because K is compact we may

take Π̃ finite. Each interval in Π̃ can be covered by no more than b+1 b-adic

intervals of smaller length. Let Π be a cover for K formed by all these b-adic

intervals. Since Π is finite

L(Π) = max
σ∈Π

|σ |

is well defined (L(Π) measures the shortest interval used in Π). Let S be all the

elements of Ω∗ that are prefixes of some element in ψ−1K, so S is Tb invariant

(recall ψ : Ω∞ → [0,1] and K ⊂ [0,1] is Tb invariant).

Let SΠ consist of elements of S with lengths bigger than L(Π). Note that

any element of SΠ must have an initial segment belonging to Π. Therefore,

any σ ∈ SΠ can be written as τ1σ1 with τ1 ∈ Π. But because S is Tb invariant,

we must have σ1 ∈ S. If |σ1| ≤ L(Π), we stop, otherwise an initial segment of

σ1 must belong to Π as well. By induction we can write any σ ∈ S as

σ = τ1τ2 · · ·τrσ
′,

where τ j ∈ Π and |σ ′|< L(Π). There are at most bL(Π) distinct possible values

for σ ′.
Suppose that for some α we have

∑
τ∈Π

b−α|τ | = q < 1.

Then

∑
τ1,...,τr∈Π

b−α |τ1···τr | = qr < 1,

and
∞

∑
r=1

∑
τ1,...,τr∈Π

b−α |τ1···τr | =
q

1−q
.

Piling up all the above we get

∑
σ∈S

b−α |σ | <
q ·bL(Π)

1−q
< ∞,
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but since any σ ∈ S corresponds to some
j−1
bn for some n and j ∈ {1, . . . ,bn},

we find that

∞

∑
n=1

Nn(K)b−αn =
∞

∑
n=1

∑
σ∈S,|σ |=n

b−α |σ | = ∑
σ∈S

b−α |σ | < ∞.

Therefore, for all n large enough, Nn(K)b−αn < 1, i.e.,

logNn(K)

n logb
< α,

and letting n → ∞ we obtain dimM (K)≤ α .

By definition, for any α > dim(K) we have a covering Π with the desired

condition ∑Π b−α|τ | < 1, so we deduce dimM (K) ≤ dim(K). Recall that we

always have the opposite inequality

dim(K)≤ dimM (K),

hence we get equality, proving the lemma.

Example 2.3.2 We have already seen the example

K =

{
∞

∑
n=1

anb−n : an ∈ D

}
,

where D ⊂ {0, . . . ,b− 1}, satisfies the hypothesis of Furstenberg’s Lemma,

and it is easy to check that Nn(K) = |D|n, so we can deduce

dim(K) = dimM (K) =
log |D|
logb

.

Example 2.3.3 Another collection of compact sets that are Tb invariant are

the shifts of finite type defined in Example 1.3.3: let A = (ai j), 0 ≤ i, j < b be

a b×b matrix of 0s and 1s, and define

XA =

{
∞

∑
n=1

xnb−n : Axnxn+1
= 1 for all n ≥ 1

}
.

This condition on the {xn} is clearly shift invariant and is the intersection of

countably many “closed” conditions, so the set XA is compact and Tb invariant.

Since we computed the Minkowski dimension of this set in Chapter 1 we can

now deduce

dim(XA) = dimM (XA) =
logρ(A)

logb
= logb( lim

n→∞
‖An‖1/n).
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2.4 Microsets

A microset of K is a way of quantifying what we see as we “zoom in” closer

and closer to K. We recall the Hausdorff distance dH and notice that if X is a

compact metric space, then Cpt(X), the set of compact subsets of X , with the

Hausdorff metric dH is a compact metric space itself (see Theorem A.2.2 in

Appendix A).

A map defined on X = [0,1] of the form

g(x) = λx+a, |λ |> 1

is called an expanding similarity.

Definition 2.4.1 A compact set K̃ ⊂ [0,1] is called a microset of K if it is

a limit point in the Hausdorff metric of Sn(K)∩ [0,1] for some sequence of

expanding similarities Sn(x) = λnx+an, |λn| ր ∞.

Note that a microset is something that is seen at arbitrarily small scales of

K, but is not necessarily a subset of K (or necessarily seen at all scales or at all

locations). For example, the middle thirds Cantor set C is a microset of itself

(take Sn(x) = 3nx). On the other hand, one example of a microset of the middle

thirds Cantor set C is a copy of C on [ 1
3
, 2

3
], that is the set { x+1

3
: x ∈ C} (take

Sn(x) = λnx+ 1
3
, where λn > 3n and limn λn3−n = 1).

Definition 2.4.2 A compact set K is called Furstenberg regular if for all

microsets K̃ of K we have dim(K̃)≤ dim(K).

It is fairly easy to see that the set F = { 1
2
, 1

3
, . . .}∪ {0} has microset K̃ =

[0,1], so that it is not Furstenberg regular. In particular, this gives an example

of a zero dimensional set with microset of dimension 1.

Definition 2.4.3 A microset K̃ is called a b-microset of K when it is a limit

using expanding similarities of the form

Sn(x) = bln x−an

where 0 ≤ an < bln is an integer and ln → ∞ (i.e., Sn corresponds to “blowing

up” a b-adic interval to [0,1].)

We leave it as an exercise to verify that in the definition of Furstenberg

regular, it suffices to require only dim(K̃)≤ dim(K) for all b-microsets. Using

this fact, we note that any compact Tb invariant set (as described in the previous

section) is Furstenberg regular since then any b-microset must be a subset of

K. The converse fails, see Exercise 2.20.

It is useful to keep in mind the tree description of a set K ⊂ [0,1]. Recall
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that the collection of all b-adic intervals in [0,1] can be viewed as the vertices

of a tree T where edges connect each interval I to the b-subintervals of length

|I|/b. Moreover we can visualize this tree drawn in the plane with the root

([0,1]) at the top and the edges ordered left to right in the same order as the

corresponding intervals. See Figure 2.4.1.

Figure 2.4.1 A set K ⊂ [0,1] and the corresponding tree

The boundary ∂T of a tree T is the set of maximal paths from its root.

There is a natural topology on ∂T: for each vertex v take the set of infinite

paths through v; this gives a basis for open sets. A sequence of rooted trees

{Tn} is said to converge to a tree T if for any k there is an m so that n ≥ m

implies the kth generation truncations of T and Tn agree. With this definition

of convergence, the set of rooted trees of bounded degree becomes a compact

space. See Section 3.1 for a further discussion of trees and sets.

In the previous section we proved that compact sets invariant under Tb satisfy

dim(K)= dimM (K). We have also noted that such sets are Furstenberg regular.

Now we show that this property suffices for equality of dimensions:

Lemma 2.4.4 (Extended Furstenberg Lemma) Any K ⊂ [0,1] has a microset

K̃ with dim(K̃)≥ dimM (K).

Corollary 2.4.5 For any Furstenberg regular set, dim(K) = dimM (K).

Proof The deduction of the corollary is clear, so we only prove the lemma.

To do that, it is enough to show that for any n > 1 and α < dimM (K), there is

a magnification of K

Kn
α = Sn(K)∩ [0,1],
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where {Sn} is a sequence of ”b-adic” expanding similarities, and a probability

measure µn
α supported on Kn

α with the property that

µn
α

([ j−1

br
,

j

br

])
≤ b−rα ,

for every r = 0,1, . . . ,n and j = 1,2, . . . ,br. If this is so, take a sequence {αk}
tending to β = dimM (K) and get a sequence of sets {Kn

αn
} and measures

{µn
αn
}. Taking a weak limit of a subsequence of {µn

αn
} gives a measure µβ

supported on a set K̃β . Passing to a subsequence we may assume {Kn
αn
} con-

verges in the Hausdorff metric to a set K̃ that contains K̃β (see Exercise 2.23).

Then K̃ is a microset of K and moreover

µβ

([ j−1

br
,

j

br

])
≤ b−rβ ,

for every r = 0,1, . . . and j = 1,2, . . . ,br. The Mass Distribution Principle then

implies dim(K̃)≥ dim(K̃β )≥ β = dimM (K).

The proof is hence reduced to showing the existence of Kn
α and µn

α , for a

fixed n. By definition

α < dimM (K) = limsup
ℓ→∞

logNℓ(K)

ℓ logb
,

so there exists an ε > 0 and arbitrarily large integers M such that

NM(K)> bM(α+ε). (2.4.1)

Let M be such a large integer (to be fixed at the end of the proof) and define

a probability measure να on K by putting equal mass on each of the NM(K)

b-adic intervals of size b−M .

We claim that there is such an integer M (to be chosen at the end the proof)

and a b-adic interval I so that να satisfies the property

να(J)

να(I)
≤ |J|α

|I|α

for every b-adic subinterval J ⊂ I with |J|= |I|/br and r ≤ n. This suffices for

the proof of the lemma: we attach then to such a b-adic interval I the expanding

similarity Sn = bln x−an that sends I to [0,1]; the corresponding µn
α is the push-

forward under Sn of να , and Kn
α = Sn(K)∩ [0,1].

Now, if the claim fails for M, then in particular it fails for I = [0,1] so there

exists a b-adic subinterval I1 of generation r ≤ n so that

να(I1)> |I1|α .
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Since the claim also fails for I1, there is a b-adic subinterval I2 ⊂ I1 such that

να(I2)

να(I1)
>

|I2|α
|I1|α

.

Continuing in this way we obtain a sequence I1 ⊃ I2 ⊃ ·· · , so that

να(I j+1)

να(I j)
>

|I j+1|α
|I j|α

.

Multiplying out and canceling, we get

να(I j)> |I j|α .

Let N be the maximal index such that

να(IN)> |IN |α ≥ b−Mα .

Our sequence of intervals skips at most n generations at a time, so IN belongs

to some level between M−n and M. Hence, IN contains at most bn intervals of

generation M. Thus, by the construction of να ,

να(IN)≤
bn

NM(K)
.

Since NM(K)> bM(α+ε) we get

b−Mα ≤ να(IN)≤ bnb−M(α+ε).

If M is large enough, this gives a contradiction, so the claim must hold.

2.5 Poincaré sets

Let H ⊂ N and consider the set

XH =

{
x =

∞

∑
n=1

xn2−n : xnxn+h = 0 for h ∈ H

}
.

This set is compact and is clearly T2 invariant so by Furstenberg’s Lemma its

Hausdorff and Minkowski dimensions agree.

For example if H = {1}, then this says that in x’s binary expansion, a 1

always be followed by a 0 and a 0 can be followed by either 0 or 1. This is the

same as the shift of finite type set XA discussed in Example 2.3.3 corresponding

to the 2×2 matrix

A =

(
1 1

1 0

)
.
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The spectral radius of this matrix is (1+
√

5)/2, so the dimension of XA is

log2 ρ(A) =
logρ(A)

log2
=

log(1+
√

5)− log2

log2
.

For a general finite H ⊂ {1, . . . ,N}, in the set XH the values of the binary

coefficients x(k+1)N , . . . ,x(k+2)N−1 do not depend on the values of binary coeffi-

cients x1, . . . ,xkN−1, if the values of xkN , . . . ,x(k+1)N−1 are given. Thus, XH can

be written as a shift of finite type with a 2N ×2N matrix A, that has value 1 in the

intersection of the row corresponding to the block x1, . . . ,xN and xN+1, . . . ,x2N

if xnxn+h = 0 for all h ∈ H and 0 otherwise. Now the dimension of XH can be

computed from the spectral radius of this matrix:

dim(XH) =
logρ(A)

N log2
.

Note that for H ′ ⊂ H we have XH ⊂ XH ′ . For infinite sets H one could try

to compute dim(XH ′) by using the spectral radius for all finite H ′ ⊂ H and

take a limit, but this does not provide any useful formula. Rather than trying to

compute the dimension of XH for general infinite sets H, we will concentrate

on a more modest question: For which infinite sets H do we get dim(XH) = 0?

The answer turns out to depend on some interesting combinatorial properties

of the set H.

Recall that for S ⊂ N the upper density of S is

d(S) = limsup
N→∞

#(S∩{1, . . . ,N})
N

.

Definition 2.5.1 H ⊂ N is called a Poincaré set if for every S ⊂ N with

d(S)> 0 we have (S−S)∩H 6= /0 (i.e., there is an h∈H so that (S+h)∩S 6= /0).

This may seem unwieldy at first, but it turns out to be a natural concept.

The original definition looks different, but is completely equivalent and may

be easier to motivate.

Claim 2.5.2 H ⊂N is a Poincaré set if and only if for any probability measure

µ on a measure space (X ,B), for any measure preserving map T : X → X and

any A ⊂ X with µ(A)> 0 we have µ(A∩T−h(A))> 0 for some h ∈ H.

See Furstenberg (1981) or Bertrand-Mathis (1986) for the proof. It may not

be clear from the description in the claim that many Poincaré sets exist, but it

is easy to check the definition in some cases. For example, if d(S) > 0 then S

certainly contains at least 3 distinct numbers a,b,c and if a−b,b− c are both

odd then a− c is even. Thus, the even numbers are a Poincaré set. The same
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argument shows kN is Poincaré for any integer k. On the other hand, S = 2N

has a positive density and only even differences, so the odd numbers do not

form a Poincaré set. We notice that the square of an integer is always either 0

or 1 mod 3, so n2+1 mod 3 must be either 1 or 2. Thus, taking S = 3N shows

H = {n2 +1 : n ∈ N} is not Poincaré. However, H = {n2 : n ∈ N} is Poincaré

(see Exercise 2.28).

Definition 2.5.3 Suppose H = {h j} ⊂ N with h1 < h2 < · · · . Then H is la-

cunary if there exists a q > 1 such that h j+1 ≥ qh j for all j.

Lemma 2.5.4 A lacunary set is never Poincaré.

This is not too unreasonable since Poincaré sets should be “large” and lacu-

nary sets are very “thin” (but note that {n2} is both Poincaré and fairly thin).

The proof depends on the fact that given a lacunary set H we have the following

Diophantine approximation property: there is an irrational α and an ε > 0 so

that dist(hα,Z)≥ ε for every h ∈ H. This is left as an exercise (Exercise 2.27).

If we assume this property, then the proof goes as follows.

Proof Cover [0,1] by a finite number of intervals {I j} of length ≤ ε and let

S j =
{

s ∈ N : sα mod1 ∈ I j

}
.

At least one of these sets, say Sk, has positive density in N and if a,b ∈ Sk, then

dist((a− b)α,Z) < ε , so by the Diophantine approximation property above,

we have (Sk −Sk)∩H = /0. Thus, H is not Poincaré.

Theorem 2.5.5 (Furstenberg) With XH defined as above, dim(XH) = 0 if and

only if H is Poincaré.

Proof First assume H is Poincaré. It is enough to show that for

x =
∞

∑
n=1

xn2−n ∈ XH ,

we have

1

n

n

∑
k=1

xk → 0,

for then apply Example 1.5.5 with p = 0 to get dim(XH) = 0.

If this is not true, then there is a bad x ∈ XH such that

limsup
n→∞

1

n

n

∑
k=1

xk > δ > 0.

Let S = {n ∈ N : xn = 1}, and note that d(S) ≥ δ . On the other hand, for any
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two elements n,n+ k ∈ S, we have xn = xn+k = 1, but since x ∈ H, xnxn+h 6= 1

for all h ∈ H. Thus, H is not Poincaré, to get a contradiction. Therefore, the

claim is true and dim(XH) = 0.

Now, suppose H is not Poincaré and suppose S ⊂ N has positive upper den-

sity and (S−S)∩H = /0. Define a real number x by

x = ∑
n∈S

2−n.

Let {xn} be the binary expansion of this x (i.e., the characteristic function of

S) and define

A =

{
y =

∞

∑
n=1

yn2−n : yn ≤ xn

}
.

Note

dimM (A) = limsup
n→∞

log2#S∩[1,n])

n log2
= d(S)> 0.

If n 6∈ S, then xn = 0. If n ∈ S, then for any h ∈ H we have n+ h 6∈ S, which

implies xn+h = 0. Thus, in either case xnxn+h = 0. This implies A ⊂ XH , and we

saw above that dimM (A)> 0. Since XH is T2 invariant, Furstenberg’s Lemma

implies

dim(XH) = dimM (XH)≥ dimM (A)> 0.

How can we check whether a set is Poincaré? One sufficient (but not neces-

sary) condition that is easier to check in practice is the following.

Definition 2.5.6 A set H ⊂N is called a van der Corput set (VDC set) if any

positive measure µ supported on the circle R/Z = [0,1), such that µ̂(h) = 0

for all h ∈ H, satisfies µ({0}) = 0.

Here µ̂ denotes the Fourier transform of µ

µ̂(k) =
∫ 1

0
e−2πikθ dµ(θ).

The examples we considered earlier in the section are VDC exactly when

they are Poincaré. For instance, let us show

Lemma 2.5.7 7N is a van der Corput set.

Proof Given a positive measure µ on [0,1] assume µ̂(7n) = 0 for all n. Then

0 =
1

n

n

∑
k=1

µ̂(7k) =
∫ 1

0

1

n

n

∑
k=1

e−2πi7kθ dµ(θ)→
∫ 1

0
f (θ)dµ(θ),
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as n → ∞, where

f (θ) = lim
n→∞

1

n

n

∑
k=1

e−2πi7kθ =

{
0, θ 6∈ N/7

1, otherwise.

Thus

0 =

∫ 1

0
f (θ)dµ(θ) = µ({0})+µ

({1

7

})
+ · · ·+µ

({6

7

})
.

Since µ is positive each of the above is zero; in particular µ({0}) = 0.

Lemma 2.5.8 H = 7N+1 is not a van der Corput set.

Proof Let µ have equidistributed mass on { k
7
} for k= {0, . . . ,6}. Then µ({0})

6= 0, but

µ̂(7k+1) =

∫ 1

0
e−2πi(7k+1)x dµ(x) =

1

7

6

∑
k=0

e−2πik/7 = 0.

Lemma 2.5.9 If S ⊂ N is infinite, then (S−S)∩N is a van der Corput set.

Proof Suppose s1, . . .sN are elements of S and let µ be a measure such that

µ̂(si − s j) = 0 for all si,s j ∈ S, i 6= j. Without loss of generality, assume that µ

is a probability measure. Let em(x) = e2πimx.

N2µ({0})≤
∫ 1

0

∣∣∣∣
N

∑
k=1

esk
(x)

∣∣∣∣
2

dµ(x)

=
∫ 1

0
∑

1≤i, j≤N

esi−s j
(x)dµ(x) = N,

which implies that

µ({0})≤ 1

N
→ 0.

A set H ⊂ N is called thick if it contains arbitrarily long intervals. It is easy

to see that any thick set contains an infinite difference set: let s1 = 1; if s1 <

· · · < sn are already defined, then let sn+1 be the right endpoint of an interval

in H + sn of length at least sn. Then all the differences sn+1 − s j, 1 ≤ j ≤ n are

in H and the other differences are in H by the induction hypothesis. Thus, the

previous lemma implies:

Corollary 2.5.10 Any thick set is a van der Corput set.

Theorem 2.5.11 If H is van der Corput then H is Poincaré.

Bourgain (1987) proved the converse is not true by constructing a Poincaré

sequence that is not van der Corput.
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Proof For S ⊂ N with a positive upper density let SN = S∩ [0,N]. Let

dµN =
1

#SN)

∣∣∣∣ ∑
s∈SN

es(x)

∣∣∣∣
2

dx,

where es(x) = e2πisx as above. Fix a δ > 0 and choose N so large that δ ≥
(10N)−1. Let IN = [ −1

10N
, 1

10N
]. Then

µN(−δ ,δ )≥ µN(IN)

=
∫

IN

1

#(SN)

∣∣∣∣ ∑
s∈SN

es(x)

∣∣∣∣
2

dx

≥
∫

IN

1

#SN)

(
∑

s∈SN

Re(es(x))

)2

dx

since |z|2 ≥ (Rez)2. Now observe that for x ∈ IN and s ≤ N

Re(es(x)) = cos(2πsx)≥ cos

(
2π

N

10N

)
≥ cos

(π

5

)
.

Therefore,

µN(−δ ,δ )≥ 1

#(SN)
#(SN)

2 inf
s∈SN ,x∈IN

(
Re(es(x))

)2
∫

IN

dx

≥ 2cos(π
5
)2

10N
#(SN)

=C
#(SN)

N
.

Find a subsequence {SNk
} such that

#(SNk
)

Nk
→ d(S), and let µ be a weak limit

point of µNk
. Thus,

µ(−δ ,δ )≥ d(S)> 0 for all δ > 0

and so µ has a positive atom at 0 (i.e., µ({0})> 0).

Now, suppose H is van der Corput. Then, the Fourier transform of µ cannot

vanish on H since µ has an atom at 0. If we can show that µ̂ is supported in

S−S, then we deduce that H ∩ (S−S) 6= /0. Thus, H is Poincaré. Therefore we
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need only show that for v 6∈ S−S, we have µ̂(v) = 0. For v 6∈ S−S

µ̂N(v) =
∫ 1

0
ēv(x)

1

#(SN)

∣∣∣∣ ∑
s∈SN

es(x)

∣∣∣∣
2

dx

=
1

#SN)

∫ 1

0
ēv(x)

(
∑

s1∈SN

es1
(x)

)(
∑

s2∈SN

ēs2
(x)

)
dx

=
1

#(SN)
∑

s1,s2∈SN

∫ 1

0
es1−s2

ēv(x)(x)dx = 0 ,

since v 6∈ SN −SN . Hence µ̂(v) = 0. This completes the proof.

2.6 Alternative definitions of Minkowski dimension

There are several equivalent definitions for Minkowski dimension. For in-

stance, an ε-packing of a totally bounded set K is a collection of disjoint open

balls of radius ε centered at points of K. Recall from Chapter 1 that for a to-

tally bounded set K, N(K,ε) is the minimal number of open balls of diameter

ε needed to cover K. Let Npack(K,ε) be the maximum possible number of

balls in an ε-packing of K and replace N(K,ε) by Npack(K,ε) in the definition

of Minkowski dimension. This gives the same result. To see this, note that if

{Bε(x1), . . . ,Bε(xn)}, where n = Npack(K,ε), is a maximal packing and x is

any point of K then there is x j so that |x− x j|< 2ε (otherwise we could insert

an ε-ball around x into the packing, contradicting maximality). Thus

N(K,4ε)≤ Npack(K,ε). (2.6.1)

On the other hand, if Bε(y) belongs to a minimal ε-covering then it contains at

most one center of a maximal ε-packing, so

Npack(K,ε)≤ N(K,ε). (2.6.2)

The equivalence of the two definitions follows.

Minkowski’s original definition was different from the one given in Chap-

ter 1. For a bounded K ⊂ Rd he considered a “thickening” of the set K by

ε ,

Kε = {x : dist(x,K)< ε}

and defined

dimM (K) = d + limsup
ε→0

logLd(K
ε)

log1/ε
= limsup

ε→0

log(Ld(K
ε)/Ld(Bε))

log1/ε
,
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where Ld denotes d-dimensional Lebesgue measure and Br denotes a ball of

radius r. The equivalence of this and the former definitions can be verified by

checking the two trivial inequalities

Ld(K
ε)≤ N(K,ε)Ld(B2ε),

Ld(K
ε)≥ Npack(K,ε)Ld(Bε).

For n ∈ Z, we let Dn denote the collection of nth generation closed dyadic

intervals

Q = [ j2−n,( j+1)2−n],

and let D be the union of Dn over all integers n. A dyadic cube in Rd is any

product of dyadic intervals that all have the same length. The side length of

such a square is denoted ℓ(Q) = 2−n and its diameter is denoted |Q|=
√

dℓ(Q).

Each dyadic cube is contained in a unique dyadic cube Q↑ with |Q↑| = 2|Q|;
Q↑ is called the parent of Q.

Suppose Ω⊂Rd is open. Every point of Ω is contained in a dyadic cube Q⊆
Ω such that |Q| ≤ dist(Q,∂Ω). Thus every point is contained in a maximal such

cube. By maximality, dist(Q↑,∂Ω) ≤ |Q↑| and hence dist(Q,∂Ω) ≤ |Q↑|+
|Q|= 3|Q|. Thus the collection of such cubes forms a Whitney decomposition

with λ = 3, i.e., a collection of cubes {Q j} in Ω that are disjoint except along

their boundaries, whose union covers Ω and that satisfy

1

λ
dist(Q j,∂Ω)≤ |Q j| ≤ λ dist(Q j,∂Ω),

for some finite λ .

For any compact set K ⊂ Rd we can define an exponent of convergence

κ = κ(K) = inf

{
α : ∑

Q∈W

|Q|α < ∞

}
, (2.6.3)

where the sum is taken over all cubes in some Whitney decomposition W of

Ω = Rd \K that are within distance 1 of K (we have to drop the “far away”

cubes or the series might never converge). It is easy to check that κ is indepen-

dent of the choice of Whitney decomposition (see Exercise 2.32).

Lemma 2.6.1 For any compact set K, κ ≤ dimM (K). If K also has zero

Lebesgue measure then κ = dimM (K).

Proof Let D = dimM (K). We start with the easy assertion, κ ≤ D. Choose

ε > 0 and for each n ∈ N, let Qn be a covering of K by O(2n(D+ε)) dyadic

cubes of side length 2−n. Let W denote the dyadic Whitney cubes that are

within distance 1 of K and let Wn ⊂ W be the cubes with side ℓ(Q) = 2−n. For
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each Q ∈ Wn, choose a point x ∈ K with dist(x,Q)≤ 3|Q| and let S(x,Q) ∈ Qn

be a cube containing x. Since |S(x,Q)|= |Q| and dist(Q,S(x,Q))≤ 3|Q|, each

S ∈ Qn can only be associated to a uniformly bounded number of Qs in Wn.

Hence

#(Wn) = O(2n(D+ε)),

and thus

∑
Q∈W

|Q j|D+2ε = O

( ∞

∑
n=0

#(Wn)2
−n(D+2ε)

)

= O

( ∞

∑
n=0

2−nε

)

< ∞,

which proves κ ≤ D+2ε . Taking ε → 0 gives κ ≤ D.

Next we assume K has zero Lebesgue measure and will prove κ ≥ D. Let

ε > 0. We have

N(K,2−n)≥ 2n(D−ε),

for infinitely many n, so suppose n is a value where this occurs and let S =

{Sk} be a covering of K with dyadic cubes of side 2−n. Let Un be the set of

cubes in the dyadic Whitney decomposition of Ω=Kc with side lengths < 2−n.

For each Sk ∈ S let Un,k ⊂ Un be the subcollection of cubes that intersect Sk.

Because of the nesting property of dyadic cubes, every dyadic Whitney cube

intersecting the interior of some Sk is contained in that Sk. Since the volume of

K is zero, this gives

|Sk|d = ∑
Q∈Un,k

|Q|d

(The right side is dd/2 times the Lebesgue measure of Sk \K, and the left side

is dd/2 times the measure of Sk; these are equal by assumption.) Note that since

−d +D−2ε < 0, we get

∑
Q∈Un,k

|Q|D−2ε = ∑
Q∈Un,k

|Q|d |Q|−d+D−2ε

≥ |Sk|−d+D−2ε ∑
Q∈Un,k

|Q|d

= |Sk|D−2ε
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Hence, when we sum over the entire Whitney decomposition,

∑
Q∈U0

|Q|D−2ε ≥ ∑
Sk∈S

∑
Q∈Un,k

|Q|D−2ε

≥ ∑
Sk∈S

|Sk|D−2ε

≥ N(K,2−n) ·2−n(D−2ε)

≥ 2nε .

Taking n → ∞, shows κ ≥ D−2ε and taking ε → 0 gives κ ≤ D.

For a compact set K in R, it is not necessary to pass to a Whitney decom-

position; the set already has the form K = I \⋃k Ik where I is a closed interval

and {Ik} are disjoint open intervals. If {Q j} is a Whitney decomposition of an

interval J, then it is easy to check that ∑ℓ(Q j)
s is comparable in size to |J|s for

any s ∈ (0,1] (the constant will depend on s). Thus

κ(K) = inf

{
s : ∑

j

|I j|s < ∞

}
,

i.e., if K ⊂ R, it suffices to sum the diameters of the complementary compo-

nents of K.

This is not generally true in Rd , although it is true if the complementary

components of K all have “nice shapes”, e.g., are balls or cubes. If D ⊂ R2 is

a disk then it is easy to check that

∑
k

|Qk|s ≍
1

s
|D|s,

for any s > 1, where {Qk} is a Whitney decomposition of D. Similarly for a

Whitney decomposition of any domain bounded by a finite number of smooth

arcs. Thus if K is a compact set obtained by removing disjoint open disks

{Dk}∞
1 from a closed disk D, and K has zero area, then

dimM (K) = κ(K) = inf

{
s : ∑

k

|Dk|s < ∞

}
.

The rightmost term is called the disk packing exponent of K.

One specific example is the Apollonian packing. This is obtained by starting

with the “circular arc triangle” bounded by three pairwise tangent disks and re-

moving a fourth disk tangent to them all. This forms three circular arc triangles

and again we remove the disk tangent to all three sides. In the limit we obtain

a fractal known as the Apollonian packing. See Figure 2.6.1

The packings of any two circular arc triangles with pairwise tangent sides
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Figure 2.6.1 First four generations of an Apollonian packing

are related by a Möbius transformation, and hence have the same dimension.

Moreover, any microset of an Apollonian packing is the restriction of an Apol-

lonian packing to a square (including the degenerate case of line), so the Apol-

lonian packing is Furstenberg regular in the plane. The proof of Lemma 2.4.4

readily extends from 1 to 2 dimensions, so we deduce that for the Apollonian

packing, Hausdorff and Minkowski dimensions agree and hence both agree

with the disk packing exponent.

2.7 Packing measures and dimension

Tricot (1982) introduced packing dimension, which is dual to Hausdorff di-

mension in several senses and comes with an associated measure.

For any increasing function ϕ : [0,∞)→ R such that ϕ(0) = 0 and any set

E in a metric space, define first the packing pre-measure (in gauge ϕ) by

P̃ϕ(E) = lim
ε↓0

(
sup

∞

∑
j=1

ϕ(|B j|)
)
,

where the supremum is over all collections of disjoint closed balls {B j}∞
j=1

with centers in E and diameters |B j|< ε . This premeasure is finitely subaddi-

tive, but not countably subadditive, see Exercise 2.38. Then define the packing
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measure in gauge ϕ:

Pϕ(E) = inf

{
∞

∑
i=1

P̃ϕ(Ei) : E ⊂
∞⋃

i=1

Ei

}
. (2.7.1)

It is easy to check that Pϕ is a metric outer measure, hence all Borel sets are

Pϕ -measurable, see Theorem 1.2.4. When ϕ(t) = tθ we write Pθ for Pϕ

(Pθ is called θ -dimensional packing measure).

Finally, define the packing dimension of E:

dimp(E) = inf
{

θ : Pθ (E) = 0
}
. (2.7.2)

We always have (this follows from Proposition 2.7.1 below)

dim(E)≤ dimp(E)≤ dimM (E). (2.7.3)

The set K = {0}∪{1, 1
2
, 1

3
, 1

4
, . . .} is of packing dimension 0, since the pack-

ing dimension of any countable set is 0. Thus

dim(K) = 0 = dimp(K)< 1/2 = dimM (K).

(See Example 1.1.4.)

On the other hand, for a set AS as discussed in Examples 1.3.2 and 1.4.2,

dim(AS) = d(S)≤ d(S) = dimp(AS) = dimM (AS).

(Deduce the last equality from Corollary 2.8.2 ahead.) It is easy to construct

sets S where d(S)< d(S).

Packing measures are studied in detail in Taylor and Tricot (1985) and in

Saint Raymond and Tricot (1988); here we only mention the general properties

we need.

Proposition 2.7.1 The packing dimension of any set A in a metric space may

be expressed in terms of upper Minkowski dimensions:

dimp(A) = inf

{
sup
j≥1

dimM (A j) : A ⊂
∞⋃

j=1

A j

}
, (2.7.4)

where the infimum is over all countable covers of A.

(See Tricot (1982), Proposition 2, or Falconer (1990), Proposition 3.8.)

Proof First we prove that for any E ⊂ A and any α > 0 we have

P̃α(E)< ∞ ⇒ dimM (E)≤ α. (2.7.5)

To prove (2.7.5) notice that when P̃α(E)< ∞ there is an ε > 0 and an M > 0
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such that for any collection of disjoint balls {B j} j with centers in E and diame-

ters at most ε we have that ∑∞
j=1 |B j|α ≤ M. In particular, we can take {B j} j to

be the maximal family of disjoint balls with centers in E and radius δ (for any

δ < ε/2), and using the notation from the previous section Npack(E,δ )δ
α ≤M.

Inequality (2.6.1) implies that N(E,δ )δ α ≤ 4α M for all δ small enough, from

which the conclusion dimM (E)≤ α is straightforward.

Now if dimp(A)<α for some α > 0, then A can be covered with A=
⋃∞

i=1 Ai

such that P̃α(Ai) < ∞ for any i. Then (2.7.5) implies that dimM (Ai) ≤ α for

all i and inf{sup j≥1 dimM (A j) : A ⊂⋃∞
j=1 A j} ≤ α .

For the other inequality we prove that for any E ⊂ A and any α > 0 we have

P̃α(E)> 0 ⇒ dimM (E)≥ α. (2.7.6)

Assume that P̃α(E)> 0. Then, there is an s> 0 such that for any ε > 0 we can

find a collection of disjoint balls {B j} j with centers in E and diameters smaller

than ε and ∑∞
j=1 |B j|α > s. Fix an ε > 0, take a corresponding family of balls

{B j} j and let m0 to be the largest integer such that 2−m0 > ε . Assume that for

m≥m0 we have exactly Nm balls in the family {B j} j that have diameter greater

or equal 2−m−1 and smaller than 2−m. We have ∑m≥m0
Nm2(−m−1)α > 2−α s.

Clearly, Npack(E,2
−m−2)≥ Nm and thus

∑
m≥m0

Npack(E,2
−m−2)2(−m−2)α > 4−α s,

for any m0 ≥ 0. Now take an arbitrary β < α , define

am = Npack(E,2
−m−2)2(−m−2)β ,

and get ∑m≥m0
am2(m+2)(β−α) > 4−α s. But this cannot hold for all positive

integers m0 if the sequence {am}m is bounded. Therefore we obtain

limsup
m→∞

Npack(E,2
−m−1)2(−m−1)β = ∞.

Now (2.6.2) implies limsupm→∞ N(E,2−m)2−mβ =∞, which implies dimM (E)

≥ β . Since β < α was arbitrary we have dimM (E)≥ α , as desired.

Now assume that the right hand side of (2.7.4) is strictly smaller than α . This

means that we can find a covering A =
⋃∞

j=1 A j with dimM (A j)< α for all j.

But then (2.7.6) implies that P̃α(A j) = 0 for all j. Now obviously Pα(A) = 0

and thus dimp(A)≤ α .

The infimum in (2.7.4) may also be taken only over countable covers of A

with closed sets since dimM (A j) = dimM (A j).
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Note that for packing dimension, unlike Minkowski dimension, the follow-

ing property holds for any partition A j, j = 1,2, . . . of A:

dimpA = sup
j

dimpA j.

Another useful fact is that the packing pre-measure (in any gauge) assigns

the same value to a set and to its closure. Thus, in (2.7.1), we can restrict

attention to covers by closed sets.

2.8 When do packing and Minkowski dimension agree?

The following result says that if a set has large upper Minkowski dimension

“everywhere”, then it has large packing dimension.

Lemma 2.8.1 Let A be a separable metric space.

(i) If A is complete and if every non-empty open set V in A satisfies dimM (V )≥
α , then dimp(A)≥ α .

(ii) If dimp(A) > α , then there is a closed nonempty subset Ã of A, such that

dimp(Ã∩V )> α for any open set V that intersects Ã.

Proof (i) Let A =
⋃∞

j=1 A j, where the A j are closed. By Baire’s Category

Theorem there exists an open set V and an index j such that V ⊂ A j. For this

V and j we have: dimM (A j) ≥ dimM (V ) ≥ α . By (2.7.4) this implies that

dimp(A)≥ α .

(ii) Let W be a countable basis to the open sets in A. Define

Ã = A\
⋃
{J element of W : dimM (J)≤ α}.

Then, any countable cover of Ã together with the sets removed on the right

yields a countable cover of A, giving

max(dimp Ã,α)≥ dimp A > α.

Since Ã ⊂ A, we conclude that dimp Ã = dimp A > α . If for some V open,

V ∩ Ã 6= /0 and dimp(Ã∩V ) ≤ α then V contains some element J of W such

that Ã∩ J 6= /0 and

dimp(J)≤ max(dimp(A\ Ã),dimp(Ã∩ J))

≤ max(α,dimp(Ã∩V )) = α,

contradicting the construction of Ã.
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Corollary 2.8.2 (Tricot (1982), Falconer (1990)) Let K be a compact set in

a metric space that satisfies

dimM (K ∩V ) = dimM (K)

for any open set V that intersects K. Then

dimp(K) = dimM (K).

Proof The inequality dimp(K) ≥ dimM (K) follows directly from part (i) of

Lemma 2.8.1. The inequality dimp(K)≤ dimM (K) is just the second inequal-

ity in (2.7.3).

Next, let { f j}ℓj=1 be contracting self maps of a complete metric space. In

Section 2.1 we followed Hutchinson (1981) and showed there is a unique com-

pact set K (the attractor) that satisfies

K =
ℓ⋃

j=1

f j(K). (2.8.1)

Definition 2.8.3 A gauge function ϕ is called doubling if

sup
x>0

ϕ(2x)

ϕ(x)
< ∞.

Theorem 2.8.4 Assume { f1, . . . , fℓ} are contracting self bi-Lipschitz maps of

a complete metric space, i.e.

ε jd(x,y)≤ d( f j(x), f j(y))≤ r jd(x,y)

for all 1 ≤ j ≤ ℓ and any x,y, where

0 < ε j ≤ r j < 1.

Denote by K the compact attractor satisfying (2.8.1). Then

(i) dimp(K) = dimM (K).

(ii) For any doubling gauge function ϕ such that K is σ -finite for Pϕ we have

P̃ϕ(K)< ∞.

Proof (i) Let V be an open set that intersects K and let x ∈ K ∩V . For any

m ≥ 1 there are j1, j2, . . . , jm such that x ∈ f j1 ◦ f j2 ◦ · · · ◦ f jm(K) ⊂ K. Since

r j < 1, for m large enough we have f j1 ◦ f j2 ◦ · · · ◦ f jm(K) ⊂ V. The set on the

left hand side is bi-Lipschitz equivalent to K. Consequently

dimM (K ∩V ) = dimM (K)
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and Corollary 2.8.2 applies.

(ii) By the hypothesis, K can be covered by sets {Ei}∞
i=1 such that Pϕ(Ei)<

∞ for all i. Thus, Ei ⊂
⋃∞

j=1 Ei j where P̃ϕ(Ei j)< ∞; without loss of generality

Ei j are closed sets. By Baire’s Theorem (see e.g. Folland (1999a)) there are

indices i, j and an open set V intersecting K such that Ei j ⊃ K ∩V. As detailed

in part (i), K ∩V contains a bi-Lipschitz image of K and since ϕ is doubling

P̃ϕ(K)< ∞.

When K ⊂ Rd , the doubling condition in part (ii) can be dropped (Exercise

2.40). If dim(K) = dimM (K), the result is trivial since the packing dimen-

sion is trapped between these numbers. Non-trivial examples will be given in

Chapter 4 when we consider the self-affine sets.

2.9 Notes

The fact that upper Minkowski dimension for a subset of R can be computed

as a critical exponent for the complementary intervals has been rediscovered

many times in the literature, but seems to have been first used in Besicovitch

and Taylor (1954). The extension to Rd involves the idea of a Whitney decom-

position. The connection with Whitney decompositions in higher dimensions

is useful in conformal dynamics where we can sometimes associate Whitney

squares to elements of an orbit. See Bishop (1996), Bishop (1997), Bishop

and Jones (1997), Stratmann (2004) for applications involving Kleinian groups

and Avila and Lyubich (2008), Graczyk and Smirnov (2009) for applications

involving polynomial dynamics.

Although the open set condition is sufficient for the equality of Hausdorff

and similarity dimensions, it is far from necessary, and it is believed that there

should always be equality unless there is some “obvious” obstruction. Exam-

ples of obvious obstructions are exact overlaps (i.e. an equality fσ = fτ for

different words σ ,τ), and the similarity dimension being strictly larger than

the dimension of the ambient space. It is conjectured that in R these are the

only possible mechanisms for lack of equality; some important cases of this

conjecture were established in Hochman (2014), where a weaker version of

the conjecture is also proved, see (Hochman, 2014, Theorem 1.1). In higher

dimensions the situation is more difficult, but Hausdorff and similarity dimen-

sions are still expected to typically agree, even in absence of the OSC, and this

has been proven in certain cases Solomyak and Xu (2003); Jordan and Pollicott

(2006); Hochman (2015), see also Lindenstrauss and Varju (2014) for a related

result on the absolute continuity of self-similar measures. On the other hand,

Schief (1994) shows that (in any dimension) the OSC for { fi}ℓi=1 is equivalent



2.9 Notes 77

to 0 < H α(K) < +∞, where K and α are the attractor and similarity dimen-

sion of { fi}ℓi=1. Schief’s theorem will be proven in Chapter 8.

The extended Furstenberg Lemma appears in Furstenberg (1970), with an

ergodic theoretic proof; the simpler proof we give here is due to François

Ledrappier and the second author (unpublished).

Van der Corput sets are named for Johannes G. van der Corput who proved

that N is such a set in van der Corput (1931). An alternative definition is that H

is van der Corput if given a sequence {sn} of real numbers so that {sn+h − sn}
is equidistributed mod 1 for all h ∈ H, then {sn} itself must be equidistributed

mod 1.

More on equidistribution can be found in Kuipers and Niederreiter (1974)

and Montgomery (2001)

The fact that the dimension of the Apollonian packing agrees with the disk

counting exponent was first proved by Boyd (1973), with an alternate proof

by Tricot (1984). The computation of this dimension is harder; Boyd (1973)

gave a rigorous range [1.300,1.315] and McMullen (1998) gave the estimate

≈ 1.305688. It is conjectured that the Apollonian packing gives the smallest

dimension among all planar sets (except a circle) whose complementary com-

ponents are disks; this infimum is known to be > 1 by a result of Larman

(1967). See also Oh (2014) for a survey of more recent results related to the

Apollonian packing and its connection to number theory.

A Kleinian group G is a discrete group of Möbius transformations acting on

the Riemann sphere; this can also be considered as a group of isometries of the

hyperbolic 3-ball. The limit set of G is the accumulation set of the any orbit in

the hyperbolic ball and the Poincaré exponent is

δ (G) = inf{s : ∑
g∈G

exp(−sρ(0,g(0)))< ∞},

where ρ denotes the hyperbolic distance between points. The group G is called

geometrically finite if there is a finite sided fundamental region for the group

action in the hyperbolic ball (this implies the group is finitely generated, but

is stronger). Sullivan (1984) showed that Hausdorff dimension of the limit set

of any geometrically finite Kleinian group G equals the Poincaré exponent

of G. The Apollonian packing is a special case of such a limit set and Sulli-

van told the first author that understanding this example played an important

role in motivating the results in Sullivan (1984). In this paper Sullivan also

re-invents packing measure in order to give a metrical description of the con-

formal densities on the limit set (this is the “new Hausdorff measure” in the

title of his paper) and only learned of its previous invention much later. Haus-

dorff measure describes the density when the group is co-compact or has only
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rank 2 parabolic subgroups; packing measure describes it when there are rank

1 parabolic subgroups but no rank 2 subgroups. Thus Klienian limits sets are

one place that packing measure arises “naturally”. The general case (groups

with both rank 1 and rank 2 parabolic subgroups) was done by Ala-Mattila

(2011) using a variation of the usual covering/packing constructions.

Part (i) of Lemma 2.8.1 is due to Tricot (1982) (see also Falconer (1990));

Part (ii) for trees can be found in (Benjamini and Peres, 1994, Prop. 4.2(b));

the general version given is in Falconer and Howroyd (1996) and in Mattila

and Mauldin (1997). A very similar argument was used by Urbański (1997)

to show that packing and upper Minkowski dimension of the Julia set of any

rational map agree. Rippon and Stallard (2005) extended this to meromorphic

functions and used it to prove that Julia sets of certain transcendental entire

functions have packing dimension 2.

2.10 Exercises

Exercise 2.1 Write down explicit linear maps giving the Sierpiński gasket as

the attractor. Do the same for the top third of the von Koch snowflake.

Exercise 2.2 The standard hexagonal tiling of the plane is not self-similar, but

can be modified to obtain a self-similar tiling. Replacing each hexagon by the

union of seven smaller hexagons (each of area 1/7 that of the original) yields

a new tiling of the plane by 18-sided polygons. See Figure 2.10.1. Applying

the above operation to each of the seven smaller hexagons yields a 54-sided

polygon that tiles. Repeating this operation (properly scaled) ad infinitum, we

get a sequence of polygonal tilings of the plane, that converge in the Hausdorff

metric to a tiling of the plane by translates of a compact connected set G0

called the “Gosper island”. Show the dimension of the boundary of the Gosper

island is 2 ln3/ ln7 ≈ 1.12915.

Figure 2.10.1 Gosper islands tile the plane and each island is a union of seven

copies of itself.
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Exercise 2.3 Show that each Gosper island is a union of seven scaled copies

of itself.

Exercise 2.4 Using the notation of Theorem 2.1.1, show that K is the closure

of the countable set of fixed points of all maps of the form { f j1 ◦ · · · ◦ f jn}.

Exercise 2.5 Suppose E is a self-similar set in Rn. Is the projection of E onto

a k-dimensional subspace necessarily a self-similar set in Rk?

Exercise 2.6 Suppose E is a self-similar set in Rn. Is the intersection of E

with a k-dimensional subspace necessarily a self-similar set in Rk?

Exercise 2.7 Suppose

f1(x) =
1

3
x, f2(x) =

2

3
+

1

3
x, f3(x) =

1

6
+

1

3
x.

What is the dimension of the attractor of ( f1, f2, f3)?

Exercise 2.8 Suppose K ⊂ Rn is the self-similar set associated to the simili-

tudes { f1, . . . , fn} that satisfy the open set condition. Prove that the set associ-

ated to { f1, . . . , fn−1} is a subset of strictly smaller dimension.

Exercise 2.9 Suppose K ⊂ Rd is compact and suppose are are constants

a,r0 > 0 so that for any z ∈ K and 0 < r < r0 there is a map ψ : K → K∩D(z,r)

such that |ψ(x)−ψ(y)| ≥ a ·r · |x−y| (i.e., there is a rescaled, biLipschitz copy

of K inside any small neighborhood of itself). Prove that dimM (K) exists and

dim(K) = dimM (K). (See Theorem 4 of Falconer (1989a).)

Exercise 2.10 Show that a self-similar set satisfies the conditions of Exercise

2.9. Thus for any self-similar set K, the Minkowski dimension exists and equals

the Hausdorff dimension.

• Exercise 2.11 Suppose K1 and K2 are two self-similar sets that are Jordan

arcs and suppose that dim(K1) = dim(K2). Then, there is a bi-Lipschitz map-

ping of one to the other. (bi-Lipschitz means that there is a C < ∞ such that

C−1|x− y| ≤ | f (x)− f (y)| ≤C|x− y|.)

Exercise 2.12 If K is a self-similar Jordan arc of dimension α , prove there is

a one-to-one mapping f : [0,1]→ K of Hölder class β = 1/α . (Hölder class

β means there is a C < ∞ such that | f (x)− f (y)| ≤C|x− y|β for all x and y.)

Exercise 2.13 Suppose fn(x) =
1
n
+ 1

n2 x. What is the dimension of the attrac-

tor of { fn}∞
n=2?
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• Exercise 2.14 Let E1, . . . ,EN be compact subsets of the unit ball B(0,1) in

Rd such that dH(Ei,E j) ≥ δ > 0 for i 6= j (Hausdorff distance). Show that N

has uniform bound depending only the dimension d. In other words, the space

of such sets with the Hausdorff metric is totally bounded.

Exercise 2.15 Let {xn} be the base 5 expansion of x. Find

dim({x : xnxn+2 = 3 mod5 for all n}).

Exercise 2.16 Let {xn} be the base 5 expansion of x. Find

dim({x : (xn + xn−1)
2 + xn−2 = 2 mod 5 for all n}).

Exercise 2.17 Verify that in the definition of Furstenberg regular, it suffices

to only require dim(K̃)≤ dim(K) for all b-microsets.

Exercise 2.18 Is K = {0}∪{1, 1
2
, 1

3
, . . .} homogeneous? What are all its mi-

crosets?

Exercise 2.19 Show that there is a compact set K that has every compact

subset of [0,1] as a microset.

Exercise 2.20 Let {xn} be the base 5 expansion of x. Let

X = {x : x2
n = n2 mod5 for all n}.

Show X is Furstenberg regular, but is not invariant under T5 : x → 5x mod1.

Exercise 2.21 Let {xn} denote the binary expansion of x. Find

dim

({
x : lim

n→∞

1

n

n

∑
k=1

xk does not exist

})
.

Exercise 2.22 Given K ⊂ [0,1], let M(K) be the set of all microsets of K.

Show M is connected with respect to the Hausdorff metric.

Exercise 2.23 Let (µn) be a sequence of probability measures on a compact

space, that converges weakly to a probability measure µ . Denote the support

of µn by Kn and the support of µ by K. Prove that the sequence of sets (Kn)

has a subsequence that converges in the Hausdorff metric to a superset of K.

Exercise 2.24 Is {⌊e
√

n⌋} Poincaré?

Exercise 2.25 (Weyl’s Equidistribution Theorem) Prove that if α is irrational

then {nα mod 1} is dense in [0,1].

Exercise 2.26 Suppose p(x) = αnxn + · · ·+α1x has at least one irrational

coefficient. Prove that p(n) mod 1 is dense in [0,1].
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• Exercise 2.27 Given a lacunary sequence {hn} there is an irrational α and

an ε > 0 so that dist(hnα,Z)≥ ε for every n.

Exercise 2.28 Show that H = {n2} is van der Corput (Hint: use the fact that

n2α is equidistributed for any irrational α .)

Exercise 2.29 Construct a compact set such that the index κ in (2.6.3) is not

equal to its dimension.

Exercise 2.30 Suppose K ⊂R2 is compact and x∈K. We say that x is a point

of approximation (or a conical limit point) of K if there is a C < ∞ such that

for every ε > 0 there is a y 6∈ K with |x− y| ≤ ε and dist(y,K) ≥ |x− y|/C.

Denote the conical limit points of K by Kc. Show that the index (2.6.3) of K is

always an upper bound for dim(Kc).

Exercise 2.31 Construct a set K so that dim(Kc)< dim(K).

Exercise 2.32 Prove that the index (2.6.3) is well defined; that is, its value

does not depend on the choice of Whitney decomposition.

Exercise 2.33 Is it true that dim(Kc) equals the index (2.6.3) of K for any

compact set K?

Exercise 2.34 Suppose K ⊂ R2 is compact and has zero volume. Let Wn be

the number of dyadic Whitney cubes in Ω = R2 \K with side length w(Q) =

2−n. Show that the lower Minkowski dimension is

liminf
n→∞

logWn

n log2
.

Exercise 2.35 Suppose K = B \⋃k Bk where B ⊂ Rd is a closed ball, and

{Bk} are disjoint open balls in B. Show that dimM (K)≥ inf{s : ∑k |Bk|s < ∞}
with equality if K has zero d-measure.

Exercise 2.36 More generally if B and {Bk} are all M-bi-Lipschitz images of

d-balls in Rd , Bk ⊂B for all k and {Bk} are pairwise disjoint, then dimM (K)≥
inf{s : ∑k |Bk|s < ∞} with equality if K = B\⋃k Bk has zero d-measure. A map

is M-bi-Lipschitz if it satisfies |z− y|/M ≤ | f (x)− f (y)| ≤ M|x− y|.

Exercise 2.37 Suppose E = [0,1]\⋃ j I j where {I j}∞
j=1 are disjoint open in-

tervals of length r j. Suppose ∑ j r j = 1 and ∑ j r2
j = 1/2. Show that dim(E) ≤

1/2. Find an example to show this is sharp.

Exercise 2.38 For ϕ(t) = t1/2 and the set A = {1/n : n ∈N}∪{0} show that

P̃ϕ(A) = ∞ so P̃ϕ is not countably subadditive.
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Exercise 2.39 Construct a set K so that

dim(K)< min{dimp(K),dimM (K)}.

Exercise 2.40 Show that the doubling condition in Theorem 2.8.4(ii) can be

dropped if K ⊂ Rd .

Exercise 2.41 Suppose K is a compact set so that any open subset can be

mapped to all of K by a Lipschitz map. Show dimp(K) = dimM (K). Show

the graph of the Weierstrass nowhere differentiable function on [0,2π] has this

property.

Exercise 2.42 A map f : K → K is topologically exact if any open subset

of K is mapped onto K by some iterate of f . If f is Lipschitz and topologi-

cally exact, then dimp(K) = dimM (K). (Julia sets of rational maps have this

property, see, for example, Section 14.2 of Milnor (2006).)

Exercise 2.43 A set K is called bi-Lipschitz homogeneous if for any x,y ∈
k there is a bi-Lipschitz map f : K → k with f (x) = y. Show that a com-

pact bi-Lipschitz homogeneous set satisfies dimp(K) = dimM (K). (However,

dim(K)< dimp(K) is possible for such sets.)

Exercise 2.44 Recall the Ahlfors 3-point condition from Exericse 1.56 (these

curves are also called quasicircles). It is a non-trivial theorem (see e.g. Ahlfors

(2006)) that a quasicircle is pointwise fixed by a homeomorphism of the sphere

that swaps the two complementary components and is Euclidean bi-Lipschitz

on a neighborhood of the curve. Using this, show that for such a curve, the

exponent κ can be defined using a Whitney decomposition of only the bounded

complementary component.

Exercise 2.45 The quasi-hyperbolic metric on a planar domain is defined

using dρ̃ = ds/dist(z,∂Ω) as length. Show that a Whitney decomposition of a

bounded domain is a covering of the domain by pieces of uniformly bounded

quasi-hyperbolic diameter.

Exercise 2.46 A conformal map f : D→ Ω satisfies

1

4
| f ′(z)|(1−|z|)≤ dist( f (z),∂Ω)≤ | f ′(z)|(1−|z|).

This is known as the Koebe 1
4
-theorem; see Garnett and Marshall (2005). The

hyperbolic metric on the disk is given by dρ = |ds|/(1−|z|2) and can be de-

fined on any bounded, simply connected, plane domain by transferring the

metric on the disk by a conformal map. Show that the hyperbolic and quasi-

hyperbolic metrics are comparable up to a factor of 4.
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Exercise 2.47 Use Exercises 2.44–2.46 to prove that if Ω is bounded by a

curve with quasicircle and f : D→ Ω is conformal then

dimM (∂Ω) = inf

{
s :

∫∫

D
| f ′(z)|s(1−|z|)s−2dxdy < ∞

}
.

Exercise 2.48 Using the notation in the previous exercise, define

β ( f ′, p) = inf

{
β : sup

r
(1− r)β

∫ 2π

0
| f ′(reiθ )|p dθ < ∞

}
.

If p = dimM (∂Ω) then β ( f ′, p)≤ p−1. Equality holds if ∂Ω is a quasicircle

(but not in general). This is due to Pommerenke (1989); see also Pommerenke

(1992) and Pommerenke (1997).

• Exercise 2.49 Suppose Ω⊂R2 is a bounded Jordan domain that is invariant

under a group G of Möbius transformations and that z ∈ Ω is a point whose

orbit under G has limit set exactly ∂Ω. Prove that

dimM (∂Ω)≥ inf

{
s : ∑

g∈G

dist(g(z),∂Ω)s

}
.

The right hand side is called the Poincaré exponent of the group G and is de-

noted δ (G). Such group (a discrete group of Möbius transformations) is called

a Kleinian group and ∂Ω is the limit set of the group. (Show the number of

orbit points in any Whitney square is uniformly bounded.)

Exercise 2.50 Show equality holds in the previous exercise if ∂Ω is a quasi-

circle and Ω/G is a compact surface (show every Whitney square is a bounded

hyperbolic distance from some orbit point).

Exercise 2.51 With notation as in Exercise 2.49, assume that for every x ∈
∂Ω and r < |∂Ω| there is a g ∈ G so that r ≍ |g(z)− x| ≍ dist(g(z),∂Ω) (with

constants independent of x,r). Prove that ∂Ω is Furstenberg regular and hence

dim(∂Ω) = dimM (∂Ω) = δ (G). In the Kleinian group literature, this condi-

tion is called “convex co-compact” for reasons coming from 3-dimensional

hyperbolic geometry.

In general, the limit set need not be Furstenberg regular, but these equali-

ties hold whenever ∂Ω is the limit set of a discrete, finitely generated Möbius

group. This is proved in Bishop and Jones (1997) assuming area(∂Ω) = 0; this

assumption, known as the Alhfors measure conjecture, was proved by Calegari

and Gabai (2006) and independently by Agol (2004).
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Frostman’s theory and capacity

In Chapter 1 we showed that the existence of certain measures on a set implied

a lower bound for the Hausdorff dimension of the set, e.g., the Mass Distribu-

tion Principle and Billingsley’s Lemma. In this chapter we prove the converse

direction: a lower bound on the Hausdorff dimension of a set implies the ex-

istence of a measure on the set that is not too concentrated, and we use this

powerful idea to derive a variety of results including the behavior of dimen-

sion under products, projections and slices.

3.1 Frostman’s Lemma

Although the definition of Hausdorff dimension involves only coverings of

a set, we have seen that computing the dimension of a set usually involves

constructing a measure on the set. In particular, the Mass Distribution Principle

says that if a set K supports a positive measure µ that satisfies

µ(B)≤C|B|α

for every ball B (recall |B|= diam(B)), then H α
∞ (K)≥ 1

C
µ(K). In this section

we will prove a very sharp converse of this.

Lemma 3.1.1 (Frostman’s Lemma) Let ϕ be a gauge function. Let K ⊂ Rd

be a compact set with positive Hausdorff content, H ϕ
∞ (K) > 0. Then there is

a positive Borel measure µ on K satisfying

µ(B)≤Cdϕ(|B|), (3.1.1)

for all balls B and

µ(K)≥ H ϕ
∞ (K).

Here Cd is a positive constant depending only on d.

84
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This lemma was proved in Frostman (1935). A positive measure satisfying

(3.1.1) for all balls B is called Frostman measure.

The assumption that K is compact can be relaxed; the result holds for all

Borel sets, even the larger class of analytic sets (continuous images of Borel

sets). This generalization is given in Appendix B. Using this result, many of

the theorems proven in this chapter for closed sets using Frostman’s theorem

can easily be extended to much more general sets.

To prove Lemma 3.1.1 we will use the MaxFlow–MinCut Theorem. This is

a result from graph theory about general networks, but we will only need it in

the case of trees.

Let Γ be a rooted tree of depth n ≤ ∞ with vertex set V and edge set E.

We will assume Γ to be locally finite, that is, to have finite vertex degrees

(but not necessarily bounded degrees). We let σ0 denote the root vertex and

let |σ | denote the depth of σ , i.e., its distance from σ0. For each vertex σ

(except the root) we let σ ′ denote the unique vertex adjacent to σ and closer

to the root. We sometimes call σ ′ the “parent” of σ . To each edge e ∈ E we

associate a positive number C(e), called the conductance of the edge. If we

think of the tree as a network of pipes, the conductance of any edge represents

the maximum amount of material that can flow through it. A flow on Γ is a

non-negative function f on Γ that satisfies

f (σ ′σ) = ∑
τ :τ ′=σ

f (στ),

for all vertices σ of depth from 1 to n. A legal flow must satisfy

f (σ ′σ)≤C(σ ′σ)

for all vertices σ . The norm of a flow f is the sum

‖ f‖= ∑
|σ |=1

f (σ0σ).

For a tree Γ we define the boundary ∂Γ as the set of all maximal paths from

the root. Moreover, we define a cut-set as a set of edges Π that intersects all

maximal paths from the root . For example, taking all the edges from (k−1)st

to kth level vertices for some 0 < k ≤ n form a cut-set. A minimal cut-set is

a cut-set that has no proper subsets that are cut-sets (i.e., the removal of any

edge allows a path from the root to some nth level vertex). Given a cut-set Π

we define ΓΠ to be the connected component of Γ\Π containing the root σ0.

Lemma 3.1.2 Suppose Γ is a locally finite tree. If Γ is infinite, then it contains

an infinite path from the root.
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Figure 3.1.1 A minimal cut-set in dyadic tree

Proof Indeed, removing the root leaves a finite number of subtrees rooted at

vertices that were adjacent to the root of Γ, and at least one of these subtrees

must be infinite. Choosing this subtree and repeating the argument constructs

an infinite path in Γ.

Lemma 3.1.3 Every minimal cut-set of Γ is finite.

Proof Since any cut-set Π of Γ hits every infinite path, ΓΠ contains no infinite

paths and hence is finite by the previous lemma. Thus every minimal cut-set of

Γ is finite.

We can make the boundary of a tree into a metric space by defining the

distance between two rays that agree for exactly k edges to be 2−k. The set of

rays passing through a given edge of the tree T is an open ball on ∂T and these

balls are a basis for the topology. A cut-set is simply a cover of ∂T by these

open balls and the previous lemma says any such cover has a finite subcover.

More generally,

Lemma 3.1.4 With this metric, the boundary ∂T of a locally finite tree is

compact.

Proof Any open set is a union of balls as above, and hence any open cover of

∂T induces a cover of ∂T by such balls, i.e., a cut-set. Every cut-set contains

a finite cut-set, so choosing one open set from our original covering that con-

tains each element of the cut-set gives a finite subcover. Thus every open cover

contains a finite subcover, which is the definition of compactness.

Given any cut-set Π, we can bound the norm of a flow by

‖ f‖ ≤ ∑
e∈Π

f (e).
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Moreover, if Π is a minimal cut-set, then one can write

‖ f‖= ∑
|σ |=1

f (σ0σ)

= ∑
|σ |=1

f (σ0σ)+ ∑
σ∈ΓΠ\{σ0}

[
− f (σ ′σ)+ ∑

τ ′=σ

f (στ)

]

= ∑
e∈Π

f (e).

If f is a legal flow, then the right hand side is bounded by

c(Π)≡ ∑
e∈Π

C(e).

This number, C(Π), is called the cut corresponding to the cut-set Π. It is now

clear that in a finite tree,

sup
legal flows

‖ f‖ ≤ min
cut−sets

C(Π).

The MaxFlow–MinCut Theorem says that we actually have equality.

Theorem 3.1.5 (Ford and Fulkerson, 1962) For a finite rooted tree of depth n,

max
legal flows

‖ f‖= min
cut−sets

C(Π).

Proof The set of legal flows is a compact subset of R|E|, where E is the set of

edges of Γ. Thus, there exists a legal flow f ∗ attaining the maximum possible

norm. Let Π0 be the set of all saturated edges for f ∗, i.e, Π0 = {e ∈ E : f ∗(e) =
C(e)}. If there is a path from the root to level n that avoids Π0, then we can

add ε to f ∗ on each of the edges in the path and obtain another legal flow,

contradicting f ∗’s maximality. Therefore, there is no such path and we deduce

Π0 is a cut-set. Now let Π ⊂ Π0 be a minimal cut-set. But then

‖ f ∗‖= ∑
e∈Π

f ∗(e) = ∑
e∈Π

C(e) =C(Π),

which proves

max
legal flows

‖ f‖= ‖ f ∗‖ ≥ min
cut−sets

C(Π).

Since the opposite inequality is already known, we have proven the result.

Corollary 3.1.6 If Γ is an infinite tree,

max
legal flows

‖ f‖= inf
cut−sets

C(Π).
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Proof We first note that a maximal flow still exists. This is because for each

n there is a flow f ∗n that is maximal with respect to the first n levels of Γ

and a corresponding minimal cut-set Πn so that ‖ f ∗n ‖ = C(Πn). Now take a

subsequential pointwise limit f ∗ by a Cantor diagonal argument to obtain a

flow that is good for all levels. Clearly

‖ f ∗‖= lim
j→∞

‖ f ∗n j
‖= lim

j→∞
C(Πn j

),

so that ‖ f ∗‖= infΠ C(Π).

Proof of Lemma 3.1.1 Fix an integer b > 1 (say b = 2), and construct the b-

adic tree corresponding to the compact set K (vertices correspond to b-adic

cubes that hit K and so that each b-adic cube is connected to its “parent”).

Define a conductance by assigning to each edge σ ′σ , |σ | = n, the number

C(σ ′σ) = ϕ(
√

db−n).

Let f be the maximal flow given by the theorem above. We now show how

to define a suitable measure on the space of infinite paths. Define

µ̃({ all paths through σ ′σ}) = f (σ ′σ).

It is easily checked that the collection C of sets of the form

{ all paths through σ ′σ}

together with the empty set is a semi-algebra; this means that if S,T ∈ C ,

then S∩T ∈ C and Sc is a finite disjoint union of sets in C . Because the flow

through any vertex is preserved, µ̃ is finitely additive. Compactness (Lemma

3.1.4) then implies countable additivity. Thus, using Theorem A1.3 of Durrett

(1996), we can extend µ̃ to a measure µ on the σ -algebra generated by C . We

can interpret µ as a Borel measure on K satisfying

µ(Iσ ) = f (σ ′σ),

where Iσ is the cube associated with the vertex σ . Since K is closed, any x ∈
Kc is in one of the sub-cubes removed during the construction. Hence, µ is

supported on K. Since the flow is legal we have

µ(Iσ )≤ ϕ(|Iσ |)≡ ϕ(σ)

for every b-adic cube Iσ . Any cube J can be covered by Cd b-adic cubes of

smaller size, and so since ϕ is increasing

µ(J)≤Cdϕ(|J|).

Let Γ be a b-ary tree in the tree description of the set K (see Section 2.4). Now
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each b-adic cover of K corresponds to a cut-set of the tree Γ and vice versa, so

inf
Π

C(Π) = inf
Π

∑
e∈Π

C(e) = inf
Π

∞

∑
k=1

∑
e∈Π,|e|=k

ϕ(
√

db−k) = H̃ ϕ
∞ (K)≥ H ϕ

∞ (K),

where H̃ ϕ
∞ is the b-adic grid Hausdorff content of K. By the MaxFlow-MinCut

Theorem,

µ(K) = ‖ f‖= inf
Π

C(Π)≥ H ϕ
∞ (K),

and so µ satisfies all the required conditions.

3.2 The dimension of product sets

Theorem 3.2.1 (Marstrand Product Theorem) If A ⊂ Rd , B ⊂ Rn are com-

pact, then

dim(A)+dim(B)≤ dim(A×B)≤ dim(A)+dimp(B). (3.2.1)

Note that for the upper bound on dim(A×B) we do not need the compactness

of either A or B.

Proof We start with the left hand inequality. Suppose α < dim(A) and β <

dim(B). By Frostman’s Lemma there are Frostman measures µA,µB, supported

on A and B respectively, such that for all D, F ,

µA(D)≤Cd |D|α ,

µB(F)≤Cn|F |β .

To apply the mass distribution principle to µA × µB it suffices to consider sets

of the form D×F where |D|= |F |. Then

µA ×µB(D×F)≤CdCn|D|α+β ,

it is a Frostman measure for A×B. The Mass Distribution Principle implies

that dim(A×B)≥ α +β ; taking α → dim(A), β → dim(B) gives the left hand

inequality.

Now for the right hand inequality. First we prove

dim(A×B)≤ dim(A)+dimM (B). (3.2.2)

Choose α > dim(A) and β > dimM (B). Then, we can find ε0 such that N(B,ε)

≤ ε−β for any ε < ε0. For any δ > 0 we can also find a cover {A j} of A

satisfying |A j| ≤ ε0 for all j and ∑ j |A j|α < δ .
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For each j cover B by a collection {B jk}
L j

k=1 of balls with |B jk| = |A j|. We

can do this with L j ≤ |A j|−β . The family {A j ×B jk} j,k covers A×B and so

∑
j

L j

∑
k=1

|A j ×B jk|α+β ≤
√

2∑
j

L j|A j|α+β

≤
√

2∑
j

|A j|α

<
√

2δ

for any δ > 0. Thus the α +β Hausdorff content of A×B is zero, and hence

dim(A×B) ≤ α +β . Taking limits as α → dim(A) and β → dimM (B) gives

(3.2.2).

To finish the proof we use the formula (2.7.4) to cover B by closed sets {Bk}
such that supn dimM (Bk)≤ dimp(B)+ ε . Thus (using Exercise 1.7)

dim(A×B)≤ sup
k

dim(A×Bk)≤ dim(A)+dimp(B)+ ε .

Taking ε → 0 gives the theorem.

Example 3.2.2 In Chapter 1 we computed the dimension of the Cantor mid-

dle thirds set C and of the product C×C (see Examples 1.1.3 and 1.3.4), and

found

dim(C×C) = log3 4 = 2log3 2 = 2dim(C).

Thus equality holds in Marstrand’s Product Theorem (as required since C

is self-similar and hence its packing, Minkowski and Hausdorff dimensions

agree).

Example 3.2.3 Recall Examples 1.3.2 and 1.4.2: suppose S ⊂ N, and define

AS = {x = ∑∞
k=1 xk2−k} where

xk ∈
{
{0,1}, k ∈ S

{0}, k 6∈ S.

We showed that

dimM (AS) = limsup
N→∞

#(S∩{1, . . . ,N})
N

,

(note that by Lemma 2.8.1, dimp(AS) = dimM (AS) also) and

dim(AS) = dimM (AS) = liminf
N→∞

#(S∩{1, . . . ,N})
N

.
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Now let

S =
∞⋃

j=1

[(2 j−1)!,(2 j)!), Sc =
∞⋃

j=1

[(2 j)!,(2 j+1)!).

In this case it is easy to check that

liminf
N→∞

#(S∩{1, . . . ,N})
N

= liminf
N→∞

#(Sc ∩{1, . . . ,N})
N

= 0,

so that dim(AS) = dim(ASc) = 0. On the other hand, if

E = AS ×ASc = {(x,y) : x ∈ AS,y ∈ ASc},

then we claim dim(E)≥ 1. To see this, note that

[0,1]⊂ AS +ASc = {x+ y : x ∈ AS,y ∈ ASc},

since we can partition the binary expansion of any real number in [0,1] appro-

priately. Thus the map

(x,y)→ x+ y

defines a Lipschitz map of E onto [0,1]. Since it is easy to see that a Lipschitz

map cannot increase Hausdorff dimension, we deduce that dim(E) ≥ 1. This

gives an example of strict inequality on the left side of (3.2.1) in Marstrand’s

Product Theorem.

Example 3.2.4 For A= [0,1] and B= AS as in the previous example, we have

dimp(B) = dimp(AS) = dimM (AS) = d(S) = 1 > 0 = d(S) = dim(AS),

and hence

1 = dim(B× [0,1])≤ dimB+dimp[0,1] = dimB+1 < dimpB+dim[0,1] = 2.

This gives an example of a strict inequality in the right hand side of (3.2.1).

3.3 Generalized Marstrand Slicing Theorem

We now return to a topic we first discussed in Chapter 1; intersecting a set with

subspaces of Rn, i.e., slicing the set. Our earlier result (Theorem 1.6.1) said that

if A ⊂ R2, then for almost every x ∈ R the intersection of A with the vertical

line Lx passing through x has dimension ≤ dim(A)− 1 if dim(A) ≥ 1. The

generalization we consider here is based on the following question. Suppose
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F ⊂R2 with dim(F)≥ α; given a set A ⊂ [0,1] with dim(A)≥ α , can we find

an x ∈ A with

dim(Fx)≤ dim(F)−α

where Fx = {y : (x,y) ∈ F}? We cannot expect to make the right hand side

any smaller because of the following example: take sets A,B so that dim(B) =

dimp(B). Theorem 3.2.1 (Marstrand’s Product Theorem) says that for F = A×
B, we have dim(Fx) = dim(B) = dim(F)−dim(A) for all x ∈ A.

Theorem 3.3.1 (Generalized Marstrand Slicing Theorem) Suppose µ is a

probability measure on A ⊂ [0,1] that satisfies µ(I) ≤ C|I|α , for all intervals

I ⊂ [0,1]. If F ⊂ [0,1]2 has dimension ≥ α , then

dim(Fx)≤ dim(F)−α

for µ-almost every x in A.

Proof This proof follows the one in Chapter 1. The idea is to take γ > dim(F)

and show that ∫

A
H γ−α(Fx)dµ(x)< ∞,

and hence dim(Fx)≤ γ −α at µ-almost every x in A.

For ε > 0, cover F by squares {Q j}= {A j×B j} with |Q j|< ε and ∑ j |Q j|γ <
ε . Let

f (x,y) = ∑
j

|Q j|γ−1−α 1Q j
(x,y).

Then, with µ as in the hypothesis,

∫

A

∫ 1

0
f (x,y)dydµ(x) = ∑

j

|Q j|γ−1−α |B j|µ(A j),

with µ(A j)≤C|A j|α ≤C|Q j|α , and |B j| ≤ |Q j|. So

∫

A

∫ 1

0
f (x,y)dydµ(x)≤C∑

j

|Q j|γ <Cε .

Now define

Qx
j =

{
B j, x ∈ A j

/0, x 6∈ A j

.
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The {Qx
j} form a cover of Fx. By Fubini’s Theorem,

∫

A

∫ 1

0
f (x,y)dydµ(x) =

∫

A

(∫ 1

0
f (x,y)dy

)
dµ(x)

≥
∫

A
∑

j

|Qx
j|γ−α dµ(x)

≥
∫

A
H γ−α

ε (Fx)dµ(x).

Thus

0 ≤
∫ 1

0
H γ−α

ε (Fx)dµ(x)≤Cε .

Now let ε ց 0 and we get

0 =
∫ 1

0
H γ−α(Fx)dµ(x),

so H γ−α(Fx) = 0 µ-almost everywhere in A. Taking γ → dimF gives the

result.

Corollary 3.3.2 If E is a compact subset of {x : dim(Fx) > dim(F)−α},

where F ⊆ [0,1]2 with dimension ≥ α , then dim(E)≤ α .

Proof If dim(E)>α , then there is a Frostman measure µ on E with µ(E)= 1

and µ(I)≤C|I|α for all cubes. Then the theorem says that dim(Fx)≤ dim(F)−
α for µ-almost every x ∈ E. This contradiction gives the result.

Example 3.3.3 In Example 1.6.4 we saw that if G is the Sierpinski gasket

and Gx is the vertical slice at x then Gx = AS for S = {n : xn = 0}, where {xn}
is the binary expansion of x. Thus

dim(Gx) = liminf
n→∞

1

N

N

∑
n=1

(1− xn),

and

dim({x : dim(Gx)≥ p}) = dim

({
x : limsup

N→∞

1

N

N

∑
n=1

xn ≤ 1− p

})

= dim(Ã1−p),

where Ãp is the set defined in Example 1.5.5. It follows from the argument

there that the dimension of this set is

dim(Ã1−p) =

{
h2(p), p ≥ 1/2

1, p ≤ 1/2.
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Thus

dim({x : dim(Gx)≥ dim(G)−α}) = dim({x : dim(Gx)≥ log2 3−α})

=





0, α ≤ log2 3−1

h2(log2 3−α), log2 3−1 ≤ α ≤ log2 3−1/2

1, α ≥ log2 3−1/2.

Since log2 3− 1
2
≈ 1.08496 > 1, the third case is consistent with the corollary.

A little more work shows

h2(p)≤ log2 3− p,

on [1/2,1], hence taking p = log2 3−α ,

h2(log2 3−α)≤ α,

on [log2 3−1, log2 3−1/2], again as required by the corollary.

3.4 Capacity and dimension

Motivated by Frostman’s Lemma we make the following definition.

Definition 3.4.1 For a Borel measure µ on Rd and α > 0 we define the α-

dimensional energy of µ to be

Eα(µ) =
∫

Rd

∫

Rd

dµ(x)dµ(y)

|x− y|α ,

and for a set K ⊂ Rd we define the α-dimensional capacity of K to be

[
inf
µ

Eα(µ)

]−1

,

where the infimum is over all Borel probability measures supported on K. If

Eα(µ) = ∞ for all such µ , then we say Capα(K) = 0.

Pólya and Szegő defined the critical α for the vanishing of Capα(K) to be

the capacitary dimension of K, but this name is no longer used because of the

following result.

Theorem 3.4.2 (Frostman (1935)) Suppose K ⊂ Rd is compact.

(i) If H α(K)> 0 then Capβ (K)> 0 for all β < α .

(ii) If Capα(K)> 0 then H α(K) = ∞.

In particular, dim(K) = inf{α : Capα(K) = 0}.
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Using the inner regularity of Borel measures in Rd (see Folland (1999a))

one can deduce that Capα(A) > 0 for a Borel set A implies that Capα(Λ) > 0

for some compact Λ ⊂ A. This implies that the set K is not σ -finite for H α

whenever Capα(K)> 0 (use Exercise 3.13).

Proof We start with (i). Suppose H α(K) > 0. Then by Frostman’s Lemma

there is a positive Borel probability measure µ supported on K so that

µ(B)≤C|B|α ,

for all balls B. Take a β < α and fix a point x ∈ K. If |K| ≤ 2r, then

∫

K

dµ(y)

|x− y|β =
∞

∑
n=−r

∫

2−n−1≤|y−x|≤2−n

dµ(y)

|x− y|β

≤
∞

∑
n=−r

µ(B(x,2−n))2β (n+1)

≤C
∞

∑
n=−r

2−nα 2nβ ≤ M < ∞

where C and M are independent of x. Thus Eβ (µ)≤ M‖µ‖< ∞ and therefore

Capβ (K)> 0.

Now for part (ii). Since Capα(K) > 0, there is a positive Borel measure µ

on K with Eα(µ)< ∞. Hence for sufficiently large M, the set

K1 = {x ∈ K :

∫

K

dµ(y)

|x− y|α ≤ M}

has positive µ measure. One can write this integral as a sum and use summation

by parts to get,

∫

K

dµ(y)

|x− y|α ≥
∞

∑
n=−r

µ({2−n−1 ≤ |y− x| ≤ 2−n})2nα

=
∞

∑
n=−r

(
µ(B(x,2−n))−µ(B(x,2−n−1))

)
2nα

=C1 +
∞

∑
n=−r

(
(2nα −2(n−1)α)µ(B(x,2−n))

)

=C1 +C2

∞

∑
n=−r

2nα µ(B(x,2−n)).

If x ∈ K1, then the integral, and thus the sum, is finite, so

lim
n→∞

µ(B(x,2−n))

2−nα
= 0.
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The Mass Distribution Principle implies H α(K1) = ∞, hence H α(K) = ∞.

The capacities defined above with respect to the kernels L(x,y) = |x− y|−α

can be generalized to other kernels, just as Hausdorff measures generalize to

other gauge functions besides tα . One kernel that will be very important for our

later study of Brownian motion and harmonic measure in R2 is the logarithmic

kernel,

L(x,y) = log
1

|x− y| .

As before we define the energy of a measure as

E (µ) =
∫

Rd

∫

Rd
log

1

|x− y| dµ(x)dµ(y),

and define

Caplog(K) =
(

inf
µ∈Pr(K)

E (µ)
)−1

.

This is also called the Robin’s constant and is sometimes denoted γ(K) or

r(K). However, since the logarithmic kernel is not positive this is not a mono-

tone set function. It is sometimes more convenient to deal with

R(K) = sup
µ∈Pr(K)

e−E (µ) = exp(−1/Caplog(K)).

This is a monotone set function, and if K is a disk then R(K) equals its radius.

3.5 Marstrand Projection Theorem

Let K ⊂ R2 be a compact set and let Πθ be the orthogonal projection of R2

onto the line through the origin in the direction (cosθ ,sinθ), for θ ∈ [0,π).

Since Πθ is Lipschitz and Πθ K ⊂ R,

dim(Πθ K)≤ min{dim(K),1}.

Marstrand’s Theorem (Marstrand, 1954) states that for almost all directions

equality holds. We will prove the following stronger version due to Kaufman

(1968):

Theorem 3.5.1 If Capα(K) > 0 for some 0 < α < 1, then for almost every

θ , the capacity Capα(Πθ K)> 0.

This has the following corollary.

Corollary 3.5.2 If dim(K) ≤ 1, then dim(Πθ K) = dim(K) for almost every

θ .
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Proof Take α < dim(K). By Part (i) of Theorem 3.4.2, Capα(K) > 0, so by

Theorem 3.5.1, Capα(Πθ K) > 0 for almost every θ . By Part (ii) of Theorem

3.4.2, dim(Πθ K) ≥ α for almost every θ . The set of θ depends on α , but by

intersecting over all rational α < dim(K) we get a single set of full measure

for which the result holds.

Proof of Theorem 3.5.1 Let µ be a measure on K with Eα(µ) < ∞, α < 1

and consider the projected measure µθ = Πθ µ on R defined by µθ (A) =

µ(Π−1
θ (A)) or equivalently by

∫

R
f (x)dµθ (x) =

∫

R2
f (Πθ (y))dµ(y).

It is enough to show that µθ has finite energy for a.e. θ , which will follow from

the stronger fact
∫ π

0
Eα(µθ )dθ < ∞.

Let us write this integral explicitly as (using Fubini’s theorem)
∫ π

0
Eα(µθ )dθ =

∫ π

0

∫∫
dµθ (t)dµθ (s)

|t − s|α dθ

=
∫ π

0

∫

K

∫

K

dµ(x)dµ(y)

|Πθ (x− y)|α dθ

=
∫

K

∫

K

∫ π

0

dθ

|Πθ (x− y)|α dµ(x)dµ(y)

=
∫

K

∫

K

1

|x− y|α
∫ π

0

dθ

|Πθ (u)|α
dµ(x)dµ(y),

where u = (x− y)/|x− y| is the unit vector in the direction (x− y). The inner

integral does not depend on u and converges (since α < 1), so we can write it

as a constant Cα and pull it out of the integral. Thus
∫ π

0
Eα(µθ )dθ =Cα

∫

K

∫

K

dµ(t)dµ(s)

|x− y|α =CαEα(µ)< ∞,

by hypothesis.

If K has dimension 1, then Marstrand’s Theorem says dim(Πθ K) = 1 for

almost every θ . However, even if H 1(K) is positive this does not guarantee

that L1(Πθ K) is positive, where L1 is the Lebesgue measure on the real line.

For example, the standard 1
4
-Cantor set in the plane (also called the four corner

Cantor set) has projections of zero length in almost all directions (Peres et al.,

2003). The proof of this will be given as Theorem 9.5.3. In contrast to this

example we have the following result (Kaufman, 1968).
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Theorem 3.5.3 If Cap1(K)> 0, then L1(Πθ K)> 0 for almost every θ .

The following version of Theorem 3.5.3 is due to Mattila (1990). It involves

the notion of the Favard length of a set

Fav(K) =
∫ π

0
L1(Πθ K)dθ .

(We will deal with Favard length in greater detail in Chapter 10.)

Theorem 3.5.4 If K is compact, Fav(K)≥ π2Cap1(K).

The constant π2 is sharp; equality is obtained when K is a disk. No such es-

timate is true in the opposite direction since a line segment has positive Favard

length but zero 1-dimensional capacity by Theorem 3.4.2, since its H 1 mea-

sure is finite. The statement of Mattila’s Theorem does not imply Kaufman’s

Theorem, since positive Favard length only implies L1(Πθ K) > 0 for a pos-

itive measure set of directions and not almost all directions. However, as a

consequence of the proof we will obtain

Lemma 3.5.5
∫ π

0 L1(Πθ K)−1 dθ ≤ E1(µ), for every probability measure µ

supported on K.

This result implies Kaufman’s Theorem since the integral would be infinite

if L1(Πθ K)= 0 on a set of positive measure. The lemma says that L1(Πθ K)−1 ∈
L1(0,π). It is not known whether it lies in L1+ε for any ε > 0.

We will now sketch how Kaufman proved Theorem 3.5.3 and then give a

complete proof of Theorem 3.5.4. Given a measure µ on K with E1(µ) < ∞,

Kaufman used Fourier transforms and elementary facts about Bessel’s func-

tions to show that ∫ π

0

∫

R
|µ̂θ (s)|2 dsdθ < ∞.

Thus, µ̂θ is in L2 for a.e. θ , and so by the Plancherel formula, dµθ (x) =

fθ (x)dx for some L2 function fθ . In particular, µθ is absolutely continuous

with respect to Lebesgue measure and so supp(µθ )⊂ Πθ K must have positive

length for a.e. θ .

Before beginning the proof of Mattila’s Theorem we record a lemma on the

differentiation of measures that we will need.

Lemma 3.5.6 Suppose ν is a finite Borel measure on R satisfying

liminf
δ→0

ν(x−δ ,x+δ )

2δ
< ∞,

for ν-a.e. x. Then ν ≪ L1, i.e., ν is absolutely continuous with respect to

Lebesgue measure.
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Proof Let A ⊂ R with L1(A) = 0. We wish to show ν(A) = 0. We define

Am =

{
x ∈ A : liminf

δ→0

ν(x−δ ,x+δ )

2δ
≤ m

}
.

By the assumption on ν , given an ε > 0 there is an m big enough so that

ν(A\Am)< ε . Since Am ⊂ A has zero Lebesgue measure we can take an open

set U containing Am with L1(U)≤ ε/m. For each x∈Am take a dyadic interval

Jx with x ∈ Jx ⊂U and

ν(Jx)

|Jx|
≤ 8m.

There is such an interval Jx because x is the center of an interval I ⊂U such that

ν(I)≤ 2m|I|. If we let Jx be the dyadic interval of maximal length contained in

I and containing x, then |Jx| ≥ |I|/4 and ν(Jx) ≤ ν(I), as desired. The family

S = {Jx : x ∈ Am} is a countable cover of Am. Because the intervals are dyadic

we can take a disjoint subcover (take the maximal intervals) and thus

ν(Am)≤ ∑
J∈S

ν(J)≤ 8m ∑
J∈S

|J| ≤ 8mL1(U)≤ 8ε .

Letting ε → 0 proves ν(A) = 0 as desired.

Proof of Lemma 3.5.5 Let K ⊂R2 and µ be a probability measure on K with

E1(µ)< ∞. Put µθ = Πθ µ . Further, let

φθ (t) = liminf
δ→0

µθ (t −δ , t +δ )

2δ
.

We claim that ∫ π

0

∫

R
φθ (t)dµθ (t)dθ ≤ E1(µ).

To prove this we start with Fatou’s lemma, which states that

liminf
n

∫
fndµ ≥

∫
(liminf fn)dµ .

This implies that the left hand side is bounded above by

liminf
δ→0

1

2δ

∫ π

0

∫

R
µθ (t −δ , t +δ )dµθ (t)dθ

= liminf
δ→0

1

2δ

∫ π

0

∫

R

∫

R
1(t−δ ,t+δ )(s)dµθ (s)dµθ (t)dθ .

Now 1(t−δ ,t+δ )(s) = 1 if and only if |s − t| < δ (and is zero otherwise). If

s = Πθ (x) and t = Πθ (y) then this occurs if and only if

|Πθ (x− y)|= |Πθ (x)−Πθ (y)|< δ .
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Using this and Fubini’s theorem the integral becomes

= liminf
δ→0

1

2δ

∫ π

0

∫

K

∫

K
1|Πθ (x−y)|<δ (x,y)dµ(x)dµ(y)dθ

= liminf
δ→0

1

2δ

∫

K

∫

K

∫ π

0
1|Πθ (x−y)|<δ (x,y)dθ dµ(x)dµ(y).

It is fairly easy to check that given x and y, {θ : |Πθ (x−y)|< δ} is an interval

of length 2arcsin(δ/|x− y|). Thus, the integral becomes

= liminf
δ→0

1

2δ

∫

K

∫

K
2arcsin

δ

|x− y| dµ(x)dµ(y). (3.5.1)

Note that since arcsin(0) = 0, the definition of derivative implies

lim
δ→0

1

δ
arcsin

δ

|x− y| = arcsin′
( t

|x− y|
)
|t=0 =

1

|x− y| ,

and it is easy to check that

sup
δ→0

1

δ
arcsin

δ

|x− y| ≤
π

|x− y| ,

which by assumption is in L1(µ). Hence, we can invoke the Lebesgue Dom-

inated Convergence Theorem to bring the limit inside the integral and (3.5.1)

becomes

=

∫

K

∫

K
liminf

δ→0

1

δ
arcsin

δ

|x− y| dµ(x)dµ(y)

=
∫

K

∫

K

1

|x− y| dµ(x)dµ(y) = E1(µ).

This is the claim we wished to prove.

Using the claim we now know that for a.e. θ
∫

R
φθ (t)dµθ (t)< ∞,

which implies that φθ (t)< ∞ for µθ -a.e. t. By the previous lemma this implies

µθ is absolutely continuous for a.e. θ and that

φθ =
dµθ

dt
.

Using this, the claim becomes

∫ π

0

∫

R

(
dµθ

dt

)2

dt dθ ≤ E1(µ).
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Now use the Cauchy–Schwarz inequality

1 = (µθ (Πθ K))2 =

(∫

R
1Πθ K

dµθ

dt
dt

)2

≤ L1(Πθ K)

∫

R

(
dµθ

dt

)2

dt.

Thus

L1(Πθ K)−1 ≤
∫

R

(
dµθ

dt

)2

dt.

Integrating dθ over [0,π] gives
∫ π

0
L1(Πθ K)−1 dθ ≤ E1(µ).

Proof of Theorem 3.5.4 To finish the proof of Mattila’s Theorem we use the

Cauchy–Schwarz Inequality again and apply the above inequality

π2 =

(∫ π

0
L1(Πθ K)1/2L1(Πθ K)−1/2 dθ

)2

≤
∫ π

0
L1(Πθ K)dθ

∫ π

0
L1(Πθ K)−1 dθ

≤ Fav(K)E1(µ).

Thus

Fav(K)≥ π2

E1(µ)
.

Taking the supremum over all probability measures supported on K gives the

result.

Much more can be said about projections of sets K that have finite H 1

measure. We will prove in Section 9.5 that certain self-similar Cantor sets of

dimension 1 project onto zero length in almost all directions. This is a spe-

cial case of a more general result of Besicovitch (see the Notes at the end of

Chapter 9).

3.6 Mapping a tree to Euclidean space preserves capacity

We have already seen that it is very useful to think of b-adic cubes in Rd as

forming a tree and associating subsets of Rd with subtrees of this tree. This is

a theme that will also be important later in the book. In this section we record a

result that allows us to compare the capacity of a subset of Rd with the capacity

of the associated tree.

In order to interpret theorems proved on trees as theorems about sets in
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Euclidean space, we employ the canonical mapping R from the boundary of

a bd-ary tree Γ(bd) (every vertex has bd children) to the cube [0,1]d . Formally,

label the edges from each vertex to its children in a one-to-one manner with

the vectors in Ω = {0,1, . . . ,b− 1}d . Then, the boundary ∂Γ(bd) is identified

with the sequence space ΩN and we define R : ΩN → [0,1]d by

R(ω1,ω2, . . .) =
∞

∑
n=1

ωnb−n. (3.6.1)

Similarly, a vertex σ of Γ(bd) is identified with (ω1, . . . ,ωk) ∈ Ωk if |σ | = k,

and we write R(σ) for the cube of side b−k obtained as the image under R of

all sequences in ΩN with prefix (ω1, . . . ,ωk).

With the notation above, let T be a subtree of the bd-ary tree Γ(bd), so we

may take ∂T ⊆ ΩN. Two points ξ and η in the boundary of a tree correspond

to infinite paths in the tree, and we let ξ ∧η denote the maximum subpath they

have in common and |ξ ∧η | the length of this path. Moreover, if σ is a vertex

of the tree, we write ξ ≥ σ to denote that σ is on the path corresponding to ξ

(i.e., ξ is “below” σ in the tree). Equip X = ∂T with the metric

ρ(ξ ,η) = b−|ξ∧η |.

Let µ be a Borel measure on ∂T . For increasing f : N∪{0}→ (0,∞), define

E f (µ) =
∫

∂T

∫

∂T
f (|ξ ∧η |)dµ(ξ )dµ(η),

and

Cap f (T ) =

(
inf

µ(∂T )=1
E f (µ)

)−1

.

The notions of energy and capacity are meaningful on any compact metric

space (X ,ρ). Given a decreasing function g : (0,∞) → (0,∞), define the g-

energy of a Borel measure µ by

Eg(µ) =
∫

X

∫

X
g(ρ(x,y))dµ(x)dµ(y),

and the g-capacity of a set Λ by

Capg(Λ) =

(
inf

µ(Λ)=1
Eg(µ)

)−1

.

Rather than using different symbols for energy and capacity when they occur

on different spaces, we use the same symbols for both and depend on context

(where does the measure or set involved live) to supply the correct definition

to apply. For example, the following result uses energy and capacity on both
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the boundary of a tree and on Euclidean space (trees on the left side of the

displayed equations and Euclidean space on the right side).

Theorem 3.6.1 Given a decreasing function g : (0,∞)→ (0,∞) define f (n) =

g(b−n). Then for any finite measure µ on ∂T we have

E f (µ)< ∞ ⇔ Eg(µR−1)< ∞, (3.6.2)

and, in fact, the ratio of these two energies is bounded between positive con-

stants depending only on the dimension d. It follows that

Cap f (T )> 0 ⇔ Capg(R(∂T ))> 0.

Proof Using summation by parts, the energy on ∂T can be rewritten:

E f (µ) =
∞

∑
n=1

∫ ∫

|ξ∧η |=n
f (n)dµ(ξ )dµ(η)

=
∞

∑
k=0

h(k)(µ ×µ){|ξ ∧η | ≥ k} ,

where h(k) = f (k)− f (k−1) and by convention f (−1) = 0. Since

{|ξ ∧η | ≥ k}=
⋃

|σ |=k

{ξ ∧η ≥ σ}=
⋃

|σ |=k

({ξ ≥ σ}∩{η ≥ σ}) ,

we obtain

E f (µ) =
∞

∑
k=0

h(k) ∑
|σ |=k

µ(σ)2 =
∞

∑
k=0

h(k)Sk (3.6.3)

where Sk = Sk(µ) = ∑|σ |=k µ(σ)2. Now we wish to adapt this calculation to

the set R(∂T ) in the cube [0,1]d . First observe that the same argument yields

Eg(µR−1)≤
∞

∑
n=−r

g(b−n)(µR−1 ×µR−1)
{
(x,y) : b−n < |x− y| ≤ b1−n

}

=
∞

∑
k=−r

h(k)(µR−1 ×µR−1)
{
(x,y) : |x− y| ≤ b1−k

}
, (3.6.4)

where r is a positive integer such that
√

d ≤ br+1.

For vertices σ ,τ of T we write σ ∼ τ if R(σ) and R(τ) intersect (this is

not an equivalence relation!). If x,y ∈ R(∂T ) satisfy |x−y| ≤ b1−k, then there

exist vertices σ ,τ of T with |σ |= |τ |= k−1 and σ ∼ τ satisfying x ∈ R(σ)

and y ∈ R(τ). Therefore

(µR−1 ×µR−1)
{
(x,y) : |x− y| ≤ b1−k

}
≤ ∑

|σ |=|τ |=k−1

1{σ∼τ}µ(σ)µ(τ).
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Now use the inequality

µ(σ)µ(τ)≤ µ(σ)2 +µ(τ)2

2

and the key observation that

#({τ ∈ T : |τ |= |σ | and τ ∼ σ})≤ 3d for all σ ∈ T,

to conclude that

(µR−1 ×µR−1)
{
(x,y) : |x− y| ≤ b1−k

}
(3.6.5)

≤ 1

2

(
∑
σ

∑
τ∼σ

µ(σ)2 +∑
τ

∑
σ∼τ

µ(τ)2
)

≤ 1

2

(
∑
σ

µ(σ)23d +∑
τ

µ(τ)23d
)

≤ 3dSk−1.

It is easy to compare Sk−1 to Sk: Clearly, |σ |= k−1 implies that

µ(σ)2 =

(
∑

τ≥σ ; |τ |=k

µ(τ)

)2

≤ bd ∑
τ≥σ ; |τ |=k

µ(τ)2

and therefore

Sk−1 ≤ bdSk. (3.6.6)

Combining this with (3.6.3), (3.6.4) and (3.6.5) yields

Eg(µR−1)≤ (3b)d
∞

∑
k=0

h(k)Sk = (3b)dE f (µ).

This proves the direction (⇒) in (3.6.2).

The other direction is immediate in dimension d = 1 and easy in general:

Eg(µR−1)≥
∞

∑
k=0

g(b−k)(µR−1 ×µR−1)
{
(x,y) : b−k−1 < |x− y| ≤ b−k

}

=
∞

∑
n=0

h(n)(µR−1 ×µR−1)
{
(x,y) : |x− y| ≤ b−n

}

≥
∞

∑
n=0

h(n)Sn+l ,

where l is chosen to satisfy bl ≥ d1/2 and therefore
{
(x,y) : |x− y| ≤ b−n

}
⊇

⋃

|σ |=n+l

(R(σ)×R(σ)).
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Figure 3.7.1 Random Cantor sets for d = b = 2 and p = .5, .6, .7, .8, .9, .99

Invoking (3.6.6) we get

Eg(µR−1)≥ b−dl
∞

∑
n=0

h(n)Sn = b−dlE f (µ)

which completes the proof of (3.6.2). The capacity assertion of the theorem

follows, since any measure ν on R(∂T )⊆ [0,1]d can be written as µR−1 for

an appropriate measure µ on ∂T .

3.7 Dimension of random Cantor sets

Fix a number 0< p< 1 and define a random set by dividing the unit cube [0,1]d

of Rd into bd b-adic cubes in the usual way. Each cube is kept with probability

p, and the kept cubes are further subdivided, and again each subcube is kept

with probability p. The result is a random Cantor set denoted by Λd(b, p), or

more precisely, a measure on the space of compact subsets of [0,1]d that we

will denote µp in this section. If a property holds on a set of full µp measure,

we will say it holds almost surely. A few examples of such sets are illustrated

in Figure 3.7.1. These were drawn using 8 generations and the values d = b= 2

and p ∈ {.5, .6, .7, .8, .9, .99}.
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Theorem 3.7.1 If p ≤ b−d , then Λd(b, p) is empty µp almost surely. If p >

b−d , then µp-almost every set is either empty or has Hausdorff dimension d +

logb p. Moreover, the latter occurs with positive probability and almost surely

the Minkowski dimension of the set exists and equals the Hausdorff dimension.

This was first proved in Hawkes (1981). We will actually give another proof

of this later in the book, using Lyons’ beautiful theorem on percolation on trees

(see Section 8.3). However, the direct proof is simple and is a nice illustration

of the ideas introduced in this chapter.

In terms of the corresponding trees, these random Cantor sets have a simple

interpretation. We start with the usual rooted tree Γ = Γ(bd) where each ver-

tex has bd children and we select edges with probability p and consider the

connected component of the chosen edges that contains the root. Our random

Cantor sets then correspond to the boundary of these random subtrees. The

equivalence of dimension (see Section 1.3) and capacity under the canonical

mapping from trees to sets yields that it suffices to do all our computations in

the tree setting.

The first thing we want to do is compute the expected number of vertices at

level n. Given a vertex we can easily compute the probability of having exactly

k children as

qk = pk(1− p)N−k

(
N

k

)
,

where we set N = bd for the remainder of this section. Thus, the expected

number of vertices in the first generation is

m = pN =
∞

∑
k=0

kqk.

(In our case, this sum has only finitely many terms since qk = 0 for k > N, but

many of our calculations are valid for branching processes given by the data

{qk} only assuming finite mean and variance.)

Let Γ denote the full N-ary tree and Q = Q(Γ) denote the set of (finite or

infinite) rooted subtrees of Γ (with the same root as Γ). We say a finite tree in

Q has depth n if the maximum distance from any vertex of T to the root is n.

A basis for the topology of Q is given by “cylinder sets” Q(T ), determined by

fixing a finite rooted tree T of depth at most n by setting Q(T ) equal to the set

of all T ′ ∈ Q whose truncation to the first n levels equals T . The µp measure

of such a cylinder set is

µp(Q(T )) = ∏
σ∈T,|σ |<n

pk(σ)(1− p)N−k(σ),
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where k(σ) is the number of children of the vertex σ and ∂T is identified with

the leaves of T . Let Zn(T ) denote the number of nth generation vertices of T .

This is a random variable on the probability space (Q,µp) and, as usual, we

define its expectation by

EZn =
∫

Q
Zn(T )dµp(T ).

Also in keeping with probabilistic notation, if A,B ⊂ Q, we write,

P(A) = µp(A),

and let

P(A|B) = µp(A∩B)/µp(B)

be the probability of A conditioned on B.

Lemma 3.7.2 EZn = mn.

Proof This is easy by induction. We have already observed EZ1 = m and in

general,

EZn =
∞

∑
k=0

E(Zn|Zn−1 = k)P(Zn−1 = k)

= ∑
k

mkP(Zn−1 = k)

= mEZn−1 = mn.

Already, this is enough to give the correct upper estimate for the dimension

of our random Cantor sets. Recall that N(A,ε) is the minimum number of balls

of diameter ε needed to cover A.

Lemma 3.7.3 Suppose A is a random set in [0,1]d so that

EN(A,b−n)≤Cbαn.

Then dimM (A)≤ α .

Proof Fix ε > 0 and note that by the Monotone Convergence Theorem

E
∞

∑
n=0

N(A,b−n)

bn(α+ε)
=

∞

∑
n=0

EN(A,b−n)

bn(α+ε)
≤

∞

∑
n=0

Cbαn

bn(α+ε)
< ∞.

Thus ∑∞
n=0

N(A,b−n)

bn(α+ε) converges, and hence N(A,b−n) ≤ Cbn(α+ε), for almost

every A. Letting ε ↓ 0 through a countable sequence gives the lemma.
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Combining the last two lemmas shows that our random Cantor sets has di-

mension at most d + logb p, since

mn = bn logb m = bn logb bd p = bn(d+logb p).

To prove that this is also a lower bound (at least when we condition on the

event that the set is non-empty) is harder, and will occupy most of the rest of

this section. The main point is to show that for almost every T ∈ Q(Γ), either

Zn(T ) = 0 for large enough n or Zn(T ) ≥ Cmn for some positive constant C

(which may depend on T ). To do this, define the random variable on Q,

Wn = m−nZn.

The main result we need is that

Theorem 3.7.4 Assume ∑k k2qk < ∞ (which is automatic for random Cantor

sets). There is a function W ∈ L2(Q,µp) so that Wn → W pointwise almost

everywhere and in L2. Moreover, the sets {T : W (T ) = 0} and ∪n{T : Zn(T ) =

0} are the same up to a set of µp measure zero.

We will prove this later in the section. For the present, we simply use this re-

sult to compute the capacity of our sets using the kernel f (n) = bαn on the tree.

Under the assumptions of the theorem, for every vertex σ ∈ T the following

limit exists a.s.:

W (σ) = lim
n→∞

m−nZn(T,σ),

where Zn(T,σ) denotes the number of nth level vertices of T that are de-

scendants of σ . It is easy to check that this is a flow on T with total mass

W (T ). Moreover, W (σ) is a random variable on Q with the same distribu-

tion as m−|σ |W for every σ ∈ T . For σ /∈ T we let W (σ) = 0. Therefore

EW (σ)2 = m−2|σ |EW 2P(σ ∈ T )< ∞ by Theorem 3.7.4.

According to formula (3.6.3), the f -energy of the measure determined by

the flow above is given by

Ẽ f (W ) =
∞

∑
n=0

∑
σ∈Γn

[ f (n)− f (n−1)]W (σ)2,

where Γn denotes the nth level vertices of the full tree Γ. Thus, the expected

energy is

EẼ f (W ) =
∞

∑
n=0

∑
σ∈Γn

[ f (n)− f (n−1)]E(W (σ)2)

=
∞

∑
n=0

∑
σ∈Γn

[ f (n)− f (n−1)]m−2nE(W 2)P(σ ∈ T ).
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The probability that σ ∈ T is the probability that all the edges connecting it to

the root are in T . Each edge is chosen independently with probability p, so this

probability is pn. Thus

EẼ f (ν) = E(W 2)
∞

∑
n=0

∑
σ∈Γn

(bαn −bα(n−1))m−2n pn

= E(W 2)(1−b−α)
∞

∑
n=0

bαnNnm−2n pn

= E(W 2)(1−b−α)
∞

∑
n=0

bαnNn(N p)−2n pn

= E(W 2)(1−b−α)
∞

∑
n=0

bn(α−logb m).

This sum is clearly finite if α < logb m = d + logb p. Thus, if W (T ) > 0, the

corresponding set has positive α-capacity for every α < d + logb p and hence

dimension ≥ d+ logb p. This completes the proof of Theorem 3.7.1 except for

the proof of Theorem 3.7.4.

A short proof of Theorem 3.7.4 can be given using martingales. Here we

give a more elementary but slightly longer proof.

Proof of Theorem 3.7.4 Our first goal is to show

E(|Wn −Wn+1|2) = ||Wn −Wn+1||22 <Cm−n.

Clearly,

E(|Wn −Wn+1|2) = m−2n−2E(|mZn −Zn+1|2)

so it is enough to show

E(|Zn+1 −mZn|2)≤Cmn. (3.7.1)

To prove this, we will condition on Zn and write Zn+1 −mZn as a sum of Zn

orthogonal functions {X j} on the space Q of random trees. To do this we will

actually condition on the first n levels of the tree, i.e., fix some finite n-level

tree T with a fixed number Zn of nth level leaves and let Q(T ) be the associated

cylinder set in Q (i.e., all the infinite trees that agree with T in the first n levels).

Let

ET (X) =
1

µp(Q(T ))

∫

Q(T )
X dµp

denote the expectation of X over Q(T ). We will order the Zn leaves of T in

some way and let

X j = ∑
k

(k−m)1Q( j,k),
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where 1X denotes the indicator function of X and Q( j,k) is the set of trees

in Q(T ) so that the jth leaf of T has k children. Note that µp(Q( j,k)) =

qkµp(Q(T )). Note that ∑
Zn
j=1 X j for a particular tree T ′ ∈ Q(T ) is the total num-

ber of (n+1)st level vertices in T ′ minus mZn. Thus

Zn+1(T
′)−mZn(T

′) =
Zn

∑
j=1

X j(T
′).

Next we claim that the mean value of X j is zero.

ET (X j) = ∑
k

(k−m)qk = 0,

since ∑k kqk = m. Next we want to see that Xi and X j are orthogonal if i 6= j.

Choose i < j. The sets Q(i, l) and Q( j,k) are independent, so

µ
(

Q(i, l)∩Q( j,k)
)
= µ(Q(i, l))µ(Q( j,k))

and hence Xi and X j are independent. Thus ET (XiX j) = ET (Xi)ET (X j) = 0.

Finally, we need the L2 norm of the X j to be bounded uniformly. Note,

ET (|X j|2) = ∑
k

|k−m|2qk ≡ σ2,

which we assume is bounded.

Thus, if we take expected values over Q(T ) we get

ET (|Zn+1 −mZn|2) = ET

(∣∣∣∣
Zn

∑
j=1

X j

∣∣∣∣
2)

=
Zn

∑
j=1

ET (|X j|2) =
Zn

∑
j=1

σ2 = σ2Zn(T ),

as desired. Now we have to write Q as a finite disjoint union of sets of the form

Q(T ). Since the expected value over Q(T ) is σ2Zn(T ) and the expected value

(over all nth level trees T ) of Zn(T ) is mn, we get that

E(|Zn+1 −mZn|2) = ∑
T

ET (|Zn+1 −mZn|2)µp(Q(T ))

= σ2 ∑
T

Zn(T )µp(Q(T )) = σ2mn,

as desired.

We have now proven that ||Wn −Wn−1||2 ≤Cm−n/2. This easily implies that

the sequence {Wn} is Cauchy in L2 and hence converges in the L2 norm to a

function W . Moreover, W ≥ 0 since the same is true for every Wn. Furthermore,

EW = lim
n
EWn = lim

n
m−nEZn = 1,

and so {T : W (T )> 0} must have positive measure.
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To see that Wn converges pointwise almost everywhere to W , note that using

the Cauchy-Schwarz Inequality we get

E∑
n

|Wn −Wn−1|= ∑
n

E|Wn −Wn−1|

≤ ∑
n

||Wn −Wn−1||2

≤ ∑
n

Cm−n/2,

which converges if m > 1 (the case m ≤ 1 is considered later). Since the left

hand side must be finite almost everywhere and hence the series converges

absolutely for almost every T . Thus Wn →W almost everywhere, as desired.

Since Zn(T ) = 0 for some n implies W (T ) = 0, the final claim of the theorem

will follow if we show the two sets have the same measure. This can be done

by computing each of them using a generating function argument. Let

f (x) =
∞

∑
k=0

qkxk

be the generating function associated to the sequence {qk}. (As noted before,

in the case of random Cantor sets this is a finite sum and f is a polynomial,

but the argument that follows is more general.) Since f is a positive sum of the

increasing, convex functions {qkxk}, it is also increasing and convex on [0,1].

Furthermore, f (1) = 1, f (0) = q0 and f ′(1) =∑k kqk =m. If m> 1, this means

that f has a unique fixed point x0 < 1 that is zero if q0 = 0 and is q0 < x0 < 1

if q0 > 0. The plot in Figure 3.7.2 shows some of these generating functions.

We claim that P(Zn = 0) and P(W = 0) can be computed in terms of the

generating function f . Let qk, j = P(Zn+1 = j |Zn = k). Each of the k vertices

has children with distribution {qi} independent of the other k − 1 vertices.

Thus, the probability of choosing exactly j children overall is the coefficient

of x j in

(q0 +q1x+q2x2 + · · ·)k,

or, in other words, the generating function of {qk, j} is

∑
j

qk, js
j = [ f (s)]k.

Now let q
(n)
j = P(Zn = j |Z0 = 1) be the n-step transition probabilities. Let Fn

be the corresponding generating function associated to the sequence (q
(n)
j ) j.

We claim that Fn = f (n) where f (n) = f ◦ · · ·◦ f denotes the n fold composition

of f with itself. We prove this by induction, the case n = 1 being obvious.
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Figure 3.7.2 The generating functions f described in the text for d = 1, b = 2 and

p = .1, .25, .75. Note that f ′(1) = ∑k kqk is the expected number of children.

Computing q
(n+1)
j from q

(n)
j gives

q
(n+1)
j = ∑

k

q
(n)
k qk, j,

so in terms of generating functions,

Fn+1(x) = ∑
j

q
(n+1)
j x j = ∑

k

∑
j

q
(n)
k qk, jx

j = ∑
k

q
(n)
k [ f (x)]k

= Fn( f (x)) = f (n)( f (x)) = f (n+1)(x),

as desired.

Thus P(Zn = 0) = f (n)(0). Since f is a strictly increasing function on [0,1],

the iterates of 0 increase to the first fixed point of f . If m > 1, this is the point

x0 described above. If m ≤ 1, then the first fixed point is 1. Thus, if m > 1, Zn

remains positive with positive probability and if m ≤ 1, it is eventually equal

to zero with probability equal to 1.

To compute the probability of {W = 0}, let r = P(W = 0) and note that

r = ∑
k

P(W = 0|Z1 = k)P(Z1 = k) = ∑
k

rkqk = f (r).

Thus r is a fixed point of f . If m > 1, then we saw above that EW = 1, so we

must have r < 1 and so r = x0 = P(Zn = 0 for some n), as desired.

Next we discuss the probability that a random set Λ hits a deterministic set
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A and see that this depends crucially on the dimensions of the two sets. For

simplicity we assume A ⊂ [0,1] and Λ = Λ(p) = Λ1(2, p)

Lemma 3.7.5 If A ⊂ [0,1] is closed and intersects the random set Λ(2−α)

with positive probability then dim(A)≥ α .

Proof Let b = P(A∩Λ(2−α) 6= /0) > 0. Then for any countable collection

{I j} of dyadic subintervals of [0,1] such that A ⊂⋃ j I j we have

b ≤ ∑
j

P(I j ∩Λ(2−α) 6= /0)≤ ∑
j

P(I j ∩Λn j(2−α) 6= /0).

Here Λn is the nth generation of the construction of Λ(2−α) and n j is defined

so that I j is of length 2−n j . Thus the summand on the right equals (2−α)n j =

|I j|α . Therefore b ≤ ∑ j |I j|α . However, if dim(A) = α1 < α , then there exists a

collection of dyadic intervals {I j} so that A⊂⋃ j I j and so that ∑ j |I j|α < b.

Thus Λ(2−α) almost surely doesn’t hit A if dim(A) < α . In Theorem 8.5.2

we will show these sets do intersect with positive probability if dim(A) > α .

By a random closed set A in [0,1] we mean a set chosen from any probability

distribution on the space of compact subsets of [0,1].

Corollary 3.7.6 If a random closed set A ⊂ [0,1] intersects the independent

random set Λ(2−α) (which has dimension 1−α) with positive probability then

P(dim(A)≥ α)> 0.

Proof This follows from Lemma 3.7.5 by conditioning on A.

Lemma 3.7.7 If a random closed set A satisfies P(A∩K 6= /0)> 0 for all fixed

closed sets K such that dimK ≥ β , then ||dim(A)||∞ ≥ 1−β .

Proof We know from Theorem 3.7.1 that dim(Λ(21−β )) = β = β almost

surely (if the set is non-empty) and so by hypothesis is hit by A with positive

probability. Thus by Corollary 3.7.6, dim(A)≥ 1−β with positive probability

and hence ||dim(A)||∞ ≥ 1−β .

3.8 Notes

The left hand inequality of Theorem 3.2.1 is Marstrand’s Product Theorem

(Marstrand, 1954) and the right hand side is due to Tricot (1982), refining an

early result of Besicovitch and Moran (1945). Theorem 3.2.1 gives upper and

lower bounds for the Hausdorff dimension of a product A×B as

dim(A)+dim(B)≤ dim(A×B)≤ dimp(A)+dim(B).
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We saw an example where both inequalities where sharp, but there is a more

subtle question: For any A are both inequalities sharp? In other words, given

A, do there exist sets B1 and B2 so that

dim(A×B1) = dim(A)+dim(B1),

dim(A×B2) = dimp(A)+dim(B2)?

The first is easy since any set B1 where dim(B1) = dimp(B1) will work, say

B1 = [0,1], or any self-similar set. The second question is harder; in Bishop

and Peres (1996) we prove that it is true by constructing such a B2. A similar

result for sets in R was given independently by Xiao (1996). We state here

the claim for compact sets. By quoting results of Joyce and Preiss (1995) this

implies it is true for the much larger class of analytic sets (which contain all

Borel sets as a proper subclass).

Theorem 3.8.1 Given a compact set A ⊂ Rd and ε > 0 there is a compact

B ⊂ Rd so that dim(B)≤ d −dimp(A)+ ε and dim(A×B)≥ d − ε .

Thus

dimp(A) = sup
B

(dim(A×B)−dim(B)),

where the supremum is over all compact subsets of Rd . It is a simple matter to

modify the proof to take ε = 0. The proof is by construction (that will not be

given here) and applies Lemma 2.8.1(ii).

As discovered by Howroyd (1995) both Frostman’s Lemma 3.1.1 and part

(i) of Theorem 3.4.2 also extends to compact metric spaces, but the proof is dif-

ferent, see Mattila (1995). The proof of part (ii) extends directly to any metric

space, see Theorem 6.4.6.

Theorem 3.6.1 for g(t) = log(1/t) and f (n) = n logb was proved by Ben-

jamini and Peres (1992).

Consider a Borel set A in the plane of dimension at α . For β < α ∧ 1

(the minimum of α and 1), define the set Eβ of directions where the projec-

tion of A has Hausdorff dimension at most β . Then Kaufman (1968) showed

that dim(Eβ ) ≤ α . This was improved by Falconer (1982), who showed that

dim(Eβ ) ≤ 1+β −α , with the convention that the empty set has dimension

−∞. It was extended further in Peres and Schlag (2000), Proposition 6.1.

Many recent papers address the problem of improving Marstrand’s Projec-

tion Theorem for specific sets, and in particular for self-similar sets. Let K

be the attractor of { fi}ℓi=1, where the fi are planar similitudes. In (Peres and

Shmerkin, 2009, Theorem 5) it is shown that dimH(Πθ K) = min(dimH K,1)

for all θ , provided the linear part of some fi is a scaled irrational rotation.
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Without the irrationality assumption this is not true, but it follows from work

of Hochman (2014) that dimH(Πθ K) = min(dimH K,1) outside of a set of

θ of zero packing (and therefore also Hausdorff) dimension. The methods

of these papers are intrinsically about dimension but, building upon them, in

(Shmerkin and Solomyak, 2014, Theorem C) it is shown that if dimH K > 1,

then L1(Πθ K)> 0 outside of a set of zero Hausdorff dimension of (possible)

exceptions θ . General methods for studying the dimensions of projections of

many sets and measures of dynamical origin, including self-similar sets and

measures in arbitrary dimension, were developed in Hochman and Shmerkin

(2012) and Hochman (2013). The proofs of all these results rely on some ver-

sion of Marstrand’s Projection Theorem.

A related problem concerns arithmetic sums of Cantor sets: if K,K′ ⊂ R

and u ∈ R, the arithmetic sum K + uK′ = {x+ uy : x ∈ K,y ∈ K′} is, up to

homothety, the same as Πθ (K×K′) where u = tan(θ). For these sums, similar

results have been obtained. For example, (Peres and Shmerkin, 2009, Theo-

rem 2) shows that if there are contraction ratios r,r′ among the similitudes

generating self-similar sets K,K′ ⊂ R such that logr/ logr′ is irrational, then

dimH(K+uK′) = min(dimH K+dimH K′,1) for all u ∈R\{0}, and in partic-

ular for u = 1.j

The arguments of Section 3.7 prove, given a kernel f , that almost surely our

non-empty random Cantor sets have positive capacity with respect to f if and

only if

∞

∑
n=1

m−n f (n)< ∞. (3.8.1)

The set of full measure depends on f however. Pemantle and Peres (1995)

proved that there is a set of full µp measure (conditioned on survival) such that

∂T has positive capacity for the kernel f if and only if (3.8.1) holds (with the

set independent of the kernel).

The sets Λd(b, p) defined in Section 3.7 were described by Mandelbrot

(1974) and analyzed by Kahane and Peyrière (1976). The exact measure of

more general random sets was found by Graf et al. (1988). Chayes et al. (1988)

noted that the dimension could be easily inferred from the work in Kahane and

Peyrière (1976) and proved the remarkable result that Λ2(b, p) contains con-

nected components for every b > 1 and p close enough to 1 (depending on b).
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3.9 Exercises

Exercise 3.1 Construct an infinite tree with a legal flow so that no cut-set

attains the infimum cut.

Exercise 3.2 A rooted tree T is called super-periodic if the subtree below

any vertex v ∈ T contains a copy of T (with the root corresponding to v). Show

that if K ⊂ [0,1]d corresponds to a super-periodic tree via dyadic cubes, then

dimM (K) exists and dim(K) = dimM (K). (This is a simpler tree version of

Exercise 2.9 in Chapter 2.)

Exercise 3.3 Give an example of sets E,F ⊂ R with

dim(E)+dim(F)< dim(E ×F)< dim(E)+dim(F)+1.

Exercise 3.4 We define the lower packing dimension dimp(A) of a set A in a

metric space to be

dimp(A) = inf

{
sup
j≥1

dimM (A j) | A ⊂
∞⋃

j=1

A j

}
. (3.9.1)

Show that dim(A)≤ dimp(A).

Exercise 3.5 Prove that dimp(E ×F) ≥ dimp(E) + dimp(F). This is from

Bishop and Peres (1996) and improves a result of Tricot (1982).

• Exercise 3.6 Show that strict inequality is possible in the previous problem,

i.e., there is a compact E so that

dimp(E ×F)−dimp(F)> dimp(E),

for every compact F . See Bishop and Peres (1996).

Exercise 3.7 Show that there are compact sets A ⊂ Rd so that dim(A×B) =

dimp(A)+dim(B) if and only if dim(B) = d −dimp(A).

• Exercise 3.8 Construct two closed sets A,B ⊂ R2, both of dimension 1, so

that dim(A∩ (B+ x)) = 1 for every x ∈ R2.

• Exercise 3.9 Show that we can take ε = 0 in Theorem 3.8.1.

Exercise 3.10 Construct a set E ⊂ R2 so that for every 0 ≤ α ≤ 1 there is a

direction such that dim(Πθ E) = α .

• Exercise 3.11 Recall the middle α Cantor set Cα (Example 1.1.3). Let

E = C1/3 ×C1/3. Show that for almost every direction θ , Πθ E contains an

interval.
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Exercise 3.12 Give an example to show that α capacity is not additive.

Exercise 3.13 Show that if Kn ⊂ Kn+1 for all n ∈ N, then Capα(
⋃

n Kn) =

limn Capα(Kn).

Exercise 3.14 Prove Capα(E ∪F)≤ Capα(E)+Capα(F).

Exercise 3.15 Given two probability measures on E, Prove Eg(
1
2
(µ +ν))≤

1
2
(Eg(µ)+Eg(ν)).

• Exercise 3.16 Show that if T is regular tree (every vertex has the same

number of children), and f is increasing, then E f is minimized by the proba-

bility measure that evenly divides mass among child vertices.

Exercise 3.17 Compute the (log3 2)-capacity of the middle thirds Cantor set.

Exercise 3.18 Prove that E has σ -finite H ϕ measure if and only if H ψ(E)=

0 for every ψ such that

lim
t→0

ψ(t)

ϕ(t)
= 0.

This is from Besicovitch (1956).

Exercise 3.19 Construct a Jordan curve of σ -finite H 1 measure, but which

has no subarc of finite H 1 measure.

Exercise 3.20 Show the π in Theorem 3.5.4 is sharp.

Exercise 3.21 Modify the proof of Lemma 3.7.3 to show that almost surely

H α(A)< ∞.

Exercise 3.22 Suppose we generate random subsets of [0,1] by choosing

dyadic subintervals with probability p. Compute the probability of getting the

empty set (as a function of p).

• Exercise 3.23 Let Zn(T ) denote the number of nth generation vertices of

the random tree T as in Section 3.7, and, as before, let m= pbd be the expected

number first generation vertices. Use generating functions to show that for

m 6= 1,

VarZn = E(|Zn −EZn|2) = σ2mn−1(mn −1)/(m−1),

where

σ2 = VarZ1 = ∑
k

(k−m)2qk.

If m = 1 show the variance of Zn is nσ2. (See Athreya and Ney (1972).)
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Exercise 3.24 If m < 1, show that P(Zn > 0) decays like O(mn).

Exercise 3.25 If m = 1, estimate P(Zn > 0) in terms of f ′′(1).

Exercise 3.26 Suppose we define a random subset of [0,1] iteratively by

dividing an interval I into two disjoint subintervals with lengths chosen uni-

formly from [0, 1
2
|I|]. What is the dimension of the resulting set almost surely?

Exercise 3.27 Suppose A is a random set in R2 generated with b-adic squares

chosen with probability p (we shall call this a (b, p) random set in R2). What

is the almost sure dimension of the vertical projection of A onto the real axis?

Exercise 3.28 If p> 1/b, show that the vertical projection has positive length

almost surely (if it is non empty).

Exercise 3.29 If p > 1/b, does the vertical projection contain an interval

almost surely (if it is non empty)?

Exercise 3.30 With A as above, what is the almost sure dimension of an

intersection with a random horizontal line?

Exercise 3.31 Suppose A1,A2 are random sets generated from b-adic cubes

in Rd with probabilities p1 and p2. Give necessary and sufficient conditions on

p1 and p2 for A1 ∩A2 6= /0 with positive probability.

• Exercise 3.32 Suppose K ⊂ R is a fixed compact set that hits the (2, p)

random set with positive probability. Prove that dim(K)≥− log2 p.

Exercise 3.33 Prove that a (b, p) random set is totally disconnected almost

surely if p < 1/b.

Exercise 3.34 Prove the same if p = 1/b.

Exercise 3.35 Is there an ε > 0 so that the set is almost surely disconnected

if p < (1+ ε)/b?

Exercise 3.36 Consider random sets constructed by replacing p by a se-

quence {pn} (so that edges at level n are chosen independently with probability

pn). Compute the dimension in terms of {pn}.

Exercise 3.37 With sets as in the previous exercise, characterize the se-

quences that give sets of positive Lebesgue measure in Rd .
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Self-affine sets

In Chapter 2 we discussed criteria that imply that the Hausdorff and Minkowski

dimensions of a set agree. In this chapter we will describe a class of self-affine

sets for which the two dimensions usually differ. These sets are invariant under

affine maps of the form (x,y) → (nx,my). We will compute the Minkowski,

Hausdorff and packing dimensions as well as the Hausdorff measure in the

critical dimensions.

4.1 Construction and Minkowski dimension

Suppose n ≥ m are integers and divide the unit square [0,1]2 into n×m equal

closed rectangles, each with width n−1 and height m−1. Choose some subset of

these rectangles and throw away the rest. Divide the remaining rectangles into

n×m subrectangles each of width n−2 and height m−2 and keep those corre-

sponding to the same pattern used above. At the kth stage we have a collection

of n−k ×m−k rectangles. To obtain the next level we subdivide each into n×m

rectangles as above, and keep the ones corresponding to our pattern. Continu-

ing indefinitely gives a compact set that we will denote K. See Figure 1.3.5 for

the construction when n = 3, m = 2.

Here are two alternate ways of describing the same construction.

1. Given an m× n matrix A of 0’s and 1’s, with rows labelled by 0 to m− 1

from bottom to top and columns by 0 to n−1 from left to right, we let

K[A] =

{
(x,y) =

(
∑
k

xkn−k,∑
k

ykm−k
)

: Ayk,xk
= 1 for all k

}
.

119
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2. Given a subset D ⊂ {0, . . . ,n−1}×{0, . . . ,m−1}, we let

K(D) = {
∞

∑
k=1

(akn−k,bkm−k) : (ak,bk) ∈ D for all k}.

Thus, the McMullen set described above corresponds either to the matrix

AM =

(
0 1 0

1 0 1

)
,

or to the pattern

DM = {(0,0),(1,1),(2,0)}.

The matrix representation is nice because it is easy to “see” the pattern in the

matrix, but the subset notation is often more convenient. In what follows, sums

are often indexed by the elements of D, and #(D), the number of elements in

D, will be an important parameter.

A self-affine set K associated to the pattern D is obviously the attractor for

the maps

gi(x,y) = (x/n,y/m)+(ai/n,bi/m),

where {(ai,bi)} is an enumeration of the points in D. If each of these maps

were a similarity (which occurs if and only if n = m), then K would be a self-

similar set and the Hausdorff and Minkowski dimensions would both be equal

to log#(D)/ logn. In general, however, dim(K)< dimM (K).

Theorem 4.1.1 Suppose every row contains a chosen rectangle. Assume n >

m. Then

dimM (K(D)) = 1+ logn

#(D)

m
. (4.1.1)

The assumption that every row contains a chosen rectangle is necessary. In

general, if π denotes the projection onto the second coordinate, then #(π(D))

is the number of occupied rows, and we get

dimM (K(D)) = logm #(π(D))+ logn

#(D)

#(π(D))
.

The general case is left as an exercise (Exercise 4.1).

Proof Let r = #(D) be the number of rectangles in the pattern. At stage j

we have r j rectangles of width n− j and height m− j (recall that n− j ≪ m− j

for integers n > m). Let k = ⌈ logn
logm

j⌉ (round up to next integer). Then, we can

cover each rectangle by mk− j squares of side m−k (∼ n− j) and mk−1− j such

squares are needed. This is where we use the assumption that every row has a
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rectangle in it; thus for any generational rectangle R the horizontal projection

of K(D)∩R onto a vertical side of R is the whole side.

Therefore the total number of squares of side m−k (∼ n− j) needed to cover

K(D) is r jmk− j and so

dimM (K(D)) = lim
j→∞

logr jmk− j

logn j

= lim
j→∞

j logr+(k− j) logm

j logn

=
logr

logn
+

logn

logn
− logm

logn

= 1+ logn

r

m
.

4.2 The Hausdorff dimension of self-affine sets

Theorem 4.2.1 Suppose every row contains a chosen rectangle. Assume n >

m. Then

dim(K(D)) = logm

( m

∑
j=1

r( j)logn m
)
, (4.2.1)

where r( j) is the number of rectangles of the pattern lying in the jth row.

For example, the McMullen set KM is formed with m = 2, n = 3, r(1) = 1

and r(2) = 2. Thus

dimM (KM) = 1+ log3

3

2
= 1.36907 . . . ,

dim(KM) = log2(1+2log3 2) = 1.34968 . . . .

The difference arises because the set KM contains long, narrow rectangles,

some of which lie next to each other. Such “groups” of thin rectangles can

be efficiently covered simultaneously, rather than each covered individually.

Thus, allowing squares of different sizes allows much more efficient coverings.

The proof of (4.1.1) was by a simple box counting argument. The proof of

(4.2.1) is by Billingsley’s Lemma (Lemma 1.4.1), applied to an appropriately

constructed measure.

Fix integers m < n and let α = logm
logn

< 1. Following McMullen (1984) we

use approximate squares to calculate dimension.

Definition 4.2.2 Suppose (x,y) ∈ [0,1)2 have base n and base m expan-

sions {xk},{yk}, respectively. The approximate square of generation k at (x,y),
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Qk(x,y), is defined to be the closure of the set of points (x′,y′) ∈ [0,1)2 such

that the first ⌊αk⌋ digits in the base n expansions of x and x′ coincide, and the

first k digits in the base m expansions of y and y′ coincide. We refer to the rect-

angle Qk(x,y) as an approximate square of generation k since its width n−⌊αk⌋

and height m−k satisfy:

m−k ≤ n−⌊αk⌋ ≤ nm−k

and hence (recall |Q|= diam(Q))

m−k ≤ |Qk(ω)| ≤ (n+1)m−k

In the definition of Hausdorff measure, we can restrict attention to covers

by such approximate squares since any set of diameter less than m−k can be

covered by a bounded number of approximate squares Qk, see also the remarks

following the proof of Billingsley’s Lemma in Chapter 1. In what follows we

write αk where more precisely we should have written ⌊αk⌋.

Proof of Theorem 4.2.1 Any probability vector {p(d) : d ∈ D}= p defines a

probability measure µp on K(D) that is the image of the product measure pN

under the representation map

R : DN → K(D) (4.2.2)

given by

{(ak,bk)}∞
k=1 →

∞

∑
k=1

(akn−k,bkm−k).

Any such measure is supported on K(D), so the dimensions of these mea-

sures all give lower bounds for the dimension of K(D). (See Definition 1.4.3

of the dimension of a measure.) We shall show that the supremum of these di-

mensions is exactly dim(K(D)). In fact, we will restrict attention to measures

coming from probability vectors p such that

p(d) depends only on the second coordinate of d, (4.2.3)

i.e., all rectangles in the same row get the same mass.

Let (x,y) be in K(D). Suppose {xν}, {yν} are the n-ary and m-ary expan-

sions of x and y. We claim that

µp(Qk(x,y)) =
k

∏
ν=1

p(xν ,yν)
k

∏
ν=αk+1

r(yν), (4.2.4)

where for d = (i, j) ∈ D we denote r(d) = r( j), the number of elements in row

j. To see this, note that the n−k×m−k rectangle defined by specifying the first k
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digits in the base n expansion of x and the first k digits in the base m expansion

of y has µp-measure ∏k
ν=1 p(xν ,yν). The approximate square Qk(x,y) contains

r(yαk+1) · r(yαk+2) · · · r(yk)

such rectangles, all with the same µp-measure by our assumption (4.2.3), and

so (4.2.4) follows (for notational simplicity we are omitting the integer part

symbol that should be applied to αk). Now take logarithms in (4.2.4),

log(µp(Qk(x,y))) =
k

∑
ν=1

log p(xν ,yν)+
k

∑
ν=αk+1

logr(yν). (4.2.5)

Since {(xν ,yν)}ν≥1 are i.i.d. random variables with respect to µp, the Strong

Law of Large Numbers yields for µp-almost every (x,y):

lim
k→∞

1

k
log
(

µp(Qk(x,y))
)

(4.2.6)

= ∑
d∈D

p(d) log p(d)+(1−α) ∑
d∈D

p(d) logr(d).

The proof of Billingsley’s Lemma extends to this setting (see also Lemma

1.4.4) and implies

dim(µp) =
1

logm
∑

d∈D

p(d)
(

log
1

p(d)
+ log(r(d)α−1)

)
. (4.2.7)

An easy and well known calculation says that if {ak}n
k=1 are real numbers

then the maximum of the function

F(p) =
n

∑
k=1

pk log
1

pk

+
n

∑
k=1

pkak

over all probability measure p is attained at pk = eak/∑l eal , k = 1, . . . ,n. This

is known as Boltzmann’s Principle. (See Exercise 4.8.) In the case at hand it

says that dim(µp) will be maximized if

p(d) =
1

Z
r(d)α−1 (4.2.8)

where

Z = ∑
d∈D

r(d)α−1 =
m−1

∑
j=0

r( j)α .

For the rest of the proof we fix this choice of p and write µ for µp. Note that

dim(µ) = logm(Z),
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so this is a lower bound for dim(K(D)). To obtain an upper bound denote

Sk(x,y) =
k

∑
ν=1

logr(yν).

Note that 1
k
Sk(x,y) is uniformly bounded. Using (4.2.8), rewrite (4.2.5) in the

form

log µ(Qk(x,y)) =
k

∑
ν=1

log
1

Z
r(yν)

α−1 +

(
k

∑
ν=1

logr(yν)−
αk

∑
ν=1

logr(yν)

)

=−
k

∑
ν=1

logZ +(α −1)Sk(x,y)+Sk(x,y)−Sαk(x,y).

Thus

log µ(Qk(x,y))+ k logZ = αSk(x,y)−Sαk(x,y).

Therefore,

1

αk
log µ(Qk(x,y))+

1

α
logZ =

Sk(x,y)

k
− Sαk(x,y)

αk
. (4.2.9)

Summing the right hand side of (4.2.9) along k = α−1,α−2, . . . gives a tele-

scoping series (strictly speaking, we have to take integer parts of α−1,α−2, . . . ,

but it differs from an honest telescoping series by a convergent series).

Since Sk(x,y)/k remains bounded for all k, it is easy to see

limsup
k→∞

(
Sk(x,y)

k
− Sαk(x,y)

αk

)
≥ 0,

since otherwise the sum would tend to −∞. Thus, by (4.2.9), for every (x,y) ∈
K(D) we have

limsup
k→∞

(log µ(Qk(x,y))+ k logZ)≥ 0.

This implies

liminf
k→∞

log µ(Qk(x,y))

−k
≤ logZ.

Since m−k ≤ |Qk(x,y)| ≤ (n+1)m−k, the last inequality, along with Billingsley’s

Lemma implies that

dim(K(D))≤ logm(Z).

Combining this with the lower bound above, we get

dim(K(D)) =
logZ

logm
,

which is (4.2.1).
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4.3 A dichotomy for Hausdorff measure

Definition 4.3.1 Define the projection π as π(i, j) = j. A digit set D ⊂
{0,1, . . . ,n− 1}×{0,1, . . . ,m− 1} has uniform horizontal fibers if all non-

empty rows in D have the same cardinality, i.e., for all j ∈ π(D) the preimages

π−1( j) have identical cardinalities (otherwise, D has nonuniform horizontal

fibers).

In his paper, McMullen points out that if D has uniform horizontal fibers

then K(D) has positive, finite Hausdorff measure in its dimension, and asks

what is the Hausdorff measure in other cases. See Exercise 4.3 and part (2) of

Theorem 4.5.2. A short and elegant argument found independently by Bedford

and Mandelbrot (unpublished) and by Lalley and Gatzouras (1992) shows that

in these cases the Hausdorff measure of K(D) in any dimension is either zero

or infinity. Here we prove

Theorem 4.3.2 For any gauge function ϕ , the Hausdorff measure H ϕ(K(D))

is either zero or infinity, provided D has nonuniform horizontal fibers.

Proof Assume that ϕ is a gauge function satisfying

0 < H ϕ(K(D))< ∞. (4.3.1)

Since the intersections of K(D) with the #(D) rectangles of the first genera-

tion are translates of each other and the Hausdorff measure H ϕ is transla-

tion invariant, its restriction to K(D) must assign all these rectangles the same

measure. Continuing in the same fashion inside each rectangle, it follows that

the restriction of H ϕ to K(D) is a positive constant multiple of µu, where

u(d) = 1
#(D) for d ∈ D, i.e., u is the uniform probability vector (µu is one of

the measures µp considered in the previous proof). The expression (4.2.7) for

dim(µp) shows that the function p 7→ dim(µp), defined on probability vectors

indexed by D, is strictly concave and hence attains a unique maximum at the

vector p given in (4.2.8). Since D has nonuniform horizontal fibers, this is not

the uniform vector u and therefore

dim(µu)< dim(µp) = γ = dim(K(D)).

For ϕ(t) = tγ (the case considered in Lalley and Gatzouras (1992)) this yields

the desired contradiction immediately; for a general gauge function ϕ one fur-

ther remark is needed. Choose β such that dim(µu)< β < γ = dim(K(D)). By

Egorov’s Theorem (e.g. Theorem 2.33 in Folland (1999a)) and (4.2.6) there is

a set E ⊂ K(D) of positive µu-measure such that the convergence

−1

k logm
log µu(Qk(x,y))→ dim(µu)
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as k → ∞, is uniform on E. Therefore, for large k, the set E may be covered by

m⌊βk⌋ approximate squares Qk.

Since the restriction of H ϕ to K(D) is a positive multiple of µu, necessarily

H ϕ(E)> 0, so the coverings mentioned above force

liminf
t↓0

ϕ(t)

tβ
> 0.

This implies that H ϕ assigns infinite measure to any set of dimension strictly

greater than β and in particular to K(D).

The proof of Theorem 4.3.2 above gives no hint whether H γ(K(D)) is zero

or infinity, but we shall prove in the next section that it is infinity.

The following theorem, due to Rogers and Taylor (1959), refines Billings-

ley’s Lemma (Lemma 1.4.1). Whereas Billingsley’s lemma allows one to com-

pute Hausdorff dimensions, this result allows us to estimate Hausdorff measure

and can handle gauges other than power functions. The proof we give is taken

from Mörters and Peres (2010a).

Theorem 4.3.3 (Rogers–Taylor Theorem) Let µ be a Borel measure on Rd

and let ϕ be a Hausdorff gauge function.

(i) If Λ ⊂ Rd is a Borel set and

limsup
r↓0

µ(B(x,r))

ϕ(r)
< α

for all x ∈ Λ, then H ϕ(Λ)≥ α−1 µ(Λ).

(ii) If Λ ⊂ Rd is a Borel set and

limsup
r↓0

µ(B(x,r))

ϕ(r)
> θ

for all x ∈ Λ, then H ϕ(Λ) ≤ κdθ−1µ(V ) for any open set V ⊂ Rd that

contains Λ, where κd depends only on d.

If µ is finite on compact sets, then µ(Λ) is the infimum of µ(V ) over all

open sets V ⊃ Λ, see, for example, Section 2.18 in Rudin (1987) or Theorem

7.8 in Folland (1999a). Hence µ(V ) can be replaced by µ(Λ) on the right hand

side of the conclusion in (ii).

Proof (i) We write

Λε =
{

x ∈ Λ : sup
r∈(0,ε)

µ(B(x,r))

ϕ(r)
< α

}
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and note that µ(Λε)→ µ(Λ) as ε ↓ 0.

Fix ε > 0 and consider a cover {A j} of Λε . Suppose that A j intersects Λε

and r j = |A j|< ε for all j. Choose x j ∈ A j ∩Λε for each j. Then µ(B(x j,r j))<

αϕ(r j) for every j, whence

∑
j≥1

ϕ(r j)≥ α−1 ∑
j≥1

µ(B(x j,r j))≥ α−1µ(Λε) .

Thus H ϕ
ε (Λ)≥ H ϕ

ε (Λε)≥ α−1µ(Λε). Letting ε ↓ 0 proves (i).

(ii) Let ε > 0. For each x ∈ Λ, choose a positive rx < ε such that B(x,2rx)⊂V

and µ(B(x,rx))> θϕ(rx); then among the dyadic cubes of diameter at most rx

that intersect B(x,rx), let Qx be a cube with µ(Qx) maximal. (We consider here

dyadic cubes of the form ∏d
i=1[ai/2m,(ai + 1)/2m) where ai are integers). In

particular, Qx ⊂V and |Qx|> rx/2 so the side-length of Qx is at least rx/(2
√

d).

Let Nd = 1+ 8⌈
√

d⌉ and let Q∗
x be the cube with the same center zx as Qx,

scaled by Nd (i.e., Q∗
x = zx +Nd(Qx − zx)). Observe that Q∗

x contains B(x,rx),

so B(x,rx) is covered by at most Nd
d dyadic cubes that are translates of Qx.

Therefore, for every x ∈ Λ, we have

µ(Qx)≥ N−d
d µ(B(x,rx))> N−d

d θϕ(rx) .

Let {Qx( j) : j ≥ 1} be any enumeration of the maximal dyadic cubes among

{Qx : x ∈ Λ}. Since these cubes are pairwise disjoint and Qx ⊂ D(x,rx) we get

µ(V )≥ ∑
j≥1

µ(Qx( j))≥ N−d
d θ ∑

j≥1

ϕ(rx( j)) .

The collection of cubes {Q∗
x( j) : j ≥ 1} forms a cover of Λ. Since each of these

cubes is covered by Nd
d cubes of diameter at most rx( j), we infer that

H ϕ
ε (Λ)≤ Nd

d ∑
j≥1

ϕ(rx( j))≤ N2d
d θ−1µ(V ).

Letting ε ↓ 0 proves (ii).

4.4 The Hausdorff measure is infinite

We saw in the last section that the Hausdorff measure of a self-affine set (in

the nonuniform case) must be either 0 or ∞. Now we will prove that it must be

the latter.

Theorem 4.4.1 Assume the digit set D has nonuniform horizontal fibers and

let γ = dim(K(D)). Then

H γ(K(D)) = ∞.
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Furthermore, K(D) is not σ -finite for H γ .

Note the contrast with the self-similar sets that have positive and finite Haus-

dorff measure in their dimension (see Section 2.1). More precise information

can be expressed using gauge functions:

Theorem 4.4.2 If D has nonuniform horizontal fibers and γ = dim(K(D)),

then H ϕ(K(D)) = ∞ for

ϕ(t) = tγ exp

(
−c

| log t|
(log | log t|)2

)

provided c > 0 is sufficiently small. Moreover, K(D) is not σ -finite with respect

to H ϕ .

Let us start with the motivation for the proof of Theorem 4.4.1. If the hor-

izontal and vertical expansion factors n and m were equal, the factors r(yν)

would disappear from the formula (4.2.4) for the µp-measure of an approxi-

mate square and to maximize dim(µp) we would take p to be uniform. In our

case m < n and the factors r(yν) in (4.2.4) occur only for ν > αk. Therefore,

it is reasonable to perturb McMullen’s measure µp from (4.2.4) by making it

more uniform in the initial generations. Thus, we obtain a measure on K(D)

that is slightly “smoother” then the one previously constructed, which implies

K(D) is “large” in some sense.

Fine-tuning this idea leads to the following. Assume D has nonuniform hor-

izontal fibers, and let p be the probability vector given by (4.2.8). Let p(1) = p.

Fix a small δ > 0. For each k ≥ 2 define a probability vector p(k) on D by

p(k) =

(
δ

logk

)
u+

(
1− δ

logk

)
p, (4.4.1)

where u is the uniform probability vector on D. Denote by λδ the image under

the representation map R (see (4.2.2)) of the product measure ∏∞
k=1 p(k) on DN.

Theorem 4.4.3 With the notation above, there exist δ > 0 and c > 0 such

that the measure λδ satisfies

lim
k→∞

logλδ (Qk(x,y))− logϕ(m−k) =−∞ (4.4.2)

for λδ -a.e. (x,y) in K(D), where

ϕ(t) = tγ exp

(
−c

| log t|
(log | log t|)2

)
(4.4.3)

and

γ = dim(K(D)).
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Proof In complete analogy with (4.2.5) above, we obtain

logλδ (Qk(x,y)) =
k

∑
ν=1

log p(ν)(xν ,yν)+
k

∑
ν=αk+1

logr(yν).

On the right hand side we have sums of independent random variables, that are

typically close to their expectations

fδ (k)
def
=

∫

K(D)
logλδ (Qk(x,y))dλδ

=
k

∑
ν=1

∑
d∈D

p(ν)(d) log p(ν)(d)+
k

∑
ν=αk+1

∑
d∈D

p(ν)(d) logr(d). (4.4.4)

More precisely, by the Law of the Iterated Logarithm (Hoeffding, 1963, §18.3),

| logλδ (Qk(x,y))− fδ (k)|= O
(
(k log logk)1/2

)
(4.4.5)

for λδ -almost all (x,y) in K(D). In fact, weaker estimates (O(k1−ε)) would

suffice for our purposes.

For any probability vector {q(d)}d∈D denote

J(q) = ∑
d∈D

q(d) logq(d).

Observe that for ε > 0:

J((1− ε)p+ εu) = J(p)− ε∆+O(ε2),

where

∆ = ∑
d∈D

(p(d)−u(d)) log p(d)

is strictly positive because

∆ =
1

2|D| ∑
d∈D

∑
d′∈D

(p(d)− p(d′))(log p(d)− log p(d′))

is a sum of non-negative numbers and p 6= u.
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Returning to (4.4.4), we find that

fδ (k) =
k

∑
ν=1

J(p(ν))+
k

∑
ν=αk+1

∑
d∈D

p(ν)(d) logr(d)

= kJ(p)−
k

∑
ν=2

δ

logν
∆+O

(
k

∑
ν=2

(
δ

logν

)2
)

+(1−α)k ∑
d∈D

p(d) logr(d)

+
k

∑
ν=αk+1

δ

logν ∑
d∈D

(u(d)− p(d)) logr(d)+O(1).

Recalling that log p(d) = (α −1) logr(d)− logZ we get

fδ (k)+ k logZ =−∆δ
k

∑
ν=2

1

logν
+

k

log2 k
O(δ 2)

+
∆δ

1−α

k

∑
ν=αk+1

1

logν
+O(1).

Therefore,

fδ (k)+ k logZ =
∆δ

1−α

(
(α −1)

∫ k

2

dt

log t
+

∫ k

αk

dt

log t

)
(4.4.6)

+
k

log2 k
O(δ 2)+O(1).

A change of variables shows that

(α −1)
∫ k

2

dt

log t
+
∫ k

αk

dt

log t
= α

∫ k

2

dt

log t
−
∫ k

2α−1

αds

log(αs)

= α logα
∫ k

2α−1

ds

logs log(αs)
+O(1)

≤ α logα
k

log2(k)
+O(1)

since logα < 0. Thus, if we choose δ > 0 and c1 > 0 small enough, (4.4.6)

implies

fδ (k)+ k logZ ≤−2c1
k

log2 k
+O(1).

Utilizing (4.4.5) we infer that for λδ -a.e. (x,y),

logλδ (Qk(x,y))≤−k logZ − c1
k

log2 k
+O(1). (4.4.7)
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Finally, if c in (4.4.3) is small (e.g., 2c logm ≤ c1), then (4.4.2) follows from

(4.4.7).

Proof of Theorem 4.4.1 and Theorem 4.4.2 Choose δ > 0 and c> 0 such that

the measure λδ defined in the previous proposition satisfies (4.4.2). The set

Kc =

{
(x,y) ∈ K(D) | lim

k→∞

ϕ(m−k)

λδ (Qk(x,y))
= ∞

}

has full λδ -measure by (4.4.2). Part (i) of Theorem 4.3.3 implies that H ϕ(K(D))≥
H ϕ(Kc) = ∞, proving Theorem 4.4.2. Since ϕ(t)≤ tγ for 0 < t < 1/e, it fol-

lows that H γ(K(D)) = ∞, proving Theorem 4.4.1. Non σ -finiteness follows

easily by changing the value of c.

The observant reader may have noticed a slight discrepancy between the

statement of the Rogers-Taylor Theorem (Theorem 4.3.3) and its application

in the proof above. The theorem was stated in terms of shrinking balls centered

at x, but was applied to a sequence of shrinking “approximate cubes” {Qk}
containing x. The proof of part (i) the Rogers-Taylor theorem gives a lower

bound for the ϕ-sum of a covering of a set; to estimate Hausdorff measure up

to a constant factor, it suffices to consider coverings by approximate cubes, and

this is the version applied above.

4.5 Notes

The expression (4.2.9) for the µ-measure of an approximate square implies that

if D has nonuniform horizontal fibers, then µ is carried by a subset of K(D) of

zero γ-dimensional measure. Indeed, by the law of the iterated logarithm (see

Theorem 7.2.1), the set

K∗ =

{
(x,y) ∈ K(D) : limsup

k→∞

αSk(x,y)−Sαk(x,y)

(k log logk)
1
2

> 0

}

has full µ-measure. By (4.2.9), limsupk→∞ µ(Qk(x,y))m
kγ = ∞ for (x,y) ∈

K∗, and Proposition 4.3.3 below yields H γ(K∗) = 0. Urbański (1990) proves

refinements of this involving gauge functions.

In Chapter 2 we defined packing dimension dimp, the packing measure Pθ

and the packing pre-measure P̃θ . We also proved there (Theorem 2.8.4) that if

K is a compact set that is the attractor for strictly contracting, bi-Lipschitz map-

pings { f1, . . . , fn}, then the packing dimension of K equals its upper Minkowski

dimension. We have previously noted that a self-affine set is the attractor for a

set of affine contractions so this result applies, i.e.,
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B

B

A

A B

A

Figure 4.5.1 The “A” and “B” boxes in the finite type definition

Lemma 4.5.1 Let D ⊂ {0, . . . ,n−1}×{0, . . . ,m−1} be a pattern. Then

dimp(K(D)) = dimM (K(D)) = logm #(π(D))+ logn

#(D)

#(π(D))
.

The following theorem describes the packing measure at the critical dimen-

sion (Peres, 1994a).

Theorem 4.5.2 Let θ = dimp(K(D)).

(1) If D has nonuniform horizontal fibers, then Pθ (K(D)) = ∞ and further-

more, K(D) is not σ -finite for Pθ .

(2) If D has uniform horizontal fibers, then

0 < Pθ (K(D))< ∞.

There is a more complicated construction that generalizes the self-affine

sets, and which is analogous to the shifts of finite type we considered ear-

lier (see Example 1.3.3). In the earlier construction we had a single collection

of squares. Here we have a set of patterns {D1, . . . ,DN}. Each pattern consists

of a collection of level 1 squares and a labeling of each square with one of the

numbers {1, . . . ,N} (repeats allowed). We start by assigning the half-open unit

square a label in {1, . . . ,N}, say J. We then divide the unit square into n×m

half-open rectangles and keep those corresponding to the pattern DJ . Each of

the subsquares that we keep has a label assigned to it by the pattern DJ and we

subdivide the squares using the pattern corresponding to the label.

In Figure 4.5.1 we have two patterns labelled “A” and “B”, respectively.

Figure 4.5.2 shows the set generated after four generations by these patterns if

we assume the unit square is type A.

The Minkowski dimension of these sets can be computed in terms of the

spectral radius of certain matrices and the Hausdorff dimension in terms of
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Figure 4.5.2 A Finite type self-affine Cantor set (4 generations)

the behavior of certain random products of matrices. For details the reader is

referred to Kenyon and Peres (1996).

Other generalizations of the McMullen-Bedford Carpets was analyzed by

Lalley and Gatzouras (1992) and Barański (2007). Earlier, quite general self-

affine sets were considered by Falconer (1988) who showed that for almost

all choices of parameters, the resulting self-affine has equal Hausdorff and

Minkowski dimensions. For surveys of self-affine sets see Peres and Solomyak

(2000) and Falconer (2013).

Let K = K(D), where D ⊂ {1, . . . ,m} × {1, . . . ,n} with logm/ logn irra-

tional. It is proved in Ferguson et al. (2010) that dimH(Pθ K) = min(dimH K,1)

for all θ ∈ (0,π/2)∪ (π/2,π); in other words, the only exceptional directions

for the dimension part of Marstrand’s Projection Theorem are the principal

directions (which clearly are exceptional).

Theorems 4.4.1 and 4.4.2 are both due to Peres (1994b). He also proves that

if the exponent 2 on the log | log t| is replaced by θ < 2 in Theorem 4.4.2, then

H ϕ(K(D)) = 0.

4.6 Exercises

Exercise 4.1 Show that if #(π(D)) ≤ m of the rows are occupied then the

Minkowski dimension of the self-affine set in Theorem 4.1.1 is

logm #(π(D))+ logn

#(D)

#(π(D))
.

Exercise 4.2 Prove that the Hausdorff and Minkowski dimensions of K(D)

agree if and only if D has uniform horizontal fibers.
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Exercise 4.3 Show that if D has uniform horizontal fibers, then K(D) has

positive finite Hausdorff measure in its dimension.

Exercise 4.4 Show that Theorem 4.2.1 is still correct even if not every row

contains a chosen square (we interpret 0logn m as 0).

Exercise 4.5 Compute the dimension of a self-affine set of finite type if we

assume the number of rectangles in corresponding rows is the same for each

pattern.

Exercise 4.6 Construct a finite type self-affine set that is the graph of a con-

tinuous real valued function. Can this be done with a regular (not finite type)

set?

Exercise 4.7 Let KM be the McMullen set. What is supdim(K̃) as K̃ ranges

over all microsets of KM?

Exercise 4.8 Prove Boltzmann’s Principle: If {ak}n
k=1 are real then the max-

imum of the function

F(p) =
n

∑
k=1

pk log
1

pk

+
n

∑
k=1

pkak,

over all probability measures p is attained at pk = eak/∑l eal , k = 1, . . . ,n.

Exercise 4.9 Suppose K is compact and is Ta,b invariant. How big can the

difference dimM (K)−dim(K) be?

Exercise 4.10 Fix 0<α < 1. Use self-affine sets to construct a set K such that

almost every vertical cross section has dimension 0 and almost every horizontal

cross section has dimension α .

Exercise 4.11 Fix 0 < α,β < 1. Use self-affine sets to construct a set K

such that almost every vertical cross section has dimension β and almost every

horizontal cross section has dimension α .

Exercise 4.12 How small can the dimension of K be in the previous exercise?

By the Slicing Theorem it must be at least 1+max(α,β ). Can it be this small?

Exercise 4.13 Suppose K is a finite type self-affine set and let n(i, j) be the

number of rows in pattern i that have j elements. If n(i, j) is independent of i

show that

dim(K) = logm ∑
j

n(i, j) jlogn m.
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Exercise 4.14 This and the following exercises compute the dimensions of

some random self-affine sets. Divide a square into nm rectangles of size 1
n
× 1

m
,

assuming m = na with a < 1. Assume each rectangle is retained with probabil-

ity p= n−b and repeat the process to get a limiting set K. Show K is non-empty

if mnp > 1.

• Exercise 4.15 Show the random affine set in the previous problem has

upper Minkowski dimension ≤ 2−b.

• Exercise 4.16 If np > 1, show the random affine set in Exercise 4.14 has

Hausdorff dimension ≥ 2−b.
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Graphs of continuous functions

In this chapter we consider very special sets: graphs of continuous functions.

The primary example we examine is the Weierstrass nowhere differentiable

function. We will give a proof of its non-differentiability and compute the

Minkowski dimension of its graph.

5.1 Hölder continuous functions

Given a function f on [a,b]⊂ R, its graph is the set in the plane

G f = {(x, f (x)) : a ≤ x ≤ b}.

If f is continuous, this is a closed set.

Definition 5.1.1 A function f is Hölder of order α on an interval I if it

satisfies the estimate

| f (x)− f (y)| ≤C|x− y|α ,

for some fixed C < ∞ and all x,y in I. If α = 1, then f is called Lipschitz.

More generally we say that f has modulus of continuity η if η is a positive

continuous function on (0,∞) and

| f (x)− f (y)| ≤Cη(|x− y|),

for some C < ∞.

Lemma 5.1.2 Suppose f is a real valued function that is Hölder of order α on

an interval I. Then the upper Minkowski dimension (and hence the Hausdorff

dimension) of its graph is at most 2−α .

136
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Proof Divide I into intervals of length r. Using the Hölder condition we see

that the part of the graph above any such interval can be covered by (C+1)rα−1

squares of size r. Thus the whole graph can be covered by at most C′rα−2 such

squares, which proves the claim.

Lemma 5.1.3 Suppose K ⊂ Rd and f : Rd → Rn is Hölder of order γ . Then

dim( f (K))≤ 1

γ
dim(K).

Proof Let α > dim(K) and ε > 0 and let {U j} be a covering of K such that

∑ j |U j|α < ε (recall |U |= diam(U)). The covering {U j} is mapped by f to the

covering {Wj}= { f (U j)} that satisfies

|Wj| ≤C|U j|γ .

Thus

∑
j

|Wj|α/γ ≤C∑
j

|U j|α <Cε .

Since α > dim(K) and ε > 0 are arbitrary, this proves the lemma.

Example 5.1.4 Suppose C is the usual Cantor middle thirds set, and µ is the

standard singular measure on C (see Example 1.4.5), then

f (x) =
∫ x

0
dµ

is a continuous function that maps C to [0,1]. See Figure 5.1.1. Moreover,

| f (x)− f (y)|= µ([x,y])≤C|x− y|log3 2,

so f is Hölder of order α = log3 2. This shows that Lemma 5.1.3 is sharp. This

function is called the Cantor singular function.

Figure 5.1.1 The Cantor singular function
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Definition 5.1.5 A function f satisfies a lower Hölder estimate of order α

in I if there exists C > 0 such that for any subinterval J of I, there exist points

x,y ∈ J such that

| f (x)− f (y)| ≥C|J|α .

Lemma 5.1.6 Suppose f is a continuous real valued function that satisfies

lower Hölder estimate of order α in I. Then the lower Minkowski dimension of

its graph is at least 2−α .

Proof There is a C > 0 so that every interval of length r contains two points

x,y so that

| f (x)− f (y)| ≥Crα .

Therefore, using continuity, at least C′rα−2 squares of size r are needed to

cover the graph.

The lower Hölder estimate does not imply by itself that the graph of f has

Hausdorff dimension greater than 1 (Exercise 5.54), but this is true if we also

assume f is Hölder of the same order (Theorem 5.3.3). However, even in this

case the Hausdorff dimension can be strictly smaller than the Minkowski di-

mension (Exercise 5.43).

Example 5.1.7 The Weierstrass function

fα ,b(x) =
∞

∑
n=1

b−nα cos(bnx),

where b is an integer larger than 1 and 0 < α ≤ 1. See Figure 5.1.2.

The formula of the Weierstrass functions has terms that scale vertically by

b−α and horizontally by b, so we might expect it to behave like a self-affine set

with n = b and m = bα and one element chosen from each column, giving D =

n. Then Theorem 4.1.1 predicts the Minkowski dimension is 1+ logn(D/m) =

2−α , and we shall prove this later (Corollary 5.3.2). We shall see that the

Weierstrass function is Hölder of order α , so 2−α is automatically an upper

bound.

It is conjectured that the Hausdorff dimension of the Weierstrass graph is

also 2−α , but this is still open in general. However, Barański et al. (2014)

proved the conjecture in many cases. They show that the formula is correct if

α ∈ (αb,1) for an explcitly given αb that tends to 1/π as b → ∞. Moreover,

they show the formula is correct for all α ∈ (1/b,1) for

f (x) =
∞

∑
n=0

b−nα φ(bnx),
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where φ is a “typical” C3, 1-periodic function on R (i.e., it holds for an open

dense set of such functions in the C3 topology). See Barański et al. (2014) for

the precise value of αb and more on the history of the problem.

Figure 5.1.2 The graph of the Weierstrass function, b = 2, α = 1, 3
4 ,

1
2 ,

1
4 on

[0,4π]

Lemma 5.1.8 If 0 < α < 1 then the Weierstrass function fα ,b is Hölder of

order α . If α = 1 then fα ,b has modulus of continuity η(t) = t(1+ log+b t−1).

Proof Since fα ,b is bounded, it clearly satisfies the desired estimates when

|x− y| ≥ 1. So fix x,y with |x− y| < 1 and choose n so that b−n ≤ |x− y| <
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b−n+1. Split the series defining fα ,b at the nth term,

fα ,b(x) = f1(x)+ f2(x) =
n

∑
k=1

b−kα cos(bkx)+
∞

∑
k=n+1

b−kα cos(bkx).

If α < 1, the first term f1 has derivative bounded by

| f ′1(t)| ≤
n

∑
k=1

bk(1−α) ≤Cbn(1−α).

Therefore

| f1(x)− f1(y)| ≤Cbn(1−α)|x− y| ≤Cb1−α |x− y|α .

If α = 1, then instead of a geometric sum we get

| f ′1(t)| ≤
n

∑
k=1

1 = n ≤C+C logb |x− y|−1 ,

so

| f1(x)− f1(y)| ≤C|x− y|(1+ logb |x− y|−1).

To handle the second term, f2, we note that for 0 < α ≤ 1,

| f2(x)| ≤
∞

∑
k=n+1

b−kα ≤ b−(n+1)α

1−b−α
≤Cb−nα .

Thus,

| f2(x)− f2(y)| ≤ 2Cb−nα ≤ 2C|x− y|α .

Combining the estimates for f1 and f2 gives the estimate for fα ,b.

5.2 The Weierstrass function is nowhere differentiable

The nowhere differentiability of fα ,b was proven by Weierstrass in the case

α < 1− logb(1+
3
2
π) (Weierstrass, 1872) and by Hardy when α ≤ 1. We will

give an easy proof of Hardy’s result using an idea of Freud (1962) as described

in Kahane (1964). Also see Izumi et al. (1965).

It will be convenient to think of the Weierstrass function in the context of

more general Fourier series. Suppose f can be written in the form

f (x) =
∞

∑
n=−∞

aneinx.
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and assume (as will happen in all the cases we consider) that ∑n |an|< ∞. Then

the series converges uniformly to f . Since

∫ π

−π
eikxe−inx dx = 2πδn,k =

{
0, n 6= k

2π, n = k
,

we have

an = lim
m→∞

1

2π

∫ π

−π
[

m

∑
k=−m

akeikx]e−inx dx =
1

2π

∫ π

−π
f (x)e−inx dx.

In complex notation, we can write the Weierstrass function as

fα ,b(x) =−1

2
+

∞

∑
k=−∞

1

2
b−|k|αeisgn(k)b|k|x,

where sgn(k) is the sign of the integer k (sgn(0) = 0), and hence it does have

the desired form.

We will need two other properties of Fourier series. First,

f (x− x0) =
∞

∑
n=−∞

anein(x−x0) =
∞

∑
n=−∞

(ane−inx0)einx,

i.e., translating a function changes only the argument of the Fourier coeffi-

cients. Second, convolving two functions is equivalent to multiplying their

Fourier coefficients. More precisely, if

f (x) =
∞

∑
n=−∞

cneinx, g(x) =
∞

∑
n=−∞

dneinx,

then the convolution

f ∗g(x) =
1

2π

∫ π

−π
f (y)g(x− y)dy =

∞

∑
n=−∞

cndneinx.

We leave the verification to the reader (Exercise 5.15).

Definition 5.2.1 Recall that an infinite sequence of positive integers {nk}k≥1

is lacunary if there is a q > 1 so that nk+1 ≥ qnk for all k. A Fourier series is

lacunary (or satisfies the Hadamard gap condition) if there exists a lacunary

sequence {nk} so that {|n| : an 6= 0} ⊂ {nk}. Clearly the Weierstrass functions

are examples of such series.

In a lacunary Fourier series each term oscillates on a scale for which previ-

ous terms are close to constant. This means that they roughly look like sums

of independent random variables, and indeed, many results for such sums have

analogs for lacunary Fourier series.
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Suppose f has Fourier series

f (x) =
∞

∑
k=−∞

akeinkx.

We saw above that for a general Fourier series the coefficients {ak} could be

computed as

an =
1

2π

∫ π

−π
f (x)e−inx dx.

For lacunary Fourier series it is possible to replace e−inx by a more general

trigonometric polynomial (i.e., a finite sum of terms aneinx). Suppose Tk is a

trigonometric polynomial of degree Lk < min(nk+1 − nk,nk − nk−1) with co-

efficients {cn}. Let g(x) = Tk(x)e
inkx. The Fourier coefficients of g are all 0

except in the interval [nk −Lk,nk +Lk] and the only non-zero coefficient of f

in this interval is at nk. Therefore

1

2π

∫ π

−π
f (x)Tk(x)e

−inkx dx =
1

2π

∫ π

−π
f (x)g(x)dx

=
∞

∑
n=−∞

ancn−nk

= ank
c0,

where

c0 =
1

2π

∫ π

−π
Tk(x)dx.

Thus, if c0 6= 0, the nk coefficient of f is given by

ank
=

∫ π
−π f (x)Tk(x)e

inkx dx
∫ π
−π Tk(x)dx

.

One can obtain estimates on the coefficients {an} by estimating these integrals.

The trick is to choose an appropriate Tk. To prove the Weierstrass function is

nowhere differentiable it is convenient to take Tn = F2
n , i.e., take the square of

the Fejér kernel

Fn(x) = 1+2
n

∑
k=1

(
1− k

n

)
cos(kx) =

1

n

(
sin(nx/2)

sin(x/2)

)2

.

(The proof of this identity is Exercise 5.17.) From the formula it is easy to

check that the Fejér kernel satisfies

Fn(x)≤ min
(

n,
C1

nx2

)
, (5.2.1)
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for all −π ≤ x ≤ π and

Fn(x)≥C2n, (5.2.2)

for |x| ≤ π
2n

(see Exercises 5.18 and 5.19).

-3 -2 -1 1 2 3

2

4

6

8

Figure 5.2.1 The graph of the Fejér kernel, n = 8

Lemma 5.2.2 Let Tn = F2
n . There is a D < ∞, so that for every n

∫ π

−π
|x|Tn(x)dx ≤ D

n

∫ π

−π
Tn(x)dx.

Moreover, there is a constant C′ <∞ and for any δ > 0 there is a C =C(δ )<∞

so that

∫

δ<|x|<π
Tn(x)dx ≤ C

n2
≤ CC′

n3

∫ π

−π
Tn(x)dx.

Proof The estimate (5.2.2) implies

∫ π

−π
Tn(x)dx ≥C2

2

∫ π/2n

0
n2 dx ≥ πC2

2

2
n, (5.2.3)
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and (5.2.1) implies

∫ π

−π
|xTn(x)|dx ≤

∫ π

−π
|x|min

(
n2,

C2
1

n2x4

)
dx

≤ 1+2

∫ π

1/n

C2
1

n2x3
dx

≤ 1+C2
1 .

Thus
∫ π

−π
|x|Tn(x)dx ≤ Dn−1

∫ π

−π
Tn(x)dx,

for D = 2(1+C2
1)/πC2

2 , which is the first part of the lemma. To prove the

second part of the lemma fix δ > 0. Then (5.2.1) implies

∫

δ<|x|<π
Tn(x)dx ≤C2

1

∫

δ<|x|<π
(nx2)−2 dx

≤ C2
1

n2

∫

δ<|x|<π
x−4 dx

≤ C2
1

3δ 3n2
.

Combined with (5.2.3), this gives the desired result.

Theorem 5.2.3 If α ≤ 1 then fα ,b is nowhere differentiable.

Proof Suppose fα ,b is differentiable at x0. Then there is a function of the form

f (x) = fα ,b(x− x0)− c0 − c1eix, so that f (0) = 0 and f ′(0) = 0. Thus for any

ε > 0 we can choose a δ > 0 so that | f (x)| ≤ ε |x| for x ∈ [−δ ,δ ]. Moreover,

all the Fourier coefficients for |n|> 1 of f have the same modulus as those for

fα ,b, i.e.,

f (x) =
∞

∑
n=−∞

aneinx,

where an = |n|−α if |n|= bk and are 0 otherwise (if |n|> 1).

Now fix k and consider the bk coefficient. Choose n so 2n < bk −bk−1 < 4n.

Then by our earlier remarks (and recalling nk = bk)

abk =

∫ π
−π f (x)Tn(x)e

inkx dx
∫ π
−π Tn(x)dx

. (5.2.4)
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By Lemma 5.2.2 the numerator is bounded

∣∣∣
∫ π

−π
f (x)Tn(x)e

inkx dx

∣∣∣≤
∫ π

−π
ε |x|Tn(x)dx+

∫

δ<|x|<π
C1Tn(x)dx

≤C2
ε

n

∫ π

−π
Tn(x)dx+

C3(ε)

n3

∫ π

−π
Tn(x)dx

≤
(C2ε

n
+

C3(ε)

n3

)∫ π

−π
Tn(x)dx,

if n is large enough (depending on ε). Hence

an = o(1/n).

This contradicts the fact that |an|= n−α for some α ≤ 1, so fα ,b could not have

been differentiable at x0.

The proof actually works for general lacunary Fourier series, not just the

Weierstrass function. In fact, it even works more generally (see Exercise 5.27).

It is also sharp in the sense that if f is a lacunary Fourier series whose co-

efficients are an = o(1/n), then f must have finite derivatives on a dense set

(although it may be a set of measure zero). See Exercises 5.25 and 5.26.

We proved that the Weierstrass function does not have a finite derivative at

any point. It is possible, however, that the function has infinite derivatives at

some points, i.e.,

lim
h→0

f (x+h)− f (x)

h
=±∞.

It is known that when α = 1 this actually occurs for a set of dimension 1 (see

Exercise 5.23). It is also known that fα ,b fails to have even infinite derivatives

if α is small enough (depending on b); see Hardy (1916).

5.3 Lower Hölder estimates

We have already seen that if 0 < α < 1 the Weierstrass function fα ,b is Hölder

of order α . In this section we will show that it satisfies a lower Hölder estimate

of order α , which implies a lower bound on the Minkowski dimension of its

graph.

Theorem 5.3.1 If 0 < α < 1, then fα ,b satisfies a lower Hölder estimate of

order α in [−π,π].

Proof Suppose f = fα ,b does not satisfy such an estimate. Then given ε > 0
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we can find an interval J so that f varies by less than ε3|J|α on J. By sub-

tracting a constant from f we can assume f equals zero at the center of this

interval. By translating f we can assume the interval J is centered at 0. Trans-

lating f only changes the arguments of its Fourier coefficients, not their abso-

lute values, and this suffices for the proof below. Thus we may assume that J

is centered at 0 and that f (0) = 0.

Define r > 0 by r = ε |J|/2. Our assumption on J then implies that | f (x)| ≤
ε3|J|α ≤ ε3−2α |x|α ≤ ε |x|α for |x| ∈ [2εr, r

ε ]. We have already proven that f is

Hölder of order α , so there is a C < ∞ so that | f (x)| ≤C|x|α for all x (here and

below, C will denote various constants that may depend on α and b, but not on

f ). Choose k so that b−k ≤ r < b−k+1 and set n = bk −bk−1. Note that r ≍ 1/n.

We want to estimate the coefficients of f using (5.2.4), just as we did in the

proof of Theorem 5.2.3. The numerator of (5.2.4) is bounded from above by

∣∣∣
∫ π

−π
f (x)Tn(x)e

inkx dx

∣∣∣≤
∫

|x|≤2εr
C|x|α Tn(x)dx+

∫

|x|<r
ε |x|α Tn(x)dx

+
∫

|x|≥r
ε |x|α Tn(x)dx+

∫

|x|>r/ε
C|x|α Tn(x)dx

= I + II + III + IV

Equations (5.2.1) and (5.2.2) imply that

|Tn(x)| ≤Cn2 for |x| ≤ r,

and

|Tn(x)| ≤
C

n2x4
for |x| ≥ r.

We use these to estimate each term above. The first term is bounded by

I =C

∫

|x|≤2εr
|x|α n2 dx ≤Cn2(ε/n)1+α =Cn1−α ε1+α .

The second term is bounded by

II ≤C

∫

|x|<r
εn2|x|α dx ≤Cεn1−α .

The third term is bounded by

III ≤
∫

r≤|x|
Cε |x|−4+α n−2 dx ≤Cn−2ε(1/n)−3+α ≤Cεn1−α .

The final term is bounded by

IV ≤
∫

r/ε≤|x|
C|x|−4+α n−2 dx ≤Cn−2(1/εn)−3+α ≤Cε3−α n1−α .
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Since all four terms are bounded above by Cεn1−α and since by (5.2.3) the

denominator of (5.2.4) is bounded below by Cn, we get

b−kα = |abk
| ≤C

εn1−α

n
=Cεn−α ≤Cεb−kα .

If ε is too small this is a contradiction, and so the theorem is proven.

By Lemmas 5.1.2 and 5.1.6 the Hölder lower bound gives:

Corollary 5.3.2 For 0 < α < 1, the graph of fα ,b on [−π,π] has Minkowski

dimension 2−α .

Next we will prove a result of Przytycki and Urbański (1989) that implies

the weaker result that the Hausdorff dimension of the graph of fα ,b is strictly

larger than 1. Recall from earlier that equality is known to hold in some cases,

i.e., Barański et al. (2014).

Theorem 5.3.3 Assume 0 < α < 1. Suppose that a function f is Hölder of

order α on an interval in R, and also satisfies a lower Hölder estimate of order

α in the interval. Then the graph of f has Hausdorff dimension > 1.

Proof For every interval I in the domain of f we assume

C0|I|α ≤ max
I

f −min
I

f ≤C1|I|α .

We will show the graph of f has Hausdorff dimension ≥ 1+ε where ε depends

only on the ratio C1/C0 and α . In fact, by multiplying f by a constant we may

assume C1 = 1. Moreover, by making C0 smaller if necessary, we may assume

it has the form C0 = 4b−α for some integer b > 1.

The proof simply consists of projecting Lebesgue measure on R vertically

onto the graph of f and showing that the resulting measure µ satisfies the

Frostman estimate

µ(B(x,r))≤Cr1+ε .

The mass Distribution Principle then finishes the proof. To prove the desired

estimate we fix a box intersecting the graph of f and use the lower Hölder

estimate to show the graph must leave the box and use the upper estimate to

show that it does not return to the box too quickly.

Consider a square Q that hits the graph G f . Let I be the projection of Q

onto the x-axis. Suppose b is as above and divide I into b equal subintervals

{I1, . . . , Ib}. By the lower Hölder estimate there is a point x ∈ I such that the

distance from (x, f (x)) to Q is at least
C0
2
|I|α − |I|. Suppose x ∈ Ik. Then the
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upper estimate implies that the graph of f above Ik is disjoint from Q provided

C0

2
|I|α −|I|>

( |I|
b

)α
. (5.3.1)

For our choice of b and C0,

( |I|
b

)α
=

1

4
C0|I|α ,

so (5.3.1) holds if

|I|<
( |I|

b

)α
,

which is equivalent to

|I|< b−α/1−α .

We now apply the same argument replacing I by each of the remaining

subintervals {I j}, j 6= k. Each such interval contains a subinterval of length

b−2|I|, above which G f is disjoint from Q provided

C0

2

( |I|
b

)α
−|I|>

( |I|
b2

)α
.

As above, this holds if

|I|<
( |I|

b2

)α
,

which is equivalent to

|I|< b−2α/1−α .

This procedure can be repeated for n steps as long as

C0

2

( |I|
bn−1

)α
−|I|>

( |I|
bn

)α
.

In each step proportion 1
b

of the measure is removed and we can continue as

long as

|I|< b−nα/1−α .

Choose n to be the maximal value for which this holds. By the maximality

of n this fails for n+1, so we have

b−(n+1)α/1−α ≤ |I|

which implies

b−nα/1−α ≤C2|I|.
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Choose ε > 0 so that

1− 1

b
< bε α

α−1 .

Thus {x : (x, f (x)) ∈ Q} has Lebesgue measure at most

|I|
(

1− 1

b

)n

≤ |I|b−nε α
1−α ≤ |I|Cε

2 |I|ε ≤Cε
2 |I|1+ε ,

which completes the proof.

5.4 Notes

According to Weierstrass, Riemann had claimed that the function

f (x) =
∞

∑
n=1

n−2 sin(n2x)

was nowhere differentiable. However, Gerver (1970) showed this was false (he

proved f ′(pπ/q) = −1/2 whenever p and q are odd and relatively prime).

See Figure 5.4.1. See Duistermaat (1991) for a survey of known results on

Riemann’s function. See also Exercise 5.28.

Figure 5.4.1 The graph of the Riemann function on [0,2π], [π − .1,π + .1]
and [π − .01,π + .01]

Besicovitch and Ursell (1937) considered a variant of the Weierstrass func-

tion involving super-lacunary Fourier series. As a special case they showed

that if

f (x) =
∞

∑
k=1

n−α
k sin(nkx),

where nk+1/nk → ∞ and lognk+1/ lognk → 1, then f is Hölder of order α and

G f has Hausdorff dimension exactly 2−α . The formula is also shown to be

correct for the Weierstrass functions with random phases by Hunt (1998).
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Kahane (1985) studies the properties of random Fourier series. A celebrated

example is Brownian motion, which we will study in detail later. We shall show

that it is Hölder of every order < 1/2 and that its graph has dimension 3/2.

Przytycki and Urbański (1989) analyzed the graphs of the Rademacher se-

ries
∞

∑
n=1

2−nγ ϕ(2nx),

where ϕ is the step function ϕ(x) = (−1)⌊x⌋. These graphs are self-affine sets

and their Minkowski dimension is easy to compute. For almost every value of

γ the Hausdorff dimension equals the Minkowski dimension (this depends on

Solomyak’s (1995) extension of a result of Erdős on infinite Bernoulli convolu-

tions (Erdős, 1940)). However, Przytycki and Urbański showed the dimensions

differ when 2γ is a Pisot number (a positive algebraic integer all of whose con-

jugates are in (−1,1)), e.g., the golden mean (1+
√

5)/2.

5.5 Exercises

Exercise 5.1 Prove that if f is continuous, then its graph is a closed set. Is

the converse true?

Exercise 5.2 Show that the graph of a function must have zero area.

Exercise 5.3 Construct a continuous, real-valued function f whose graph has

dimension 2.

Exercise 5.4 Prove that for E ⊂ [0,1],

dim(E) = sup{α : f (E) = [0,1] for some f Hölder of order α}.

Exercise 5.5 What is the dimension of the graph of the Cantor singular func-

tion? (see Example 5.1.4.)

• Exercise 5.6 Refute a statement in a famous paper (Dvoretzky et al., 1961),

page 105, lines 21-23, by showing that for any continuous function f : [0,1]→
R, the set of strict local maxima is countable.

Exercise 5.7 Suppose a function f is Hölder of order α and satisfies a lower

Hölder estimate of order α , for α ∈ (0,1). Is it true that dim( f (K))≥ dim(K)

for every compact set?

Exercise 5.8 Prove that if α > 1 then fα ,b is differentiable.
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• Exercise 5.9 (Riemann–Lebesgue Lemma) If f ∈ L1[0,2π] then

an =
1

2π

∫ π

−π
f (x)einx dx → 0

as |n| → ∞.

• Exercise 5.10 Suppose f : [0,1]→R2 satisfies 1
C
|x−y|α ≤ | f (x)− f (y)| ≤

C|x−y|α for some α ∈ [1/2,1] and a positive finite C. Show that dim( f (K)) =
1
α dim(K) for every compact set K. Show that such maps exist for every α ∈
(1/2,1].

• Exercise 5.11 Show that there is no map as in Exercise 5.10 if α = 1/2.

Exercise 5.12 Suppose

f (x) =
∞

∑
n=−∞

aneinx,

and that the series converges uniformly. Prove that if f is Hölder of order α ,

0 < α , then |an|= O(n−α).

• Exercise 5.13 If we take α = 1 in the previous exercise then we can im-

prove this to |an|= o(n−α).

• Exercise 5.14 Prove that the Weierstrass function f1,b is not Lipschitz.

Exercise 5.15 If

f (x) =
∞

∑
n=−∞

cneinx, g(x) =
∞

∑
n=−∞

dneinx,

(assume the series converges absolutely) then

f ∗g(x) =
1

2π

∫ π

−π
f (y)g(x− y)dy =

∞

∑
n=−∞

cndneinx.

• Exercise 5.16 Prove that

1+2cos(x)+ · · ·+2cos(nx) =
sin(n+ 1

2
)x

sin(x/2)
.

This function is the Dirichlet kernel and is denoted Dn(x).

• Exercise 5.17 Define the Fejér kernel

Fn(x) =
1

n
(D0(x)+ · · ·+Dn−1(x)).

Prove that

Fn(x) =
1

n

( sin(nx/2)

sin(x/2)

)2

.
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Exercise 5.18 Use the previous exercise to deduce that

Fn(x)≤C min
(

n,
1

nx2

)
,

for all x ∈ [−π,π] and

Fn(x)≥Cn,

for x ∈ [−π/2n,π/2n].

• Exercise 5.19 Show that
∫ π

−π
Tn(x)dx =

∫ π

−π
F2

n (x)dx = 2π
(1

3
n+

3

2
+

1

6n

)
.

• Exercise 5.20 (Weierstrass Approximation Theorem) If f is a continuous

2π-periodic function and ε > 0 show that there is a trigonometric polynomial

p so that ‖ f − p‖∞ < ε .

Exercise 5.21 A function f is in the Zygmund class, Λ∗, if there is a C < ∞

such that

sup
x,t

∣∣∣ f (x+ t)+ f (x− t)−2 f (x)

2t

∣∣∣≤C,

for all x and t and some C. Show that the Weierstrass function f1,b is in the

Zygmund class.

Exercise 5.22 Show that if f is in the Zygmund class then it has modulus of

continuity x| logx|, i.e., for all x,y with |x− y| ≤ 1,

| f (x)− f (y)| ≤C|x− y| log |x− y|−1.

• Exercise 5.23 Show that the Weierstrass function f1,b has infinite derivative

on a set of dimension 1.

Exercise 5.24 Show that if f is a real valued function in the Zygmund class,

then its graph has σ -finite one dimensional measure. This is due to Mauldin

and Williams (1986). Housworth (1994) showed this is false for complex val-

ued functions.

Exercise 5.25 Show that if f (x) = ∑∞
n=−∞ aneinx is lacunary and an = o(1/n)

then f is in the little Zygmund class, λ∗, i.e.,

lim
t→0

∣∣∣ f (x+ t)+ f (x− t)−2 f (x)

2t

∣∣∣= 0.

• Exercise 5.26 Show that if f is in the little Zygmund class then f has a

finite derivative on a dense set of points.
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Exercise 5.27 Suppose

f (x) =
∞

∑
n=−∞

aneinx,

where an = 0 unless n ∈ {nk} with limk(nk+1 − nk) = ∞. Prove that if f is

differentiable at even one point, then |an|= o(1/n) (the proof of Theorem 5.2.3

works here.)

Exercise 5.28 Show that

f (x) =
∞

∑
n=1

n−2 sin(n3x),

is nowhere differentiable.

Exercise 5.29 Here is an alternative choice of the kernel used in Section 5.2.

For a positive integer m, set Tk,m(x) = (Dk(x))
m, where Dk is the Dirichlet

kernel defined in Exercise 5.16. If 0 ≤ α < m−1 show
∫ π

0
xα Tk,m(x)dx = k−α+m−1

(∫ ∞

0
uα−m sinm(u)du+o(1)

)
as k → ∞.

• Exercise 5.30 Suppose f is a continuous periodic function that has a deriva-

tive at 0. Prove that for any ε > 0 there is a trigonometric polynomial p so that

| f (x)− p(x)|< ε |x| for all x.

Exercise 5.31 Use the two previous exercises to give an alternate proof of

Theorem 5.2.3. This is the approach of Izumi et al. (1965).

Exercise 5.32 If f has a Fourier series

f (x) = ∑
k

akeinkx,

so that

lk = min(nk+1 −nk,nk −nk−1)→ ∞,

and there is a point x0 where f admits a Taylor expansion of the form

f (x) = c0 + c1(x− x0)+ · · ·+ cp(x− x0)
p +O(|x− x0|α),

for some p ≤ α < p+ 1, then ak = O(l−α
k ). If we replace “O” by “o” in the

hypothesis we also get “o” in the conclusion (Izumi et al., 1965).

Exercise 5.33 If a Fourier series f is lacunary and satisfies

| f (x)− f (x0)| ≤C|x− x0|α , with 0 < α < 1

for all x and some x0, then f is Hölder of order α . (The Weierstrass function

f1,b shows this is not true if α = 1.)
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Exercise 5.34 Suppose that f is a lacunary Fourier series and that f vanishes

on some interval. Prove f is the constant zero function.

• Exercise 5.35 Suppose {nk} is not lacunary, i.e., liminfk nk+1/nk = 1 and

suppose α ≤ 1. Then there is a function

f (x) =
∞

∑
n=−∞

aneinx,

where an = 0 unless n ∈ {nk} such that | f (x)| ≤ C|x|α , but such that f is not

Hölder of order α . This is due to Izumi et al. (1965).

Exercise 5.36 We say that a (complex valued) continuous function f is a

Peano curve on if its image covers an open set in the plane. Prove that

f (x) =
∞

∑
k=1

n−2einnx,

is a Peano curve.

Exercise 5.37 The previous exercise is an easy special case of a result of

Kahane et al. (1963): if f (x) = ∑∞
k=1 akeinkx is lacunary (meaning there is a

q > 1 so that nk+1 ≥ qnk for all k) and there is an A, depending only on q, so

that

|an| ≤ A
∞

∑
k=n+1

|ak|,

for all n, then f is a Peano curve (they actually prove the image of a certain

Cantor set covers an open set). This type of result was first proved by Salem

and Zygmund (1945) when q is sufficiently large. Use the result of Kahane,

Weiss and Weiss to show the following functions define Peano curves:

f (x) =
∞

∑
k=1

k−peinkx, any q > 1, p > 1,

and

g(x) =
∞

∑
k=1

b−kα eibkx, any b,

if α is sufficiently small (depending on b). Prove the second function is not

Peano if α > 1/2.

Exercise 5.38 Show that for every complex number z with |z| ≤ 1 there is a

real x such that

z = lim
N→∞

1

N

N

∑
n=1

einnx.
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Exercise 5.39 Using lacunary sequences, construct a real valued function

f : [0,1]→ [0,1] so that for every a ∈ (0,1),

dim({x : f (x) = a}) = 1.

Exercise 5.40 Interesting graphs can be constructed using self-affine sets.

Fix integers n > m and consider the patterns given by the following four ma-

trices. Start with the pattern given by the matrix A1. If there is a 0 we make no

replacement. Otherwise we replace the rectangle with label j with the pattern

A j.

A1 =

(
0 1 0

2 0 3

)
A2 =

(
0 1 2

2 0 0

)
A3 =

(
3 0 0

0 3 1

)

The resulting set is drawn in Figure 5.5.1. Verify this is the graph of a contin-

uous function.

Figure 5.5.1 A self-affine graph, Exercise 5.40

Exercise 5.41 Another self-affine graph is based on the following patterns:

A1 =

(
0 2 3 0

2 0 0 3

)
A2 =

(
0 0 1 2

1 2 0 0

)

A3 =

(
3 1 0 0

0 0 3 1

)

The resulting set is drawn in Figure 5.5.2. Show that every horizontal cross

section of this graph has dimension log4 2 = 1/2. Thus by Marstrand’s slicing

theorem (Theorem 1.6.1), the dimension of the graph is at least 3/2. Prove the
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graph has exactly this dimension. Thus this graph gives an example where the

Marstrand slicing theorem is sharp.

Figure 5.5.2 Another self-affine graph, Exercise 5.41

Exercise 5.42 Prove that if m 6= n then a self-affine graph must be nowhere

differentiable.

Exercise 5.43 Next we consider the m×m2 matrix (m = 3 is illustrated),

A1 =




0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 1 0

1 2 1 2 1 2 1 0 0


 ,

A2 =




2 0 0 0 0 0 0 0 0

0 2 0 0 0 0 0 0 0

0 0 2 1 2 1 2 1 2


 .

(The second is just the reflection of the first.) Show the resulting function is

Hölder of order 1
2

and the Hausdorff dimension of the graph is logm(m− 1+√
m2 −m+1), which tends to 1 as m → ∞.

Exercise 5.44 Using self-affine graphs construct, for any 0 < k < n, a con-

tinuous function f : [0,1]→ [0,1] such that

dim({x : f (x) = c}) = logn k,

for all 0 ≤ c ≤ 1.

Exercise 5.45 For any 0 < α < 1 construct a continuous function f : [0,1]→
[0,1] such that

dim({x : f (x) = c}) = α,

for all 0 ≤ c ≤ 1.
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Exercise 5.46 For any continuous function g(x) : [0,1]→ [0,1], construct a

function f : [0,1]→ [0,1] such that

dim({x : f (x) = c}) = g(c),

for all 0 ≤ c ≤ 1.

Exercise 5.47 If dim(G f )> 1, must G f have a horizontal slice of dimension

> 0?

Exercise 5.48 Consider the discontinuous function

f (x) = limsup
N→∞

1

N

N

∑
n=1

xn,

where {xn} is the binary expansion of x. What is the dimension of G f ?

• Exercise 5.49 Construct a homeomorphism h : [0,1]→ [0,1] and a set E ⊂
[0,1] of full Lebesgue measure so that h(E) has measure zero. Such a mapping

is called singular.

Exercise 5.50 For any 0 < δ < 1 construct a homeomorphism h : [0,1] →
[0,1] and E ⊂ [0,1] with dim(E)< δ so that dim([0,1]\h(E))< δ . See Bishop

and Steger (1993), Rohde (1991), Tukia (1989) for examples that arise “natu-

rally”.

Exercise 5.51 Even more singular maps are possible. Construct a homeomor-

phism h : [0,1]→ [0,1] and set E ⊂ [0,1] so that both E and [0,1]\h(E) have

dimension zero. Examples with this property arise in the theory of conformal

welding, e.g., Bishop (2007).

Exercise 5.52 Let 0 < α < 1. Construct a Hölder function of order α whose

graph has positive (2−α)-dimensional measure.

Exercise 5.53 Construct a function f : [0,1]→R with lower Hölder estimate

of order 1
2
, which is Hölder of every order less than 1

2
, but such that dim(G f ) =

1. (Compare to Exercise 5.54.)

Exercise 5.54 Show that for each 0 < α < 1 there is a function f : [0,1]→R

that satisfies a lower Hölder estimate of order α but such that its graph has

Hausdorff dimension 1. Let ϕn(x) be the 1-periodic piecewise linear function

defined by

ϕn(x) = max(0,1−2−n2

dist(x,Z)).

This has a sharp spike of height 1 and width 2−n2+1 at the integers and is zero
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elsewhere. Let

f (x) =
∞

∑
n=1

2−αnϕn(2
nx).

Show that it satisfies a lower Hölder estimate of order α but the graph has

dimension 1.



6

Brownian motion, Part I

This is the first of two chapters dealing with the most interesting and important

continuous time random process: Brownian motion. We start with the basic

definitions and construction of Brownian motion (following Paul Lévy) and

then describe some of its geometrical properties: nowhere differentiability, the

dimension of the graph of 1-dimensional paths, the dimension and measure of

higher dimensional paths, the size of the zero sets, and the non-existence of

points of increase.

6.1 Gaussian random variables

Brownian motion is at the meeting point of the most important categories of

stochastic processes: it is a martingale, a strong Markov process, a process

with independent and stationary increments, and a Gaussian process. We will

construct Brownian motion as a specific Gaussian process. We start with the

definitions of Gaussian random variables. A random variable is a measurable

real-valued function defined on a probability space (Ω,F ,P). A sequence of

random variables is also called a stochastic process.

Definition 6.1.1 A real-valued random variable X on a probability space

(Ω,F ,P) has a standard Gaussian (or standard normal) distribution if

P(X > x) =
1√
2π

∫ +∞

x
e−u2/2 du

A vector-valued random variable X has an n-dimensional standard Gaus-

sian distribution if its n coordinates are standard Gaussian and independent.

A vector-valued random variable Y : Ω → Rp is Gaussian if there exists a

vector-valued random variable X having an n-dimensional standard Gaussian

159
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distribution, a p×n matrix A and a p-dimensional vector b such that

Y = AX +b. (6.1.1)

We are now ready to define the Gaussian processes.

Definition 6.1.2 A stochastic process (Xt)t∈I is said to be a Gaussian process

if for all k and t1, . . . , tk ∈ I the vector (Xt1 , . . . ,Xtk)
t is Gaussian.

Recall that the covariance matrix of a random vector is defined as

Cov(Y ) = E
[
(Y −EY )(Y −EY )t

]
.

Then, by the linearity of expectation, the Gaussian vector Y in (6.1.1) has

Cov(Y ) = AAt .

Recall that an n×n matrix A is said to be orthogonal if AAt = In. The following

results show that the distribution of a Gaussian vector is determined by its mean

and covariance.

Lemma 6.1.3 If Θ is an orthogonal n×n matrix and X is an n-dimensional

standard Gaussian vector, then ΘX is also an n-dimensional standard Gaus-

sian vector.

Proof As the coordinates of X are independent standard Gaussian, X has den-

sity given by

f (x) = (2π)−
n
2 e−‖x‖2/2,

where ‖ · ‖ denotes the Euclidean norm. Since Θ preserves this norm, the den-

sity of X is invariant under Θ.

Lemma 6.1.4 If Y and Z are Gaussian vectors in Rn such that EY = EZ and

Cov(Y ) = Cov(Z), then Y and Z have the same distribution.

Proof It is sufficient to consider the case when EY = EZ = 0. Then, using

Definition 6.1.1, there exist standard Gaussian vectors X1, X2 and matrices A,C

so that

Y = AX1 and Z =CX2.

By adding some columns of zeroes to A or C if necessary, we can assume that

X1, X2 are both k-vectors for some k and A, C are both n× k matrices.

Let A , C denote the vector spaces generated by the row vectors of A and C,

respectively. To simplify notations, assume without loss of generality that the
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first ℓ row vectors of A form a basis for the space A . For any matrix M let Mi

denote the ith row vector of M, and define the linear map Θ from A to C by

AiΘ =Ci for i = 1, . . . , ℓ.

We want to verify that Θ is an isomorphism. Assume there is a vector

v1A1 + · · ·+ vℓAℓ

whose image is 0. Then the k-vector v= (v1,v2, . . . ,vℓ,0, . . . ,0)
t satisfies vtC =

0, and so ‖vtA‖2 = vtAAtv = vtCCtv = 0, giving vtA = 0. This shows that Θ is

one-to-one and, in particular, dimA ≤ dimC . By symmetry, A and C must

have the same dimension, so Θ is an isomorphism.

As the coefficient (i, j) of the matrix AAt is the scalar product of Ai and A j,

the identity AAt =CCt implies that Θ is an orthogonal transformation from A

to C . We can extend it to map the orthocomplement of A to the orthocomple-

ment of C orthogonally, getting an orthogonal map Θ : Rk → Rk. Then

Y = AX1, Z =CX2 = AΘX2,

and Lemma 6.1.4 follows from Lemma 6.1.3.

Thus, the first two moments of a Gaussian vector are sufficient to character-

ize its distribution, hence the introduction of the notation N (µ ,Σ) to designate

the normal distribution with expectation µ and covariance matrix Σ. A useful

corollary of this lemma is:

Corollary 6.1.5 Let Z1,Z2 be independent N (0,σ2) random variables. Then

Z1 +Z2 and Z1 −Z2 are two independent random variables having the same

distribution N (0,2σ2).

Proof σ−1(Z1,Z2) is a standard Gaussian vector, and so, if

Θ =
1√
2

[
1 1

1 −1

]
,

then Θ is an orthogonal matrix such that

(
√

2σ)−1(Z1 +Z2,Z1 −Z2)
t = Θσ−1(Z1,Z2)

t ,

and our claim follows Lemma 6.1.3.

As a conclusion of this section, we state the following tail estimate for the

standard Gaussian distribution.

Lemma 6.1.6 Let Z be distributed as N (0,1). Then for all x ≥ 0,

x

x2 +1

1√
2π

e−x2/2 ≤ P(Z > x)≤ 1

x

1√
2π

e−x2/2.
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Proof The right inequality is obtained by the estimate

P(Z > x)≤
∫ +∞

x

u

x

1√
2π

e−u2/2 du

since, in the integral, u ≥ x. The left inequality is proved as follows: let us

define

f (x) := xe−x2/2 − (x2 +1)

∫ +∞

x
e−u2/2 du.

We remark that f (0)< 0 and limx→+∞ f (x) = 0. Moreover,

f ′(x) = (1− x2 + x2 +1)e−x2/2 −2x

∫ +∞

x
e−u2/2 du

=−2x

(∫ +∞

x
e−u2/2 du− 1

x
e−x2/2

)
,

so the right inequality implies f ′(x) ≥ 0 for all x ≥ 0. This implies f (x) ≤ 0,

proving the Lemma.

6.2 Lévy’s construction of Brownian motion

Brownian motion is a precise way to define the idea of a random continuous

function [0,∞)→Rd . Strictly speaking, it is function of two variables, B(ω, t)

where ω lies in some probability space and t ∈ [0,∞) represents time. However,

we shall write it as Bt or B(t), suppressing variable ω . We will occasionally

use W (for Weiner) instead of B. For exanple, W (a,b) will mean the image of

the interval (a,b) under a Brownian motion; B(a,b) might be confused with a

ball centered at a with radius b, and the correct notation B((a,b)) is awkward.

Standard Brownian motion on an interval I = [0,a] or I = [0,∞) is defined

as follows.

Definition 6.2.1 A real-valued stochastic process {Bt}t∈I is a standard Brow-

nian motion if it is a Gaussian process such that:

(i) B0 = 0;

(ii) for all k natural and for all t1 < · · ·< tk in I: Btk −Btk−1
, . . . ,Bt2 −Bt1 are

independent;

(iii) for all t,s ∈ I with t < s, Bs −Bt has N (0,s− t) distribution;

(iv) almost surely, t 7→ Bt is continuous on I.
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As a corollary of this definition, one can already remark that for all t,s ∈ I:

Cov(Bt ,Bs) = s∧ t,

(where s∧t =min(s, t)). Indeed, assume that t ≥ s. Then Cov(Bt ,Bs)=Cov(Bt −
Bs,Bs)+Cov(Bs,Bs) by bilinearity of the covariance. The first term vanishes

by the independence of increments, and the second term equals s by properties

(iii) and (i). Thus by Lemmas 6.1.3 and 6.1.4 we may replace properties (ii)

and (iii) in the definition by:

• for all t,s ∈ I, Cov(Bt ,Bs) = t ∧ s;

• for all t ∈ I, Bt has N (0, t) distribution;

or by:

• for all t,s ∈ I with t < s, Bt −Bs and Bs are independent;

• for all t ∈ I, Bt has N (0, t) distribution.

Kolmogorov’s Extension Theorem (see Durrett (1996)) implies the exis-

tence of any countable time set stochastic process {Xt} if we know its finite-

dimensional distributions and they are consistent. Thus, standard Brownian

motion could be easily constructed on any countable time set. However know-

ing finite-dimensional distributions is not sufficient to get continuous paths in

an interval, as the following example shows.

Example 6.2.2 Suppose that standard Brownian motion {Bt} on [0,1] has

been constructed, and consider an independent random variable U uniformly

distributed on [0,1]. Define

B̃t =

{
Bt if t 6=U

0 otherwise

The finite-dimensional distributions of {B̃t} are the same as the ones of {Bt}.

However, the process {B̃t} has almost surely discontinuous paths.

In measure theory, one often identifies functions with their equivalence class

for almost-everywhere equality. As the above example shows, it is important

not to make this identification in the study of continuous-time stochastic pro-

cesses. Here we want to define a probability measure on the set of continuous

functions.

The following construction, due to Paul Lévy, consists of choosing the

“right” values for the Brownian motion at each dyadic point of [0,1] and then

interpolating linearly between these values. This construction is inductive, and

at each step a process is constructed that has continuous paths. Brownian mo-

tion is then the uniform limit of these processes; hence its continuity. We will
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use the following basic lemma. The proof can be found, for instance, in Durrett

(1996).

Lemma 6.2.3 (Borel–Cantelli) Let {Ai}i=0,...,∞ be a sequence of events, and

let

Ai i.o. = limsup
i→∞

Ai =
∞⋂

i=0

∞⋃

j=i

A j,

where “i.o.” abbreviates “infinitely often”.

(i) If ∑∞
i=0P(Ai)< ∞, then P(Ai i.o.) = 0.

(ii) If {Ai} are pairwise independent, and ∑∞
i=0P(Ai) = ∞, then P(Ai i.o.) = 1.

We can now prove Brownian motion exists, a result of Wiener (1923), using

the proof of Lévy (1948).

Theorem 6.2.4 Standard Brownian motion on [0,∞) exists.

Proof We first construct standard Brownian motion on [0,1]. For n ≥ 0, let

Dn = {k/2n : 0 ≤ k ≤ 2n}, and let D =
⋃

Dn. Let {Zd}d∈D be a collection of

independent N (0,1) random variables. We will first construct the values of B

on D. Set B0 = 0, and B1 = Z1. In an inductive construction, for each n we will

construct Bd for all d ∈ Dn so that:

(i) for all r < s < t in Dn, the increment Bt −Bs has N (0, t − s) distribution

and is independent of Bs −Br;

(ii) Bd for d ∈ Dn are globally independent of the Zd for d ∈ D\Dn.

These assertions hold for n = 0. Suppose that they hold for n− 1. Define,

for all d ∈ Dn \Dn−1, a random variable Bd by

Bd =
Bd− +Bd+

2
+

Zd

2(n+1)/2
(6.2.1)

where d+ = d + 2−n, and d− = d − 2−n, and both are in Dn−1. Because
1
2
(Bd+ −Bd−) is N (0,1/2n+1) by induction, and Zd/2(n+1)/2 is an indepen-

dent N (0,1/2n+1), their sum and their difference, Bd −Bd− and Bd+−Bd are

both N (0,1/2n) and independent by Corollary 6.1.5. Assertion (i) follows

from this and the inductive hypothesis, and (ii) is clear.

Having thus chosen the values of the process on D, we now “interpolate”

between them. Formally, let F0(x) = xZ1, and for n ≥ 1, let us introduce the

function

Fn(x) =





2−(n+1)/2Zx for x ∈ Dn \Dn−1,

0 for x ∈ Dn−1,

linear between consecutive points in Dn.

(6.2.2)
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These functions are continuous on [0,1], and for all n and d ∈ Dn

Bd =
n

∑
i=0

Fi(d) =
∞

∑
i=0

Fi(d). (6.2.3)

This can be seen by induction. Suppose that it holds for n− 1. Let d ∈ Dn \
Dn−1. Since for 0 ≤ i ≤ n−1 the function Fi is linear on [d−,d+], we get

n−1

∑
i=0

Fi(d) =
n−1

∑
i=0

Fi(d
−)+Fi(d

+)

2
=

Bd− +Bd+

2
. (6.2.4)

Since Fn(d) = 2−(n+1)/2Zd , comparing (6.2.1) and (6.2.4) gives (6.2.3).

On the other hand, we have by definition of Zd and by Lemma 6.1.6

P
(
|Zd | ≥ c

√
n
)
≤ exp

(
−c2n

2

)

for n large enough, so the series ∑∞
n=0 ∑d∈Dn

P(|Zd | ≥ c
√

n) converges as soon

as c >
√

2log2. Fix such a c. By the Borel–Cantelli Lemma 6.2.3 we conclude

that there exists a random but finite N so that for all n > N and d ∈ Dn we have

|Zd |< c
√

n, and so

|Fn|∞ < c
√

n2−n/2. (6.2.5)

This upper bound implies that the series ∑∞
n=0 Fn(t) is uniformly convergent

on [0,1], and so it has a continuous limit, which we call {Bt}. All we have to

check is that the increments of this process have the right finite-dimensional

joint distributions. This is a direct consequence of the density of the set D in

[0,1] and the continuity of paths. Indeed, let t1 > t2 > t3 be in [0,1], then they

are limits of sequences t1,n, t2,n and t3,n in D, respectively. Now

Bt3 −Bt2 = lim
k→∞

(Bt3,k −Bt2,k)

is a limit of Gaussian random variables, so itself is Gaussian with mean 0 and

variance limn→∞ (t3,n − t2,n) = t3 − t2. The same holds for Bt2 −Bt1 ; moreover,

these two random variables are limits of independent random variables, since

for n large enough, t1,n > t2,n > t3,n. Applying this argument for any number of

increments, we get that {Bt} has independent increments such that for all s < t

in [0,1] Bt −Bs has N (0, t − s) distribution.

We have thus constructed Brownian motion on [0,1]. To conclude, if {Bn
t }t

for n ≥ 0 are independent Brownian motions on [0,1], then

Bt = B
⌊t⌋
t−⌊t⌋+ ∑

0≤i<⌊t⌋
Bi

1

meets our definition of Brownian motion on [0,∞).
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6.3 Basic properties of Brownian motion

Let {B(t)}t≥0 be a standard Brownian motion, and let a 6= 0. The following

scaling relation is a simple consequence of the definitions.

{ 1
a
B(a2t)}t≥0

d
= {B(t)}t≥0.

Also, define the time inversion of {Bt} as

W (t) =

{
0 t = 0;

tB( 1
t
) t > 0.

We claim that W is a standard Brownian motion. Indeed,

Cov(W (t),W (s)) = tsCov(B(
1

t
),B(

1

s
)) = ts (

1

t
∧ 1

s
) = t ∧ s,

so W and B have the same finite-dimensional distributions, and they have the

same distributions as processes on the rational numbers. Since the paths of

W (t) are continuous except maybe at 0, we have

lim
t↓0

W (t) = lim
t↓0,t∈Q

W (t) = 0 a.s.

so the paths of W (t) are continuous on [0,∞) a.s. As a corollary, we get

Corollary 6.3.1 (Law of Large Numbers for Brownian motion)

lim
t→∞

B(t)

t
= 0 a.s.

Proof limt→∞
B(t)

t
= limt→∞ W ( 1

t
) = 0 a.s.

The symmetry inherent in the time inversion property becomes more ap-

parent if one considers the Ornstein–Uhlenbeck diffusion, which is given by

X(t) = e−tB(e2t).

This is a stationary Markov chain where X(t) has a standard normal distribu-

tion for all t. It is a diffusion with a drift toward the origin proportional to the

distance from the origin. Unlike Brownian motion, the Ornstein-Uhlenbeck

diffusion is time reversible. The time inversion formula gives {X(t)}t≥0
d
=

{X(−t)}t≥0. For t near −∞, the process X(t) relates to the Brownian motion

near 0, and for t near ∞, the process X(t) relates to the Brownian motion near

∞.

One of the advantages of Lévy’s construction of Brownian motion is that

it easily yields a modulus of continuity result. Following Lévy, we defined
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Brownian motion as an infinite sum ∑∞
n=0 Fn, where each Fn is a piecewise

linear function given in (6.2.2). The derivative of Fn exists except on a finite

set, and by definition and (6.2.5)

‖F ′
n‖∞ ≤ ‖Fn‖∞

2−n
≤C1(ω)+ c

√
n 2n/2. (6.3.1)

The random constant C1(ω) is introduced to deal with the finitely many excep-

tions to (6.2.5). Now for t, t +h ∈ [0,1], we have

|B(t +h)−B(t)| ≤ ∑
n

|Fn(t +h)−Fn(t)| ≤ ∑
n≤ℓ

h‖F ′
n‖∞ + ∑

n>ℓ

2‖Fn‖∞. (6.3.2)

By (6.2.5) and (6.3.1) if ℓ > N for a random N, then the above is bounded by

h(C1(ω)+ ∑
n≤ℓ

c
√

n 2n/2)+2 ∑
n>ℓ

c
√

n 2−n/2

≤C2(ω)h
√
ℓ 2ℓ/2 +C3(ω)

√
ℓ 2−ℓ/2.

The inequality holds because each series is bounded by a constant times its

dominant term. Choosing ℓ= ⌊log2(1/h)⌋, and choosing C(ω) to take care of

the cases when ℓ≤ N, we get

|B(t +h)−B(t)| ≤C(ω)

√
h log2

1

h
. (6.3.3)

The result is a (weak) form of Lévy’s modulus of continuity. This is not enough

to make {Bt} a differentiable function since
√

h ≫ h for small h. But we still

have

Corollary 6.3.2 Brownian paths are α-Hölder a.s. for all α < 1
2
.

A Brownian motion is almost surely not 1
2
-Hölder; we leave this to the reader

(Exercise 6.6). However, there does exist a t = t(ω) such that

|B(t +h)−B(t)| ≤C(ω)h
1
2

for every h almost surely. The set of such t have measure 0. This is the slowest

movement that is locally possible.

Having proven that Brownian paths are somewhat “regular”, let us see why

they are “bizarre”. One reason is that the paths of Brownian motion have no in-

tervals of monotonicity. Indeed, if [a,b] is an interval of monotonicity, then di-

viding it up into n equal sub-intervals [ai,ai+1] each increment B(ai)−B(ai+1)

has to have the same sign. This has probability 2 ·2−n, and taking n → ∞ shows

that the probability that [a,b] is an interval of monotonicity must be 0. Taking

a countable union gives that there is no interval of monotonicity with rational



168 Brownian motion, Part I

endpoints, but each monotone interval would have a monotone rational sub-

interval.

We will now show that for any time t0, Brownian motion is not differentiable

at t0. For this, we need a simple proposition.

Proposition 6.3.3 Almost surely

limsup
n→∞

B(n)√
n

=+∞, liminf
n→∞

B(n)√
n

=−∞. (6.3.4)

Comparing this with Corollary 6.3.1, it is natural to ask what sequence B(n)

should be divided by to get a limsup that is greater than 0 but less than ∞. An

answer is given by the Law of the Iterated Logarithm in a later section.

The proof of Proposition 6.3.3relies on Hewitt–Savage 0–1 Law. Consider

a probability measure on the space of real sequences, and let X1,X2, . . . be the

sequence of random variables it defines. An event, i.e., a measurable set of

sequences, A is exchangeable if X1,X2, . . . satisfy A implies that Xσ1
,Xσ2

, . . .

satisfy A for all finite permutations σ . Here finite permutation means that σn =

n for all sufficiently large n.

Proposition 6.3.4 (Hewitt–Savage 0-1 Law) If A is an exchangeable event

for an i.i.d. sequence then P(A) is 0 or 1.

Sketch of Proof: Given i.i.d variables X1,X2, . . ., suppose that A is an ex-

changeable event for this sequence. Then for any ε > 0 there is an integer

n and a Borel set Bn ⊂Rn such that the event An = {ω : (X1, . . . ,Xn) ∈ Bn} sat-

isfies P(An∆A) < ε . Now apply the permutation σ that transposes i with i+n

for 1 ≤ i ≤ n. The event A is pointwise fixed by this transformation of the mea-

sure space (since A is exchangable) and the probability of any event is invariant

(the measure space is a product space with identical distributions in each coor-

dinate and we are simply reordering the coordinates). Thus An is sent to a new

event Aσ
n that has the same probability and P((Aσ

n ∆A) = P(An∆A) < ε , hence

P(Aσ
n ∆An) < 2ε (since P(X∆Y ) defines a metric on measurable sets). But An

and Aσ
n are independent, so P(An ∩Aσ

n ) = P(An)P(A
σ
n ) = P(An)

2. Thus

P(A) = P(An ∩Aσ
n )+O(ε) = P(An)

2 +O(ε) = P(A)2 +O(ε).

Taking ε → 0 shows P(A) ∈ {0,1}. The result is from Hewitt and Savage

(1955). Also see see Durrett (1996).

Proof of Proposition 6.3.3. In general, the probability that infinitely many

events {An} occur satisfies

P(An i.o.) = P(∩∞
n=1 ∪∞

k=n Ak) = lim
n→∞

P(∪∞
k=1Ak)≥ limsup

n→∞
P(Ak).
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So, in particular,

P(B(n)> c
√

n i.o.)≥ limsup
n→∞

P(B(n)> c
√

n).

By the scaling property, the expression in the limsup equals P(B(1) > c),

which is positive. Letting Xn = B(n)−B(n− 1). These are i.i.d. random vari-

ables, {∑n
k=1 Xk > c

√
n i.o.}= {B(n)> c

√
n i.o.} is exchangable and has posi-

tive probability, so the Hewitt–Savage 0–1 law says it has probability 1. Taking

the intersection over all natural numbers c gives the first part of Proposition

6.3.3, and the second is proved similarly.

The two claims of Proposition 6.3.3 together mean that B(t) crosses 0 for

arbitrarily large values of t. If we use time inversion W (t) = tB( 1
t
), we get that

Brownian motion crosses 0 for arbitrarily small values of t. Letting ZB = {t :

B(t) = 0}, this means that 0 is an accumulation point from the right for ZB. But

we get even more. For a function f , define the upper and lower right derivatives

D∗ f (t) = limsup
h↓0

f (t +h)− f (t)

h
,

D∗ f (t) = liminf
h↓0

f (t +h)− f (t)

h
.

Then

D∗W (0)≥ limsup
n→∞

W ( 1
n
)−W (0)

1
n

≥ limsup
n→∞

√
n W ( 1

n
) = limsup

n→∞

B(n)√
n

which is infinite by Proposition 6.3.3. Similarly, D∗W (0) =−∞, showing that

W is not differentiable at 0.

Corollary 6.3.5 Fix t0 ≥ 0. Brownian motion W almost surely satisfies D∗W (t0)=

+∞, D∗W (t0)=−∞, and t0 is an accumulation point from the right for the level

set {s : W (s) =W (t0)}.

Proof t →W (t0 + t)−W (t0) is a standard Brownian motion.

Does this imply that a.s. each t0 is an accumulation point from the right for

the level set {s : W (s) =W (t0)}? Certainly not; consider, for example the last

0 of {Bt} before time 1. However, ZB almost surely has no isolated points, as

we will see later. Also, the set of exceptional t0 must have Lebesgue measure

0. This is true in general. Suppose A is a measurable event (set of paths) such

that

∀t0, P(t →W (t0 + t)−W (t0) satisfies A) = 1.

Let Θt be the operator that shifts paths by t. Then P(
⋂

t0∈Q Θt0(A)) = 1, here
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Q is the set of rational numbers. In fact, the Lebesgue measure of points t0 so

that W does not satisfy Θt0(A) is 0 a.s. To see this, apply Fubini’s Theorem to

the double integral ∫ ∫ ∞

0
1W /∈Θt0

(A) dt0 dP(W ).

We leave it to the reader to apply this idea to show that for all t,

P(t is a local maximum) = 0,

but almost surely local maxima are a countable dense set in (0,∞); see Exer-

cise 6.7.

Nowhere differentiability of Brownian motion therefore requires a more

careful argument than almost sure non-differentiability at a fixed point.

Theorem 6.3.6 [Paley et al., 1933] Almost surely Brownian motion is nowhere

differentiable. Furthermore, almost surely for all t either D∗B(t) = +∞ or

D∗B(t) =−∞.

For local maxima we have D∗B(t) ≤ 0, and for local minima, D∗B(t) ≥ 0,

so it is important to have the either-or in the statement.

Proof (Dvoretzky et al., 1961) Suppose that there is a t0 ∈ [0,1] such that

−∞<D∗B(t0)≤D∗B(t0)<∞. Then for some finite constant M we would have

sup
h∈[0,1]

|B(t0 +h)−B(t0)|
h

≤ M. (6.3.5)

If t0 is contained in the binary interval [(k−1)/2n,k/2n] for n > 2, then for all

1 ≤ j ≤ n the triangle inequality gives

|B((k+ j)/2n)−B((k+ j−1)/2n)| ≤ M(2 j+1)/2n. (6.3.6)

Let Ωn,k be the event that (6.3.6) holds for j = 1, 2, and 3. Then by the scaling

property

P(Ωn,k)≤ P

(
|B(1)| ≤ 7M/

√
2n
)3

,

which is at most (7M2−n/2)3, since the normal density is less than 1/2. Hence

P

(
2n⋃

k=1

Ωn,k

)
≤ 2n(7M2−n/2)3 = (7M)32−n/2,

Therefore by the Borel–Cantelli Lemma,

P((6.3.5) holds)≤ P

(
2n⋃

k=1

Ωn,k for infinitely many n

)
= 0.
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Exercise 6.8 asks the reader to show that if α > 1/2, then a.s. for all t > 0,

there exists h > 0 such that |B(t +h)−B(t)|> hα .

Figure 6.3.1 A 2-dimensional Brownian path. This was drawn by taking 100,000

unit steps in uniformly random directions.

6.4 Hausdorff dimension of the Brownian path and graph

We have shown in Corollary 6.3.2 that Brownian motion is β -Hölder for any

β < 1/2 a.s. This will allow us to infer an upper bound on the Hausdorff di-

mension of its image and graph. Recall that the graph G f of a function f is

the set of points (t, f (t)) as t ranges over the domain of f . As corollaries of

Lemmas 5.1.2 and 5.1.3 and Corollary 6.3.2 we obtain upper bounds on the

dimension of the graph and the image of Brownian motion.

Corollary 6.4.1

dim(GB)≤ dimM (GB)≤ dimM (GB)≤ 3/2 a.s.

Corollary 6.4.2 For A ⊂ [0,∞), we have dim(B(A))≤ (2dim(A))∧1 a.s.

The nowhere differentiability of Brownian motion established in the pre-

vious section suggests that its graph has dimension higher than one. Taylor

(1953) showed that the graph of Brownian motion has Hausdorff dimension

3/2.

Define the d-dimensional standard Brownian motion whose coordinates are

independent 1-dimensional standard Brownian motions. Its distribution is inv-

ariant under orthogonal transformations of Rd , since Gaussian random vari-

ables are invariant to such transformations by Lemmas 6.1.3 and 6.1.4. For
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d ≥ 2 it is interesting to look at the image set of Brownian motion. We will see

that planar Brownian motion is neighborhood recurrent; that is, it visits every

neighborhood in the plane infinitely often. In this sense, the image of planar

Brownian motion is comparable to the plane itself; another sense in which this

happens is that of Hausdorff dimension: the image of planar and higher dimen-

sional Brownian motion has Hausdorff dimension two. Summing up, we will

prove

Theorem 6.4.3 (Taylor, 1953) Let B be d-dimensional Brownian motion de-

fined on the time set [0,1]. If d = 1 then

dimGB = 3/2 a.s.

Moreover, if d ≥ 2, then

dimB[0,1] = 2 a.s.

Higher-dimensional Brownian motion therefore doubles the dimension of

the time line. Naturally, the question arises whether this holds for subsets of

the time line as well. In certain sense, this even holds for d = 1: note the “∧d”

in the following theorem.

Theorem 6.4.4 (McKean, 1955) For every subset A of [0,∞), the image of A

under d-dimensional Brownian motion has Hausdorff dimension (2dimA)∧d

almost surely.

Theorem 6.4.5 (Uniform Dimension Doubling (Kaufman, 1968)) Let B be

Brownian motion in dimension at least 2. Almost surely, for every A ⊂ [0,∞),

we have dimB(A) = 2dim(A).

Notice the difference between the last two results. In Theorem 6.4.4, the null

probability set depends on A, while Kaufman’s Theorem has a much stronger

claim: it states dimension doubling uniformly for all sets. For this theorem, d ≥
2 is a necessary condition: we will see later that the zero set of 1-dimensional

Brownian motion has dimension half, while its image is the single point 0. We

will prove Kaufman’s Theorem in the next chapter (Theorem 7.1.5).

For Theorem 6.4.3 we need the following result due to Frostman (it is essen-

tially the same as Theorem 3.4.2; that result was stated for Rd , but the proof of

its part (ii) works for any metric space).
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Theorem 6.4.6 (Frostman’s Energy Method (Frostman, 1935)) Given a met-

ric space (X ,ρ), if µ is a finite Borel measure supported on A ⊂ X and

Eα(µ)
def
=
∫∫

dµ(x)dµ(y)

ρ(x,y)α
< ∞,

then H α
∞ (A) = ∞, and hence dim(A)≥ α .

Proof of Theorem 6.4.3, Part 2. From Corollary 6.3.2 we have that Bd is β

Hölder for every β < 1/2 a.s. Therefore Lemma 5.1.3 implies that

dimBd [0,1]≤ 2 a.s.

For the other inequality, we will use Frostman’s Energy Method. A natural

measure on Bd [0,1] is the occupation measure µB
def
= L B−1, which means that

µB(A) = L B−1(A), for all measurable subsets A of Rd , or, equivalently,

∫

Rd
f (x)dµB(x) =

∫ 1

0
f (Bt)dt

for all measurable functions f . We want to show that for any 0 < α < 2,

E

∫

Rd

∫

Rd

dµB(x)dµB(y)

|x− y|α = E

∫ 1

0

∫ 1

0

dsdt

|B(t)−B(s)|α < ∞. (6.4.1)

Let us evaluate the expectation:

E|B(t)−B(s)|−α = E(|t − s|1/2|Z|)−α = |t − s|−α/2
∫

Rd

cd

|z|α e−|z|2/2 dz.

Here Z denotes the d-dimensional standard Gaussian random variable. The

integral can be evaluated using polar coordinates, but all we need is that, for

d ≥ 2, it is a finite constant c depending on d and α only. Substituting this

expression into (6.4.1) and using Fubini’s Theorem we get

EEα(µB) = c

∫ 1

0

∫ 1

0

dsdt

|t − s|α/2
≤ 2c

∫ 1

0

du

uα/2
< ∞. (6.4.2)

Therefore Eα(µB) < ∞ almost surely and we are done by Frostman’s method.

Remark 6.4.7 Lévy showed earlier (Lévy, 1940) that when d = 2 we have

H 2(B[0,1]) = 0 a.s. (Theorem 6.8.2). The statement is actually also true for

all d ≥ 2.

Now let us turn to the graph GB of Brownian motion. We will show a proof

of the first half of Taylor’s Theorem for one-dimensional Brownian motion.
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Proof of Theorem 6.4.3, Part 1. We have shown in Corollary 6.4.1 that

dimGB ≤ 3/2.

For the other inequality, let α < 3/2 and let A be a subset of the graph. Define

a measure on the graph using projection to the time axis:

µ(A)
def
= L ({0 ≤ t ≤ 1 : (t,B(t)) ∈ A}).

Changing variables, the α energy of µ can be written as

∫∫
dµ(x)dµ(y)

|x− y|α =
∫ 1

0

∫ 1

0

dsdt

(|t − s|2 + |B(t)−B(s)|2)α/2
.

Bounding the integrand, taking expectations, and applying Fubini’s Theorem

we get that

EEα(µ)≤ 2

∫ 1

0
E

(
(t2 +B(t)2)−α/2

)
dt. (6.4.3)

Let n(z) denote the standard normal density. By scaling, the expected value

above can be written as

2

∫ +∞

0
(t2 + tz2)−α/2n(z)dz. (6.4.4)

Comparing the size of the summands in the integration suggests separating

z ≤
√

t from z >
√

t. Then we can bound (6.4.4) above by twice

∫ √
t

0
(t2)−α/2 dz+

∫ ∞

√
t
(tz2)−α/2n(z)dz = t

1
2−α + t−α/2

∫ ∞

√
t
z−α n(z)dz.

Furthermore, we separate the last integral at 1. We get

∫ ∞

√
t
z−α n(z)dz ≤ cα +

∫ 1

√
t
z−α dz.

The latter integral is of order t(1−α)/2. Substituting these results into (6.4.3),

we see that the expected energy is finite when α < 3/2. Therefore Eα(µB)< ∞

almost surely. The claim now follows from Frostman’s Energy Method.

6.5 Nowhere differentiability is prevalent

Lévy (1953) asks whether it is true that

P [∀t, D∗B(t) ∈ {±∞}] = 1?

The following proposition gives a negative answer to this question.
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Proposition 6.5.1 Almost surely there is an uncountable set of times t at

which the upper right derivative D∗B(t) is zero.

We sketch a proof below. Stronger and more general results can be found in

Barlow and Perkins (1984).

Sketch of Proof. Put

I =

[
B(1), sup

0≤s≤1

B(s)

]
,

and define a function g : I → [0,1] by setting

g(x) = sup{s ∈ [0,1] : B(s) = x}.

It is easy to check that a.s. the interval I is non-degenerate, g is strictly de-

creasing, left continuous and satisfies B(g(x)) = x. Furthermore, a.s. the set of

discontinuities of g is dense in I since a.s. B has no interval of monotonicity.

We restrict our attention to the event of probability 1 on which these assertions

hold. Let

Vn = {x ∈ I : g(x−h)−g(x)> nh for some h ∈ (0,n−1)}.

Since g is left continuous and strictly decreasing, one readily verifies that Vn

is open; it is also dense in I as every point of discontinuity of g is a limit

from the left of points of Vn. By the Baire Category Theorem, V :=
⋂

n Vn

is uncountable and dense in I. Now if x ∈ V then there is a sequence xn ↑ x

such that g(xn)− g(x) > n(x− xn). Setting t = g(x) and tn = g(xn), we have

tn ↓ t and tn − t > n(B(t)−B(tn)), from which it follows that D∗B(t) ≥ 0. On

the other hand D∗B(t) ≤ 0 since B(s) ≤ B(t) for all s ∈ (t,1) by definition of

t = g(x).

Is the “typical” function in C([0,1]) nowhere differentiable? It is an easy ap-

plication of the Baire Category Theorem to show that nowhere differentiability

is a generic property for C([0,1]). This result leaves something to be desired,

perhaps, as topological and measure theoretic notions of a “large” set need not

coincide. For example, the set of points in [0,1] whose binary expansion has

zeros with asymptotic frequency 1/2 is a meager set, yet it has Lebesgue mea-

sure 1. We consider a related idea proposed by Christensen (1972) and by Hunt

et al. (1993).

Let X be a separable Banach space. If X is infinite dimensional, then there

is no locally finite, translation invariant analog of Lebesgue measure, but there

is a translation invariant analog of measure zero sets. We say that A ⊂ X is

prevalent if there exists a Borel probability measure µ on X such that µ(x+

A) = 1 for every x∈X . A set is called negligible if its complement is prevalent.
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In other words, A is negligible if there is a measure µ so that A has zero measure

for every translate of µ . Obviously translates of a negligible set are negligible.

Proposition 6.5.2 If A1,A2, . . . are negligible subsets of X then
⋃

i≥1 Ai is

also negligible.

Proof For each i≥ 1 let µAi
be a Borel probability measure satisfying µAi

(x+

Ai)= 0 for all x∈X . Using separability we can find for each i a ball Di of radius

2−i centered at xi ∈ X with µAi
(Di)> 0. Define probability measures µi, i ≥ 1,

by setting µi(E)= µAi
((E+xi)∩Di) for each Borel set E, so that µi(x+Ai)= 0

for all x and for all i. Let (Yi; i ≥ 0) be a sequence of independent random

variables with dist(Yi) = µi. For all i we have µi[|Yi| ≤ 2−i] = 1. Therefore, S =

∑i Yi converges almost surely. Writing µ for the distribution of S and putting

ν j = dist(S−Yj), we have µ = µ j ∗ν j, and hence µ(x+A j) = µ j ∗ν j(x+A j) =

0 for all x and for all j. Thus µ(x+
⋃

i≥1 Ai) = 0 for all x.

Proposition 6.5.3 A subset A of Rd is negligible iff Ld(A) = 0.

Proof (⇒) Assume A is negligible. Let µA be a (Borel) probability measure

such that µA(x+A) = 0 for all x ∈ Rd . Since Ld ∗µA = Ld (indeed Ld ∗µ =

Ld for any Borel probability measure µ on Rd) we have 0 =Ld ∗µA(x+A) =

Ld(x+A) for all x ∈ Rd .

(⇐) If Ld(A) = 0 then the restriction of Ld to the unit cube is a probability

measure that vanishes on every translate of A.

Theorem 6.5.4 If f ∈ C([0,1]), then B(t) + f (t) is nowhere differentiable

almost surely.

The proof of this is left to the reader (Exercise 6.10); using Proposition 6.5.3,

it is just a matter of checking that the proof of Theorem 6.3.6 goes through

without changes. Using Wiener measure on the Banach space of continuous

functions on [0,1] (with the supremum norm) then gives:

Corollary 6.5.5 The set of nowhere differentiable functions is prevalent in

C([0,1]).

6.6 Strong Markov property and the reflection principle

For each t ≥ 0 let F0(t) = σ{B(s) : s ≤ t} be the smallest σ -field making ev-

ery B(s), s ≤ t, measurable, and set F+(t) =
⋂

u>t F0(u) (the right-continuous

filtration). It is known (see, for example, Durrett (1996), Theorem 7.2.4) that

F0(t) and F+(t) have the same completion. A filtration {F (t)}t≥0 is a Brow-

nian filtration if for all t ≥ 0 the process {B(t + s)−B(t)}s≥0 is independent
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of F (t) and F (t) ⊃ F0(t). A random variable τ is a stopping time for a

Brownian filtration {F (t)}t≥0 if {τ ≤ t} ∈ F (t) for all t. For any random

time τ we define the pre-τ σ -field

F (τ) := {A : ∀t, A∩{τ ≤ t} ∈ F (t)}.

Proposition 6.6.1 (Markov property) For every t ≥ 0 the process

{B(t + s)−B(t)}s≥0

is standard Brownian motion independent of F0(t) and F+(t).

It is evident from independence of increments that {B(t + s)−B(t)}s≥0 is

standard Brownian motion independent of F0(t). That this process is inde-

pendent of F+(t) follows from continuity; see, e.g., Durrett (1996), 7.2.1 for

details.

The main result of this section is the strong Markov property for Brownian

motion, established independently by Hunt (1956) and Dynkin and Yushkevich

(1956):

Theorem 6.6.2 Suppose that τ is a stopping time for the Brownian filtration

{F (t)}t≥0. Then {B(τ + s)− B(τ)}s≥0 is Brownian motion independent of

F (τ).

Sketch of Proof. Suppose first that τ is an integer valued stopping time with

respect to a Brownian filtration {F (t)}t≥0. For each integer j the event {τ = j}
is in F ( j) and the process {B(t + j)−B( j)}t≥0 is independent of F ( j), so

the result follows from the Markov property in this special case. It also holds

if the values of τ are integer multiples of some ε > 0, and approximating τ by

such discrete stopping times gives the conclusion in the general case. See, e.g.,

Durrett (1996), 7.3.7 for more details.

We say that two random variables Y,Z have the same distribution if P(Y ∈
A) = P(Z ∈ A) for all A and we write Y

d≡ Z. The following is an elementary

fact we need below:

Lemma 6.6.3 Let X ,Y,Z be random variables with X ,Y independent and

X ,Z independent. If Y
d≡ Z then (X ,Y )

d≡ (X ,Z).

One important consequence of the strong Markov property is the following:

Theorem 6.6.4 (Reflection Principle) If τ is a stopping time then

B∗(t) := B(t)1(t≤τ)+(2B(τ)−B(t))1(t>τ)

(Brownian motion reflected at time τ) is also standard Brownian motion.
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Proof The strong Markov property states that {B(τ + t)−B(τ)}t≥0 is Brow-

nian motion independent of F (τ), and by symmetry this also holds for

{−(B(τ + t)−B(τ))}t≥0.

We see from Lemma 6.6.3 that

({B(t)}0≤t≤τ ,{B(t + τ)−B(τ)}t≥0)

d≡ ({B(t)}0≤t≤τ ,{(B(τ)−B(t + τ))}t≥0),

and the reflection principle follows immediately.

To see that τ needs to be a stopping time, consider

τ = inf{t : B(t) = max
0≤s≤1

B(s)}.

Almost surely {B(τ + t)−B(τ)}t≥0 is non-positive on some right neighbor-

hood of t = 0, and hence is not Brownian motion. The strong Markov property

does not apply here because τ is not a stopping time for any Brownian fil-

tration. We will later see that Brownian motion almost surely has no point of

increase. Since τ is a point of increase of the reflected process {B∗(t)}, it fol-

lows that the distributions of Brownian motion and of {B∗(t)} are singular.

A simple example of a stopping time is the time when a Brownian motion

first enters a closed set (Exercise 6.11). More generally, if A is a Borel set then

the hitting time τA is a stopping time (see Bass, 1995).

Set M(t) = max
0≤s≤t

B(s). Our next result says M(t)
d≡ |B(t)|.

Theorem 6.6.5 If a > 0, then P [M(t)> a] = 2P [B(t)> a] .

Proof Set τa = min{t ≥ 0 : B(t) = a} and let {B∗(t)} be Brownian motion

reflected at τa. Then {M(t)> a} is the disjoint union of the events {B(t)> a}
and {M(t) > a,B(t) ≤ a}, and since {M(t) > a,B(t) ≤ a} = {B∗(t) ≥ a} the

desired conclusion follows immediately.

6.7 Local extrema of Brownian motion

Proposition 6.7.1 Almost surely, every local maximum of Brownian motion

is a strict local maximum.

For the proof we shall need

Lemma 6.7.2 Given two disjoint closed time intervals, the maxima of Brow-

nian motion on them are different almost surely.
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Proof For i = 1,2, let [ai,bi], mi, denote the lower, the higher interval, and

the corresponding maximum of Brownian motion, respectively. We claim that

B(a2)−B(b1) is independent of the pair m1 −B(b1) and m2 −B(a2). Note that

mi −B(bi) = sup{B(q)−B(bi) : q ∈Q∩ [ai,bi]},

so the claim follows from independent increments of Brownian motion. Thus

if m1 = m2, we have

B(a2)−B(b1) = m1 −B(b1)− (m2 −B(a2)).

i.e., we have equality of two independent random variables, and the left side is

Gaussian, so the probabaility they are equal is zero.

Proof of Proposition 6.7.1 The statement of the lemma holds jointly for all

disjoint pairs of intervals with rational endpoints. The Proposition follows,

since if Brownian motion had a non-strict local maximum, then there were two

disjoint rational intervals where Brownian motion has the same maximum.

Corollary 6.7.3 The set M of times where Brownian motion assumes its local

maximum is countable and dense almost surely.

Proof Consider the function from the set of non-degenerate closed intervals

with rational endpoints to R given by

[a,b] 7→ inf

{
t ≥ a : B(t) = max

a≤s≤b
B(s)

}
.

The image of this map contains the set M almost surely by Lemma 6.7.2. This

shows that M is countable almost surely. We already know that B has no in-

terval of increase or decrease almost surely. It follows that B almost surely

has a local maximum in every interval with rational endpoints, implying the

Corollary.

6.8 Area of planar Brownian motion

We have seen that the image of Brownian motion is always 2-dimensional,

so one might ask what its 2-dimensional Hausdorff measure is. It turns out to

be 0 in all dimensions; we will prove it for the planar case. We will need the

following lemma.

Lemma 6.8.1 If A1,A2 ⊂ R2 are Borel sets with positive area, then

L2({x ∈ R2 : L2(A1 ∩ (A2 + x))> 0})> 0.
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Proof One proof of this fact relies on (outer) regularity of Lebesgue measure.

The proof below is more streamlined.

We may assume A1 and A2 are bounded. By Fubini’s Theorem,

∫

R2
1A1

∗1−A2
(x)dx =

∫

R2

∫

R2
1A1

(w)1A2
(w− x)dwdx

=
∫

R2
1A1

(w)

(∫

R2
1A2

(w− x)dx

)
dw

= L2(A1)L2(A2)

> 0.

Thus 1A1
∗ 1−A2

(x) > 0 on a set of positive area. But 1A1
∗ 1−A2

(x) is exactly

the area of A1 ∩ (A2 + x), so this proves the Lemma.

Throughout this section B denotes planar Brownian motion. We are now

ready to prove Lévy’s Theorem on the area of its image.

Theorem 6.8.2 (Lévy, 1940) Almost surely L2(B[0,1]) = 0.

Proof Let X denote the area of B[0,1], and M be its expected value. First we

check that M < ∞. If a ≥ 1 then

P[X > a]≤ 2P[|W (t)|>
√

a/2 for some t ∈ [0,1] ]≤ 8e−a/8

where W is standard one-dimensional Brownian motion. Thus

M =
∫ ∞

0
P[X > a]da ≤ 8

∫ ∞

0
e−a/8 da+1 < ∞.

Note that B(3t) and
√

3B(t) have the same distribution, and hence

EL2(B[0,3]) = 3EL2(B[0,1]) = 3M.

Note that we have L2(B[0,3])≤ ∑2
j=0 L2(B[ j, j+1]) with equality if and only

if for 0 ≤ i < j ≤ 2 we have L2(B[i, i+1]∩B[ j, j+1]) = 0. On the other hand,

for j = 0,1,2, we have EL2(B[ j, j+1]) = M and

3M = EL2(B[0,3])≤
2

∑
j=0

EL2(B[ j, j+1]) = 3M,

whence the intersection of any two of the B[ j, j+ 1] has measure zero almost

surely. In particular, L2(B[0,1]∩B[2,3]) = 0 almost surely.

Let R(x) denote the area of B[0,1]∩ (x+B[2,3]−B(2)+B(1)). If we con-

dition on the values of B[0,1],B[2,3]−B(2), then in order to evaluate the ex-

pected value of L2(B[0,1]∩B[2,3]) we should integrate R(x) where x has the
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distribution of B(2)−B(1). Thus

0 = E[L2(B[0,1]∩B[2,3])] = (2π)−1
∫

R2
e−|x|2/2E[R(x)]dx,

where we are averaging with respect to the Gaussian distribution of B(2)−
B(1). Thus R(x) = 0 a.s. for L2-almost all x, or, by Fubini’s Theorem, the area

of the set where R(x) is positive is a.s. zero. From the Lemma we get that a.s.

L2(B[0,1]) = 0 or L2(B[2,3]) = 0.

The observation that L2(B[0,1]) and L2(B[2,3]) are identically distributed

and independent completes the proof that L2(B[0,1]) = 0 almost surely.

This also follows from the fact that Brownian motion has probability zero of

hitting a given point (other than its starting point), a fact we will prove using

potential theory in the next chapter.

6.9 General Markov processes

In this section we define general Markov processes. Then we prove that Brow-

nian motion, reflected Brownian motion and a process that involves the maxi-

mum of Brownian motion are Markov processes.

Definition 6.9.1 A function p(t,x,A), p : R×Rd ×B → R, where B is the

Borel σ -algebra in Rd , is a Markov transition kernel provided:

(1) p(·, ·,A) is measurable as a function of (t,x), for each A ∈ B,

(2) p(t,x, ·) is a Borel probability measure for all t ∈ R and x ∈ Rd ,

(3) ∀A ∈ B, x ∈ Rd and t,s > 0,

p(t + s,x,A) =
∫

y∈Rd
p(t,y,A)d p(s,x, ·).

Definition 6.9.2 A process {X(t)} is a Markov process with transition ker-

nel p(t,x,A) if for all t > s and Borel set A ∈ B we have

P(X(t) ∈ A|Fs) = p(t − s,X(s),A),

where Fs = σ(X(u), u ≤ s).

The next two examples are trivial consequences of the Markov property for

Brownian motion.

Example 6.9.3 A d-dimensional Brownian motion is a Markov process and

its transition kernel p(t,x, ·) has N(x, t) distribution in each component.
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Suppose Z has N(x, t) distribution. Define |N(x, t)| to be the distribution of

|Z|.

Example 6.9.4 The reflected one-dimensional Brownian motion |B(t)| is a

Markov process. Moreover, its kernel p(t,x, ·) has |N(x, t)| distribution.

Theorem 6.9.5 (Lévy, 1948) Let M(t) be the maximum process of a one-

dimensional Brownian motion B(t), i.e. M(t) = max0≤s≤t B(s). Then, the pro-

cess Y (t)=M(t)−B(t) is Markov and its transition kernel p(t,x, ·) has |N(x, t)|
distribution.

Proof For t > 0, consider the two processes B̂(t)=B(s+t)−B(s) and M̂(t)=

max0≤u≤t B̂(u). Define FB(s) = σ (B(t),0 ≤ t ≤ s). To prove the theorem it

suffices to check that conditional on FB(s) and Y (s) = y, we have Y (s+ t)
d
=

|y+ B̂(t)|.
To prove the claim note that M(s+ t) = M(s)∨ (B(s)+M̂(t)), (recall s∨ t =

max(s, t)) and so we have

Y (s+ t) = M(s)∨ (B(s)+ M̂(t))− (B(s)+ B̂(t)).

Using the fact that a∨b− c = (a− c)∨ (b− c), we have

Y (s+ t) = Y (s)∨ M̂(t)− B̂(t).

To finish, it suffices to check for every y ≥ 0 that y∨ M̂(t)− B̂(t)
d
= |y+ B̂(t)|.

For any a ≥ 0 write

P(y∨ M̂(t)− B̂(t)> a) = I + II,

where

I = P(y− B̂(t)> a)

and

II = P(y− B̂(t)≤ a and M̂(t)− B̂(t)> a).

Since B̂
d
=−B̂ we have

I = P(y+ B̂(t)> a).

To study the second term it is useful to define the “time reversed” Brownian

motion

W (u) = B̂(t −u)− B̂(t),

for 0 ≤ u ≤ t. Note that W is also a Brownian motion for 0 ≤ u ≤ t since it is

continuous and its finite-dimensional distributions are Gaussian with the right

covariances.
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Let MW (t) = max0≤u≤t W (u). Then MW (t) = M̂(t)− B̂(t). Since W (t) =

−B̂(t), we have

II = P(y+W (t)≤ a and MW (t)> a).

If we use the reflection principle by reflecting W (u) at the first time it hits a

we get another Brownian motion W ∗(u). In terms of this Brownian motion we

have II = P(W ∗(t)≥ a+y). Since W ∗ d
=−B̂, it follows II = P(y+ B̂(t)≤−a).

The Brownian motion B̂(t) has continuous distribution, and so, by adding I and

II, we get

P(y∨ M̂(t)− B̂(t)> a) = P(|y+ B̂(t)|> a).

This proves the claim and, consequently, the Theorem.

Proposition 6.9.6 Two Markov processes in Rd with continuous paths, with

the same initial distribution and transition kernel are identical in law.

Outline of Proof. The finite-dimensional distributions are the same. From this

we deduce that the restriction of both processes to rational times agree in dis-

tribution. Finally we can use continuity of paths to prove that they agree, as

processes, in distribution (see Freedman (1971) for more details).

Since the process Y (t) is continuous and has the same distribution as |B(t)|
(they have the same Markov transition kernel and same initial distribution),

this proposition implies {Y (t)} d
= {|B(t)|}.

6.10 Zeros of the Brownian motion

In this section, we start the study of the properties of the zero set ZB of one-

dimensional Brownian motion. We will prove that this set is an uncountable

closed set with no isolated points. This is, perhaps, surprising since almost

surely, a Brownian motion has isolated zeros from the left (for instance, the first

zero after 1/2) or from the right (the last zero before 1/2). However, according

to the next theorem, with probability one, it does not have any isolated zero.

Theorem 6.10.1 Let B be a one-dimensional Brownian motion and ZB be its

zero set, i.e.,

ZB = {t ∈ [0,+∞) : B(t) = 0}.

Then, almost surely, ZB is an uncountable closed set with no isolated points.
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Proof Clearly, with probability one, ZB is closed because B is continuous a.s..

To prove that no point of ZB is isolated we consider the following construction:

for each rational q ∈ [0,∞) consider the first zero after q, i.e., τq = inf{t >

q : B(t) = 0}. Note that τq < ∞ a.s. and, since ZB is closed, the inf is a.s. a

minimum. By the strong Markov property we have that for each q, a.s. τq is

not an isolated zero from the right. But, since there are only countably many

rationals, we conclude that a.s., for all q rational, τq is not an isolated zero

from the right. Our next task is to prove that the remaining points of ZB are

not isolated from the left. So we claim that any 0 < t ∈ ZB that is different

from τq for all rational q is not an isolated point from the left. To see this take

a sequence qn ↑ t, qn ∈ Q. Define tn = τqn . Clearly qn ≤ tn < t (as tn is not

isolated from the right) and so tn ↑ t. Thus t is not isolated from the left.

Finally, recall (see, for instance, Hewitt and Stromberg (1975)) that a closed

set with no isolated points is uncountable; this finishes the proof.

Next we will prove that,with probability one, the Hausdorff dimension of ZB

is 1/2. It turns out that it is relatively easy to bound from below the dimension

of the zero set of Y (t) (also known as set of record values of B). Then, by the

results in the last section, this dimension must be the same as of ZB since these

two (random) sets have the same distribution.

Definition 6.10.2 A time t is a record time for B if Y (t) = M(t)−B(t) = 0,

i.e., if t is a global maximum from the left.

The next lemma gives a lower bound on the Hausdorff dimension of the set

of record times.

Lemma 6.10.3 With probability 1, dim{t ∈ [0,1] : Y (t) = 0} ≥ 1/2.

Proof Since M(t) is an increasing function, we can regard it as a distribu-

tion function of a measure µ , with µ(a,b] = M(b)−M(a). This measure is

supported on the set of record times. We know that, with probability one, the

Brownian motion is Hölder continuous with any exponent α < 1/2. Thus

M(b)−M(a)≤ max
0≤h≤b−a

B(a+h)−B(a)≤Cα(b−a)α ,

where α < 1/2 and Cα is some random constant that doesn’t depend on a or

b. By the Mass Distribution Principle, we get that, a.s., dim{t ∈ [0,1] : Y (t) =

0} ≥ α . By choosing a sequence αn ↑ 1/2 we finish the proof.

Recall that the upper Minkowski dimension of a set is an upper bound for

the Hausdorff dimension. To estimate the Minkowski dimension of ZB we will

need to know

P(∃t ∈ (a,a+ ε) : B(t) = 0) (6.10.1)
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Finding the exact value is Exercise 6.12. However, for our purposes, the fol-

lowing estimate will suffice.

Lemma 6.10.4 For any a,ε > 0 we have

P(∃t ∈ (a,a+ ε) : B(t) = 0)≤C

√
ε

a+ ε
,

for some appropriate positive constant C.

Proof Consider the event A given by |B(a+ε)| ≤√
ε . By the scaling property

of the Brownian motion, we can give the upper bound

P(A) = P

(
|B(1)| ≤

√
ε

a+ ε

)
≤ 2

√
ε

a+ ε
. (6.10.2)

However, knowing that Brownian motion has a zero in (a,a+ ε) makes the

event A very likely. Indeed, we certainly have

P(A)≥ P(A and 0 ∈ B[a,a+ ε ]),

and the strong Markov property implies that

P(A)≥ c̃P(0 ∈ B[a,a+ ε]), (6.10.3)

where

c̃ = min
a≤t≤a+ε

P(A|B(t) = 0).

Because the minimum is achieved when t = a, we have

c̃ = P(|B(1)| ≤ 1)> 0,

by using the scaling property of the Brownian motion. From inequalities (6.10.2)

and (6.10.3), we conclude

P(0 ∈ B[a,a+ ε])≤ 2

c̃

√
ε

a+ ε
.

For any, possibly random, closed set A ⊂ [0,1], define a function

Nm(A) =
2m

∑
k=1

1{A∩[ k−1
2m , k

2m ] 6= /0}.

This function counts the number of intervals of the form [ k−1
2m , k

2m ] intersected

by the set A and so is a natural object if we want to compute the Minkowski

dimension of A. In the special case where A = ZB we have

Nm(ZB) =
2m

∑
k=1

1{0∈B[ k−1
2m , k

2m ]}.



186 Brownian motion, Part I

The next lemma shows that estimates on the expected value of Nm(A) will

give us bounds on the Minkowski dimension (and hence on the Hausdorff di-

mension).

Lemma 6.10.5 Suppose A is a closed random subset of [0,1] such that

ENm(A)≤ c2mα ,

for some c,α > 0. Then dimM (A)≤ α .

Proof Consider

E
∞

∑
m=1

Nm(A)

2m(α+ε)
,

for ε > 0. Then, by the Monotone Convergence Theorem,

E
∞

∑
m=1

Nm(A)

2m(α+ε)
=

∞

∑
m=1

ENm(A)

2m(α+ε)
< ∞.

This estimate implies that

∞

∑
m=1

Nm(A)

2m(α+ε)
< ∞ a.s.,

and so, with probability one,

limsup
m→∞

Nm(A)

2m(α+ε)
= 0.

From the last equation follows

dimM (A)≤ α + ε , a.s.

Let ε → 0 through some countable sequence to get

dimM (A)≤ α, a.s.

And this completes the proof of the lemma.

To get an upper bound on the Hausdorff dimension of ZB note that

ENm(ZB)≤C
2m

∑
k=1

1√
k
≤ C̃2m/2,

since P
(
∃t ∈

[
k−1
2m , k

2m

]
: B(t) = 0

)
≤ C√

k
. Therefore, by the previous lemma,

dimM (ZB)≤ 1/2 a.s. This implies immediately dim(ZB)≤ 1/2 a.s. Combining

this estimate with Lemma 6.10.3 we have
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Theorem 6.10.6 With probability one we have

dim(ZB) =
1

2
.

6.11 Harris’ inequality and its consequences

Lemma 6.11.1 ((Harris, 1960)) Suppose that µ1, . . . ,µd are Borel probability

measures on R and µ = µ1 × µ2 ×·· ·× µd . Let f ,g : Rd → R be measurable

functions that are nondecreasing in each coordinate. Then,

∫

Rd
f (x)g(x)dµ ≥

(∫

Rd
f (x)dµ

)(∫

Rd
g(x)dµ

)
, (6.11.1)

provided the above integrals are well-defined.

Proof One can argue, using the Monotone Convergence Theorem, that it suf-

fices to prove the result when f and g are bounded. We assume f and g are

bounded and proceed by induction. Suppose d = 1. Note that

( f (x)− f (y))(g(x)−g(y))≥ 0

for all x,y ∈ R. Therefore,

0 ≤
∫

R

∫

R
( f (x)− f (y))(g(x)−g(y))dµ(x)dµ(y)

= 2

∫

R
f (x)g(x)dµ(x)−2

(∫

R
f (x)dµ(x)

)(∫

R
g(y)dµ(y)

)
,

and (6.11.1) follows easily. Now, suppose (6.11.1) holds for d −1. Define

f1(x1) =

∫

Rd−1
f (x1, . . . ,xd)dµ2(x2) . . .dµd(xd),

and define g1 similarly. Note that f1(x1) and g1(x1) are non-decreasing func-

tions of x1. Since f and g are bounded, we may apply Fubini’s Theorem to

write the left hand side of (6.11.1) as
∫

R

(∫

Rd−1
f (x1, . . . ,xd)g(x1, . . . ,xd)dµ2(x2) . . .dµd(xd)

)
dµ1(x1). (6.11.2)

The integral in the parenthesis is at least f1(x1)g1(x1) by the induction hypoth-

esis. Thus, by using the result for the d = 1 case we can bound (6.11.2) below

by
(∫

R
f1(x1)dµ1(x1)

)(∫

R
g1(x1)dµ1(x1)

)

which equals the right hand side of (6.11.1), completing the proof.
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Example 6.11.2 We say an event A ⊂ Rd is an increasing event if

(x1, . . . ,xi−1,xi,xi+1, . . .xd) ∈ A,

and x̃i ≥ xi imply that

(x1, . . . ,xi−1, x̃i,xi+1, . . .xd) ∈ A.

If A and B are increasing events, then it is easy to see by applying Harris’

Inequality to the indicator functions 1A and 1B that P(A∩B)≥ P(A)P(B).

Example 6.11.3 Let X1, . . . ,Xn be an i.i.d. sample, where each Xi has distri-

bution µ . Given any (x1, . . . ,xn) ∈Rn, define the relabeling x(1) ≥ x(2) ≥ ·· · ≥
x(n). Fix i and j, and define f (x1, . . . ,xn) = x(i) and g(x1, . . . ,xn) = x( j). Then

f and g are measurable and nondecreasing in each component. Therefore, if

X(i) and X( j) denote the ith and jth order statistics of X1, . . . ,Xn, then it follows

from Harris’ Inequality that E[X(i)X( j)]≥ E[X(i)]E[X( j)], provided these expec-

tations are well-defined. See Lehmann (1966) and Bickel (1967) for further

discussion.

For the rest of this section, let X1,X2, . . . be i.i.d. random variables, and let

Sk = ∑k
i=1 Xi be their partial sums. Denote

pn = P(Si ≥ 0 for all 1 ≤ i ≤ n) . (6.11.3)

Observe that the event that {Sn is the largest among S0,S1, . . . ,Sn} is precisely

the event that the reversed random walk Xn + · · ·+Xn−k+1 is nonnegative for

all k = 1, . . . ,n ; thus this event also has probability pn. The following theorem

gives the order of magnitude of pn.

Theorem 6.11.4 If the increments Xi have a symmetric distribution (that is,

Xi
d
= −Xi) or have mean zero and finite variance, then there are positive con-

stants C1 and C2 such that C1n−1/2 ≤ pn ≤C2n−1/2 for all n ≥ 1 .

Proof For the general argument, see Feller (1966), Section XII.8. We prove

the result here for the simple random walk, that is, when each Xi takes values

±1 with probability half each.

Define the stopping time τ−1 = min{k : Sk =−1}. Then

pn = P(Sn ≥ 0)−P(Sn ≥ 0,τ−1 < n).

Let {S∗j} denote the random walk reflected at time τ−1, that is

S∗j = S j for j ≤ τ−1,

S∗j = (−1)− (S j +1) for j > τ−1.
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Note that if τ−1 < n then Sn ≥ 0 if and only if S∗n ≤−2, so

pn = P(Sn ≥ 0)−P(S∗n ≤−2).

Using symmetry and the reflection principle, we have

pn = P(Sn ≥ 0)−P(Sn ≥ 2) = P(Sn ∈ {0,1}),

which means that

pn = P(Sn = 0) =
(

n
n/2

)
2−n for n even,

pn = P(Sn = 1) =
(

n
(n−1)/2

)
2−n for n odd.

Recall that Stirling’s Formula gives m! ∼
√

2πmm+1/2e−m, where the symbol

∼ means that the ratio of the two sides approaches 1 as m→∞. One can deduce

from Stirling’s Formula that

pn ∼
√

2

πn
,

which proves the Theorem.

The following theorem expresses, in terms of the pi, the probability that S j

stays between 0 and Sn for j between 0 and n. It will be used in the next section.

Theorem 6.11.5 We have p2
n ≤ P(0 ≤ S j ≤ Sn for all 1 ≤ j ≤ n)≤ p2

⌊n/2⌋.

Proof The two events

A = {0 ≤ S j for all j ≤ n/2} and

B = {S j ≤ Sn for all j ≥ n/2}

are independent, since A depends only on X1, . . . ,X⌊n/2⌋ and B depends only on

the remaining X⌊n/2⌋+1, . . . ,Xn. Therefore,

P(0 ≤ S j ≤ Sn for all 0 < j < n)≤ P(A∩B) = P(A)P(B)≤ p2
⌊n/2⌋,

which proves the upper bound.

For the lower bound, we follow Peres (1996a) and let f (x1, . . . ,xn) = 1 if all

the partial sums x1+ · · ·+xk for k= 1, . . . ,n are nonnegative, and f (x1, . . . ,xn)=

0 otherwise. Also, define g(x1, . . . ,xn) = f (xn, . . . ,x1). Then f and g are non-

decreasing in each component. Let µ j be the distribution of X j, and let µ =

µ1 ×·· ·×µn. By Harris’ Inequality,
∫

Rn
f gdµ ≥

(∫

Rn
f dµ

)(∫

Rn
gdµ

)
= p2

n.

Also, let X ⊂ Rn be the set such that for all j,

x1 + · · ·+ x j ≥ 0 and x j+1 + · · ·+ xn ≥ 0.
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Then ∫

Rn
f gdµ =

∫

Rn
1X dµ = P(0 ≤ S j ≤ Sn for all 1 ≤ j ≤ n),

which proves the lower bound.

6.12 Points of increase

The material in this section has been taken, with minor modifications, from

Peres (1996a).

A real-valued function f has a global point of increase in the interval

(a,b) if there is a point t0 ∈ (a,b) such that f (t) ≤ f (t0) for all t ∈ (a, t0)

and f (t0)≤ f (t) for all t ∈ (t0,b). We say t0 is a local point of increase if it is

a global point of increase in some interval. Dvoretzky et al. (1961) proved that

Brownian motion almost surely has no global points of increase in any time

interval, or, equivalently, that Brownian motion has no local points of increase.

Knight (1981) and Berman (1983) noted that this follows from properties of the

local time of Brownian motion; direct proofs were given by Adelman (1985)

and Burdzy (1990). Here we show that the nonincrease phenomenon holds for

arbitrary symmetric random walks, and can thus be viewed as a combinatorial

consequence of fluctuations in random sums.

Definition Say that a sequence of real numbers s0,s1, . . . ,sn has a (global)

point of increase at k if si ≤ sk for i = 0,1, . . . ,k − 1 and sk ≤ s j for j =

k+1, . . . ,n.

Theorem 6.12.1 Let S0,S1, . . . ,Sn be a random walk where the i.i.d. incre-

ments Xi = Si −Si−1 have a symmetric distribution, or have mean 0 and finite

variance. Then

P(S0, . . . ,Sn has a point of increase)≤ C

logn
,

for n > 1, where C does not depend on n.

We will now see how this result implies the following

Corollary 6.12.2 Brownian motion almost surely has no points of increase.

Proof To deduce this, it suffices to apply Theorem 6.12.1 to a simple ran-

dom walk on the integers. Indeed it clearly suffices to show that the Brownian

motion {B(t)}t≥0 almost surely has no global points of increase in a fixed

rational time interval (a,b). Sampling the Brownian motion when it visits a

lattice yields a simple random walk; by refining the lattice, we may make this
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walk as long as we wish, which will complete the proof. More precisely, for

any vertical spacing h > 0 define τ0 to be the first t ≥ a such that B(t) is an

integral multiple of h, and for i ≥ 0 let τi+1 be the minimal t ≥ τi such that

|B(t)−B(τi)|= h. Define Nb = max{k ∈ Z : τk ≤ b}. For integers i satisfying

0 ≤ i ≤ Nb, define

Si =
B(τi)−B(τ0)

h
.

Then, {Si}Nb
i=1 is a finite portion of a simple random walk. If the Brownian

motion has a (global) point of increase in (a,b) at t0, and if k is an integer such

that τk−1 ≤ t0 ≤ τk, then this random walk has points of increase at k−1 and k.

Similarly, if t0 < τ0 or t0 > τN , then k = 0, resp. k = Nb, is a point of increase

for the random walk. Therefore, for all n,

P(Brownian motion has a global point of increase in (a,b))

≤ P(Nb ≤ n)+
∞

∑
m=n+1

P(S0, . . . ,Sm has a point of increase, and Nb = m).

(6.12.1)

Note that Nb ≤ n implies |B(b)−B(a)| ≤ (n+1)h, so

P(Nb ≤ n)≤ P(|B(b)−B(a)| ≤ (n+1)h) = P

(
|Z| ≤ (n+1)h√

b−a

)
,

where Z has a standard normal distribution. Since S0, . . . ,Sm, conditioned on

Nb = m is a finite portion of a simple random walk, it follows from Theorem

6.12.1 that for some constant C, we have

∞

∑
m=n+1

P(S0, . . . ,Sm has a point of increase, and Nb = m)

≤
∞

∑
m=n+1

P(Nb = m)
C

logm
≤ C

log(n+1)
.

Thus, the probability in (6.12.1) can be made arbitrarily small by first taking n

large and then picking h > 0 sufficiently small.

To prove Theorem 6.12.1, we prove first

Theorem 6.12.3 For any random walk {S j} on the line,

P(S0, . . . ,Sn has a point of increase)≤ 2
∑n

k=0 pk pn−k

∑
⌊n/2⌋
k=0 p2

k

, (6.12.2)

where pn are defined as in (6.11.3).
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Proof The idea is simple. The expected number of points of increase is the

numerator in (6.12.2), and given that there is at least one such point, the ex-

pected number is bounded below by the denominator; the ratio of these expec-

tations bounds the required probability.

To carry this out, denote by In(k) the event that k is a point of increase for

S0,S1, . . . ,Sn and by Fn(k) = In(k)\
⋃k−1

i=0 In(i) the event that k is the first such

point. The events that {Sk is largest among S0,S1, . . . ,Sk} and that {Sk is small-

est among Sk,Sk+1, . . . ,Sn} are independent, and therefore P(In(k)) = pk pn−k.

Observe that if S j is minimal among S j, . . . ,Sn , then any point of increase

for S0, . . . ,S j is automatically a point of increase for S0, . . . ,Sn. Therefore for

j ≤ k, Fn( j)∩ In(k) is equal to

Fj( j) ∩
{

S j ≤ Si ≤ Sk ∀ i ∈ [ j,k]
}
∩ {Sk = min(Sk, . . . ,Sn)} .

(6.12.3)

The three events on the right-hand side are independent, as they involve dis-

joint sets of summands; the second of these events is of the type considered in

Theorem 6.11.5. Thus,

P(Fn( j)∩ In(k))≥ P(Fj( j)) p2
k− j pn−k

≥ p2
k− j P(Fj( j))P(S j is minimal among S j, . . . ,Sn) ,

since pn−k ≥ pn− j. Here the two events on the right are independent, and their

intersection is precisely Fn( j). Consequently P(Fn( j)∩In(k)) ≥ p2
k− jP(Fn( j)) .

Decomposing the event In(k) according to the first point of increase gives

n

∑
k=0

pk pn−k =
n

∑
k=0

P(In(k)) =
n

∑
k=0

k

∑
j=0

P(Fn( j)∩ In(k))

≥
⌊n/2⌋
∑
j=0

j+⌊n/2⌋
∑
k= j

p2
k− jP(Fn( j)) =

⌊n/2⌋
∑
j=0

P(Fn( j))
⌊n/2⌋
∑
i=0

p2
i . (6.12.4)

This yields an upper bound on the probability that {S j}n
j=0 has a point of in-

crease by time n/2; but this random walk has a point of increase at time k if and

only if the “reversed” walk {Sn−Sn−i}n
i=0 has a point of increase at time n−k.

Thus, doubling the upper bound given by (6.12.4) proves the theorem.

Proof of Theorem 6.12.1. To bound the numerator in (6.12.2), we can use
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symmetry to deduce from Theorem 6.11.4 that

n

∑
k=0

pk pn−k ≤ 2+2

⌊n/2⌋
∑
k=1

pk pn−k

≤ 2+2C2
2

⌊n/2⌋
∑
k=1

k−1/2(n− k)−1/2

≤ 2+4C2
2n−1/2

⌊n/2⌋
∑
k=1

k−1/2 ,

which is bounded above because the last sum is O(n1/2). Since Theorem 6.11.4

implies that the denominator in (6.12.2) is at least C2
1 log⌊n/2⌋ , this completes

the proof.

The following theorem shows that we can obtain a lower bound on the prob-

ability that a random walk has a point of increase that differs from the upper

bound only by a constant factor.

Theorem 6.12.4 For any random walk on the line,

P(S0, . . . ,Sn has a point of increase)≥ ∑n
k=0 pk p2n−k

2∑
⌊n/2⌋
k=0 p2

k

. (6.12.5)

In particular if the increments have a symmetric distribution, or have mean

0 and finite variance, then P(S0, . . . ,Sn has a point of increase)≍ 1/ logn for

n > 1, where the symbol ≍ means that the ratio of the two sides is bounded

above and below by positive constants that do not depend on n.

Proof Using (6.12.4), we get

n

∑
k=0

pk p2n−k =
n

∑
k=0

P(I2n(k)) =
n

∑
k=0

k

∑
j=0

P(F2n( j)∩ I2n(k)) .

Using Theorem 6.11.5, we see that for j ≤ k ≤ n, we have

P(F2n( j)∩ I2n(k))≤ P(Fn( j)∩{S j ≤ Si ≤ Sk for j ≤ i ≤ k})
≤ P(Fn( j))p2

⌊(k− j)/2⌋.

Thus,

n

∑
k=0

pk p2n−k ≤
n

∑
k=0

k

∑
j=0

P(Fn( j))p2
⌊(k− j)/2⌋ ≤

n

∑
j=0

P(Fn( j))
n

∑
i=0

p2
⌊i/2⌋.

This implies (6.12.5). The assertion concerning symmetric or mean 0, finite

variance walks follows from Theorem 6.11.4 and the proof of Theorem 6.12.1.
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Figure 6.12.1 A simple random walk (1000 steps) with a point of increase (shown

by the horizontal line). After generating 10,000 1000-step random walks, 2596

had at least one point of increase. Equations (6.12.5) and (6.12.2) put the proba-

bility of a 1000-step walk having a point of increase between .2358 and .9431, so

the lower bound seems more accurate.

6.13 Notes

The physical phenomenon of Brownian motion was observed by the botanist

Robert Brown (1828), who reported on the random movement of particles sus-

pended in water. The survey by Duplantier (2006) gives a detailed account of

subsequent work in physics by Sutherland, Einstein, Perrin and others. In par-

ticular, Einstein (1905) was crucial in establishing the atomic view of matter.

The first mathematical study of Brownian motion is due to Bachelier (1900)

in the context of modelling stock market fluctuations. The first rigorous con-

struction of mathematical Brownian motion is due to Wiener (1923); indeed,

the distribution of standard Brownian motion on the space of continuous func-

tions equipped with the Borel σ -algebra (arising from the topology of uniform

convergence) is called Wiener measure.

Mathematically, Brownian motion describes the macroscopic picture emerg-

ing from a random walk if its increments are sufficiently tame not to cause

jumps which are visible in the macroscopic description.

The construction of Brownian motion via interpolation given in the text is

due to Paul Lévy (see (Lévy, 1948)). An alternative is to first show that a

uniformly continuous Markov process with the correct transition probabilities

at rational times can be constructed, using, e.g., Kolmogorov’s criterion. and

then extending to a continuous process defined at real times. See, for example,
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Revuz and Yor (1994), Karatzas and Shreve (1991) and Kahane (1985) for

further alternative constructions.

From the proof of Theorem 6.10.6 we can also infer that H 1/2(ZB) < ∞

almost surely. If we set

ϕ(r) =
√

r log log
1

r
,

then Taylor and Wendel (1966) prove that 0<H ϕ(Z)<∞ almost surely. Also

see Mörters and Peres (2010b) Theorem 6.43.

The second author heard the following story from Shizuo Kakutani about

the paper Dvoretzky et al. (1961). Erdős was staying at Dvoretszky’s apartment

in New York City and Kakutaniu drove down from Yale and the three of them

constructed a proof that Brownian motion has points of increase. Satisfied with

the proof, Kakutani left to go home, but, despite repeated attempts, could not

get his car to start. It was too late to find a mechanic, so he spent the night at

Dvoretszky’s apartment with the others, filling in the remaining details of the

existence proof until it turned into a non-existence proof around 2am. In the

morning the car started perfectly on the first attempt (but if it hadn’t, we might

not have Exercise 5.6).

A natural refinement of the results in Section 6.12 is the question whether,

for Brownian motion in the plane, there exists a line such that the Brownian

motion path, projected onto that line, has a global point of increase. An equiv-

alent question is whether the Brownian motion path admits cut lines. (We say

a line ℓ is a cut-line for the Brownian motion if, for some t0, B(t) lies on one

side of ℓ for all t < t0 and on the other side of ℓ for all t > t0.) It was proved

by Bass and Burdzy (1999) that Brownian motion almost surely does not have

cut-lines.

Burdzy (1989) showed that Brownian motion in the plane almost surely does

have cut points; these are points B(t0) such that the Brownian motion path with

the point B(t0) removed is disconnected. The Hausdorff dimension of the set

of cut points is 3/4; this has recently been proved by Lawler et al. (2001c).

For Brownian motion in three dimensions, there almost surely exist cut planes,

where we say P is a cut plane if for some t0, B(t) lies on one side of the plane

for t < t0 and on the other side for t > t0.

Pemantle (1997) has shown that a Brownian motion path almost surely

does not cover any straight line segment. Which curves can be covered by

a Brownian motion path is, in general, an open question. Also unknown is

the minimal Hausdorff dimension of curves in a typical Brownian motion

path. Burdzy and Lawler (1990) showed this minimal dimension to be at most

3/2− 1/4π2 ≈ 1.47 and this was improved to 4/3 by Lawler et al. (2001a),
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who computed the dimension of the Brownian frontier (the boundary of the un-

bounded component in the complement of the planar Brownian path B([0,1])).

6.14 Exercises

Exercise 6.1 Let A ⊂ [0,1] be closed and let B1,B2 be independent standard

Brownian motions in R. Show that dimB1(B2(A)) = 4dim(A)∧1 a.s. Does the

same hold for B1(B1(A))?

Exercise 6.2 We say that two density function f ,g have a monotone like-

lihood ratio (MLR) if
f
g

is non decreasing ( 0
0

:= 0). We say that a function

h : R→R is log-concave if logh is concave. Let f ,g be two densities that have

a MLR. Show that f stochastically dominates g, i.e. for any c∈R,
∫ ∞

c g(x)dx≤∫ ∞
c f (x)dx. Hint: Use the Harris inequality.

Exercise 6.3 Let f ,g be continuous densities that have a MLR. Let h ∈ C1 be

a log-concave density function with
∫ ∞
−∞ |h′(y)|dy < ∞. Show that the convolu-

tions f ∗h and g∗h also have a MLR. (Here f ∗h(y) :=
∫ ∞
−∞ f (x)h(y− x)dx).

Exercise 6.4 Let h1,h2 : [0,1]→R be continuous functions such that h1 ≤ h2.

Show that a Brownian motion conditioned to remain above h2 will stochasti-

cally dominate at time 1 a Brownian motion conditioned to remain above h1.

In other words, if Ai := {B(x)≥ hi(x),0 ≤ x ≤ 1}, i = 1,2, then for any c ∈R,

P[B(1)≥ c|A1]≤ P[B(1)≥ c|A2]).

Exercise 6.5 Prove the Law of Large Numbers for Brownian motion (Coro-

lary 6.3.1) directly. Use the usual Law of Large Numbers to show that

lim
n→∞

B(n)

n
= 0.

Then show that B(t) does not oscillate too much between n and n+1.

• Exercise 6.6 Show that a Brownian motion is a.s. not 1
2
-Hölder.

Exercise 6.7 Show that for all t, P(t is a local maximum) = 0, but almost

surely local maxima are a countable dense set in (0,∞).

• Exercise 6.8 Let α > 1/2. Show that a.s. for all t > 0, there exists h > 0

such that |B(t +h)−B(t)|> hα .

Exercise 6.9 A.s. if B(t0) = max0≤t≤1 B(t) then D∗B(t0) =−∞.

Exercise 6.10 Let f ∈ C([0,1]). Prove that B(t)+ f (t) is nowhere differen-

tiable almost surely.



6.14 Exercises 197

• Exercise 6.11 Prove that if A is a closed set then τA = inf{t : B(t) ∈ A} is a

stopping time.

• Exercise 6.12 Compute the exact value of (6.10.1), i.e., show

P(∃t ∈ (a,a+ ε) : B(t) = 0) =
2

π
arctan

√
ε

a
.

• Exercise 6.13 Numerically estimate the ratio that appears in both equations

(6.12.5) and (6.12.2) for n = 103, . . . ,106.
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Brownian motion, Part II

We continue the discussion of Brownian motion, focusing more on higher di-

mensions and potential theory in this chapter. We start with a remarkable re-

sult of Robert Kaufman stating that with probability 1, Brownian motion in

dimensions ≥ 2 simultaneously doubles the dimension of every time set. We

then prove the law of the iterated logarithm for Brownian motion and use Sko-

rokhod’s representation to deduce the LIL for discrete random walks. Next

comes Donsker’s Invariance Principle that implies Brownian motion is the

limit of a wide variety of i.i.d. random walks. We end the chapter discussing

the close connection between Brownian motion and potential theory. In par-

ticular, we will solve the Dirichlet problem, discuss the recurrence/transcience

properties of Brownian motion in Rd , prove it is conformally invariant in two

dimensions and estimate hitting probabilities in terms of logarithmic capacity.

7.1 Dimension doubling

We introduced the idea of dimension doubling in the previous chapter when

computing the dimension of the Brownian paths and graphs. Now we return to

the topic to give the proofs of results stated earlier. In particular, we apply the

following converse to the Frostman’s Energy Method (Theorem 6.4.6).

Theorem 7.1.1 (Frostman, 1935) If K ⊂ Rd is closed and dim(K)> α , then

there exists a Borel probability measure µ on K such that

Eα(µ) =
∫

Rd

∫

Rd

dµ(x)dµ(y)

|x− y|α < ∞.

The above theorem can be deduced by applying Theorem 3.4.2(i) to inter-

sections of K and closed balls of diameter tending to infinity.

198
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Theorem 7.1.2 (McKean, 1955) Let B denote Brownian motion in Rd . Let

A⊂ [0,∞) be a closed set such that dim(A)≤ d/2. Then, almost surely dimB(A)

= 2dim(A).

Proof Let α < dim(A). By Theorem 7.1.1, there exists a Borel probability

measure µ on A such that Eα(µ) < ∞. Denote by µB the random measure on

Rd defined by

µB(D) = µ(B−1
d (D)) = µ({t : Bd(t) ∈ D})

for all Borel sets D. Then

E[E2α(µB)] = E

[∫

Rd

∫

Rd

dµB(x)dµB(y)

|x− y|2α

]
= E

[∫

R

∫

R

dµ(t)dµ(s)

|Bd(t)−Bd(s)|2α

]
,

where the second equality can be verified by a change of variables. Note that

the denominator on the right hand side has the same distribution as |t−s|α |Z|2α ,

where Z is a d-dimensional standard normal random variable. Since 2α < d

we have:

E[|Z|−2α ] =
1

(2π)d/2

∫

Rd
|y|−2α e−|y|2/2 dy < ∞.

Hence, using Fubini’s Theorem,

E[E2α(µB)] =
∫

R

∫

R
E[|Z|−2α ]

dµ(t)dµ(s)

|t − s|α
≤ E[|Z|−2α ]Eα(µ)< ∞.

Thus, E[E2α(µB)] < ∞, whence E2α(µB) < ∞ a.s. Moreover, µB is supported

on Bd(A) since µ is supported on A. It follows from the Energy Theorem 6.4.6

that dimBd(A) ≥ 2α a.s. By letting α → dim(A), we see that dim(Bd(A)) ≥
2dim(A) almost surely.

Using the fact that Bd is almost surely γ-Hölder for all γ < 1/2, it follows

from Lemma 5.1.3 that dim(Bd(A)) ≤ 2dim(A) a.s. This finishes the proof of

Theorem 7.1.2.

Suppose 2α < d. Our proof of Theorem 7.1.2 shows that if Capα(A) > 0,

then Cap2α(Bd(A)) > 0 almost surely. The converse of this statement is also

true, but much harder to prove.

We have just seen the dimension doubling property of Brownian motion

for d ≥ 1: for a single set A, we have dim(W (A)) = 2dim(A) almost surely.

However, for d ≥ 2 this is true for all closed sets almost surely. To highlight the

distinction, consider the zero set of 1-dimensional Brownian motion; these are

sets of dimension 1/2 whose images under Brownian motion have dimension

0. This cannot happen in higher dimensions; if d ≥ 2 then almost surely every
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set of dimension 1/2 must have an image of dimension 1. We will start by

proving the result for d ≥ 3, where the transience of Brownian motion can be

used; after that we deal with d = 2.

Lemma 7.1.3 Consider a cube Q ⊂ Rd centered at a point x and having

diameter 2r. Let W be Brownian motion in Rd , with d ≥ 3. Define recursively

τQ
1 = inf{t ≥ 0 : W (t) ∈ Q}

τQ
k+1 = inf{t ≥ τQ

k + r2 : W (t) ∈ Q}

with the usual convention that inf /0 = ∞. There exists a positive θ = θd < 1

that does not depend on r and z, such that Pz(τ
Q
n+1 < ∞)≤ θ n.

Proof It is sufficient to show that for some θ as above,

Pz(τ
Q
k+1 = ∞ | τQ

k < ∞)> 1−θ .

But the quantity on the left can be bounded below by

Pz(τ
Q
k+1 =∞

∣∣ |W (τQ
k +r2)−x|> 4r,τQ

k <∞)Pz(|W (τQ
k +r2)−x|> 4r

∣∣τQ
k <∞).

The second factor is clearly positive, and the first is also positive since W is

transient (this means that B(t) → ∞ a.s. when d ≥ 3; this fact will be proven

later in the chapter as Theorem 7.5.7). Both probabilities are invariant under

changing the scaling factor r and do not depend on z.

Corollary 7.1.4 Let Dm denote the set of binary cubes of side length 2−m

inside [− 1
2
, 1

2
]d . A.s. there exists a random variable C(ω) so that for all m and

for all cubes Q ∈ Dm we have τQ
K+1 = ∞ with K =C(ω)m.

Proof

∑
m

∑
Q∈Dm

P(τQ

⌈cm+1⌉ < ∞)≤ ∑
m

2dmθ cm.

Choose c so that 2dθ c < 1. Then by Borel–Cantelli, for all but finitely many

m we have τQ

⌈cm+1⌉+1
= ∞ for all Q ∈ Dm. Finally, we can choose a random

C(ω)> c to handle the exceptional cubes.

Theorem 7.1.5 (Kaufman’s Uniform Dimension Doubling for d ≥ 3)

P(dimW (A) = 2dimA for all closed A ⊂ [0,∞]) = 1. (7.1.1)
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Proof The ≤ direction holds in all dimensions by the Hölder property of

Brownian motion (see Corollary 6.3.2 and Lemma 5.1.3). For the other direc-

tion, fix L. We will show that with probability 1, for all closed subsets S of

[−L,L]d we have

dimW−1(S)≤ 1

2
dimS. (7.1.2)

Applying this to S=W (A)∩ [−L,L]d for a countable unbounded set of L we get

the desired conclusion. By scaling, it is sufficient to prove (7.1.2) for L= 1
2
. We

will verify this for the paths satisfying Corollary 7.1.4; these have full measure.

The rest of the argument is deterministic, we fix an ω to be such a path. For

β > dimS and for all ε there exist covers of S by binary cubes {Q j} in
⋃

m Dm

so that ∑ |Q j|β < ε (recall |Q|= diam(Q)). If Nm denotes the number of cubes

from Dm in such a cover, then

∑
m

Nm2−mβ < ε .

Consider the W -inverse image of these cubes. Since we chose ω so that

Corollary 7.1.4 is satisfied, this yields a cover of W−1(S), that for each m ≥ 1

uses at most C(ω)mNm intervals of length r2 = d2−2m−2.

For β1 > β we can bound the β1/2-dimensional Hausdorff content of W−1(S)

above by

∞

∑
m=1

C(ω)mNm(d2−2m)β1/2 =C(ω)dβ1/2
∞

∑
m=1

mNm2−mβ1 .

This can be made small by choosing a suitable ε . Thus W−1(S) has Haus-

dorff dimension at most β/2 for all β > dimS, and therefore dimW−1(S) ≤
dimS/2.

In two dimensions we cannot rely on transience of Brownian motion. To get

around this problem, we can look at the Brownian path up to a stopping time.

A convenient one is

τ∗R = min{t : |W (t)|= R}.

For the two-dimensional version of Kaufman’s Theorem it is sufficient to show

that

P(dimW (A) = 2dim(A∩ [0,τ∗R]) for all closed A ⊂ [0,∞]) = 1.

Lemma 7.1.3 has to be changed accordingly. Define τk as in the lemma, and

assume that the cube Q is inside the ball of radius R about 0. Then we have
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Figure 7.1.1 The image of the middle thirds Cantor set under a 2-dimensional

Brownian path. By dimension doubling, this set has Hausdorff dimension

log4/ log3.

Lemma 7.1.6

Pz(τk < τ∗R)≤
(

1− c

m

)k

≤ e−ck/m (7.1.3)

Here c = c(R)> 0, 2−m−1 < r < 2−m, and z is any point in Rd .

Proof We start by bounding Pz(τk+1 ≥ τ∗R | τk < τ∗R) from below by

Pz(τk+1 ≥ τ∗R| |W (τk + r2)− x|> 2r,τk < τ∗R)

×Pz(|W (τk + r2)− x|> 2r |τk < τ∗R). (7.1.4)

The second factor does not depend on r and R, and it can be bounded below

by a constant. The first factor is bounded below by the probability that planar

Brownian motion started at distance 2r from the origin hits the sphere of radius

2R before the sphere of radius r (both centered at the origin). Using (7.8.1), this

is given by

log2
2r
r

log2
2R
r

≥ 1

log2(2R)+m
.

This is at least c1/m for some c1 that depends on R only.

The bound (7.1.3) on Pz(τk < ∞) in two dimensions is worse by a linear

factor than the bound in higher dimensions. This, however, does not make a

significant difference in the proof of the two-dimensional version of Theorem

7.1.5. Completing the proof is left to the reader (Exercise 7.1).
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7.2 The law of the iterated logarithm

We know that at time t, Brownian motion is roughly of size t1/2. The following

result quantifies how close this average size is to an almost sure upper bound.

Theorem 7.2.1 (The Law of the Iterated Logarithm) For ψ(t) =
√

2t log log t

limsup
t→∞

B(t)

ψ(t)
= 1 a.s.

By symmetry it follows that

liminf
t→∞

B(t)

ψ(t)
=−1 a.s.

Khinchin (1924) proved the Law of Iterated Logarithm for simple random

walks, Kolmogorov (1929) for other walks, and Lévy for Brownian motion.

The proof for general random walks is much simpler through Brownian mo-

tion than directly.

Proof The main idea is to scale by a geometric sequence. We will first prove

the upper bound. Fix ε > 0 and q > 1. Let

An =

{
max

0≤t≤qn
B(t)≥ (1+ ε)ψ(qn)

}
.

By Theorem 6.6.5 the maximum of Brownian motion up to a fixed time t has

the same distribution as |B(t)|. Therefore

P(An) = P

[ |B(qn)|√
qn

≥ (1+ ε)ψ(qn)√
qn

]
.

We can use the tail estimate P(Z > x)≤ e−x2/2 for x > 1 (by Lemma 6.1.6) to

conclude that for large n:

P(An)≤ exp
(
−(1+ ε)2 log logqn

)
=

1

(n logq)(1+ε)2
,

which is summable in n. Since ∑nP(An)<∞, by the Borel–Cantelli Lemma we

get that only finitely many of these events occur. For large t write qn−1 ≤ t < qn.

We have

B(t)

ψ(t)
=

B(t)

ψ(qn)

ψ(qn)

qn

t

ψ(t)

qn

t
≤ (1+ ε)q,

since ψ(t)/t is decreasing in t. Thus

limsup
t→∞

B(t)

ψ(t)
≤ (1+ ε)q a.s.
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Since this holds for any ε > 0 and q > 1 we have proved that

limsupB(t)/ψ(t)≤ 1.

For the lower bound, fix q > 1. In order to use the Borel–Cantelli lemma in

the other direction, we need to create a sequence of independent events. Let

Dn =
{

B(qn)−B(qn−1)≥ ψ(qn −qn−1)
}
.

We will now use Lemma 6.1.6 for large x:

P(Z > x)≥ ce−x2/2

x
.

Using this estimate we get

P(Dn) = P

[
Z ≥ ψ(qn −qn−1)√

qn −qn−1

]
≥ c

exp(− log log(qn −qn−1))√
2loglog(qn −qn−1)

≥ cexp(− log(n logq))√
2log(n logq)

>
c′

n logn

and therefore ∑nP(Dn) = ∞. Thus for infinitely many n

B(qn)≥ B(qn−1)+ψ(qn −qn−1)≥−2ψ(qn−1)+ψ(qn −qn−1)

where the second inequality follows from applying the previously proven up-

per bound to −B(qn−1). From the above we get that for infinitely many n

B(qn)

ψ(qn)
≥ −2ψ(qn−1)+ψ(qn −qn−1)

ψ(qn)
≥ −2√

q
+

qn −qn−1

qn
. (7.2.1)

To obtain the second inequality first note that

ψ(qn−1)

ψ(qn)
=

ψ(qn−1)√
qn−1

√
qn

ψ(qn)

1√
q
≤ 1√

q

since ψ(t)/
√

t is increasing in t for large t. For the second term we just use the

fact that ψ(t)/t is decreasing in t.

Now (7.2.1) implies that

limsup
t→∞

B(t)

ψ(t)
≥− 2√

q
+1− 1

q
a.s.

and letting q ↑ ∞ concludes the proof of the upper bound.

Corollary 7.2.2 If {λn} is a sequence of random times (not necessarily stop-

ping times) satisfying λn → ∞ and λn+1/λn → 1 almost surely, then

limsup
n→∞

B(λn)

ψ(λn)
= 1 a.s.
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Furthermore, if λn/n → a almost surely, then

limsup
n→∞

B(λn)

ψ(an)
= 1 a.s.

Proof The upper bound follows from the upper bound for continuous time.

To prove the lower bound, we might run into the problem that λn and qn may

not be close for large n; we have to exclude the possibility that λn is a sequence

of times where the value of Brownian motion is too small. To get around this

problem define

D∗
k = Dk ∩

{
min

qk≤t≤qk+1
B(t)−B(qk)≥−

√
qk

}
def
= Dk ∩Ωk

Note that Dk and Ωk are independent events. Moreover, by scaling, P(Ωk) is a

constant cq > 0 that does not depend on k. Thus P(D∗
k) = cqP(Dk), so the sum

of these probabilities is infinite. The events {D∗
2k} are independent, so by the

Borel-Cantelli lemma, for infinitely many (even) k,

min
qk≤t≤qk+1

B(t)≥ ψ(qk)

(
1− 1

q
− 2√

q

)
−
√

qk.

Now define n(k) = min{n : λn > qk}. Since the ratios λn+1/λn tend to 1, it

follows that qk ≤ λn(k) < qk+1 for all large k. Thus for infinitely many k

B(λn(k))

ψ(λn(k))
≥ ψ(qk)

ψ(λn(k))

[
1− 1

q
− 2√

q

]
−

√
qk

ψ(λn(k))
.

But since
√

qk/ψ(qk)→ 0 we conclude that

limsup
n→∞

B(λn)

ψ(λn)
≥ 1− 1

q
− 2√

q

and since the left hand side does not depend on q we arrive at the desired

conclusion.

For the last part, note that if λn/n → a then ψ(λn)/ψ(an)→ 1.

Corollary 7.2.3 If {Sn} is a simple random walk on Z, then almost surely

limsup
n→∞

Sn

ψ(n)
= 1.

This immediately follows from the previous corollary by setting:

λ0 = 0, λn = min{t > λn−1 : |B(t)−B(λn−1)|= 1}.

The waiting times {λn − λn−1} are i.i.d. random variables with mean 1 by

Wald’s equation (see (7.3.2) below). By the Law of Large Numbers λn/n will

converge to 1, and the corollary follows.
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7.3 Skorokhod’s Representation

Brownian motion stopped at a fixed time t has a normal distribution with mean

zero. On the other hand, if we stop Brownian motion by the stopping time τ

given by the first hitting of [1,∞) then the expected value is clearly not zero.

The crucial difference between these examples is the value of E(τ).

Lemma 7.3.1 (Wald’s Lemma for Brownian Motion) Let τ be a stopping time

for Brownian motion such that E[τ ]< ∞, then E[B(τ)] = 0 and E[B2(τ)]< ∞.

Sketch of Proof Let Xk be independent and have the distribution of B(τ). By

Exercise 7.2, E[τ ] < ∞ implies E[B2(τ)] < ∞. Thus we can apply the Strong

Law of Large Numbers for independent events (Corollary 1.5.3) to deduce

E[B(τ)] = limn→∞
1
n ∑n

k=1 Xk.

Define τn inductively by stopping the Brownian motion {B(t)−B(τn−1)}t≥τn−1

at the stopping time τ . By the Strong Law of Large Numbers (Theorem 1.5.2),

limn→∞
τn
n
= E[τ ], so by Corollary 7.2.2, limn→∞

B(τn)
τn

= 0 almost surely, and

therefore limn→∞
∑n

i=1 Xi

n
= limn→∞

B(τn)
n

= 0 almost surely

Note that if we run Brownian motion until it hits a fixed point a 6= 0, then

the E[Bτ ] = a 6= 0, so we must have E[τ ] = ∞. In particular, the expected time

for Brownian motion started at 0 to hit 1 is infinite.

Next we consider the converse to Wald’s Lemma: given a distribution with

mean zero and finite variance, can we find stopping time so that B(τ) has this

distribution?

If the distribution is on two points a < 0 < b, then this is easy. Suppose X

gives mass p to a and mass q = 1− p to b. In order for X to have zero mean,

we must have ap+b(1− p) = 0 or p = b/(b−a). Define the stopping time

τa,b = min{t : Bt ∈ {a,b}}. (7.3.1)

Let τ = τa,b. Then, by Wald’s Lemma,

0 = EBτ = aP(Bτ = a)+bP(Bτ = b).

Then,

P(Bτ = a) =
b

b−a
=

b

b+ |a| , P(Bτ = b) =
−a

b−a
=

|a|
b+ |a| .

and by Exercise 7.2,

Eτ = EB2
τ =

a2b

|a|+b
+

b2|a|
|a|+b

= |a|b. (7.3.2)

so we have Bτ = X in distribution. In fact, we can generalize this considerably.
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Theorem 7.3.2 (Skorokhod’s Representation, 1965) Let B be the standard

Brownian motion on R.

(i) If X is a real random variable, then there exists a stopping time τ , that is

finite a.s., such that Bτ has the same distribution as X.

(ii) If E[X ] = 0 and E[X2]< ∞, then τ can be chosen so E[τ]< ∞.

Only part (ii) of the theorem is useful.

Proof (i) Pick X according to its distribution. Define τ = min{t : B(t) = X}.

Since almost surely the range of Brownian motion consists of all the real num-

bers, it is clear τ is finite almost surely.

(ii) Let X have distribution ν on R. We can assume ν has no mass on

{0}, i.e., ν({0}) = 0. For, suppose ν({0}) > 0. Write ν = ν({0})δ0 +(1−
ν({0}))ν̃ , where the distribution ν̃ has no mass on {0}. Let stopping time

τ̃ be the solution of the problem for the distribution ν̃ . The solution for the

distribution ν is,

τ =

{
τ̃ with probability 1−ν({0})
0 with probability ν({0}).

Then Eτ = (1− ν({0}))Eτ̃ < ∞ and B(τ) has distribution ν . From now on,

we assume ν({0}) = 0. From EX = 0 it follows that:

M
def
=
∫ ∞

0
xdν =−

∫ 0

−∞
xdν .

Let φ : R−→ R be a non-negative measurable function. Then

M

∫ ∞

−∞
φ(x)dν = M

∫ ∞

0
φ(y)dν(y)+M

∫ 0

−∞
φ(z)dν(z)

=
∫ 0

−∞
(−z)dν(z)

∫ ∞

0
φ(y)dν(y)

+
∫ ∞

0
ydν(y)

∫ 0

−∞
φ(z)dν(z)

=

∫ 0

−∞

∫ ∞

0
(yφ(z)− zφ(y))dν(y)dν(z).

In the last step we applied Fubini to the second integral. By the definition of

the distribution µz,y in (7.3), we can write

yφ(z)− zφ(y) = (|z|+ y)
∫

{z,y}
φ(x)dµz,y(x).
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Then,
∫ ∞

−∞
φ(x)dν =

1

M

∫ 0

−∞

∫ ∞

0

(∫

{z,y}
φ(x)dµz,y(x)

)
(|z|+ y)dν(y)dν(z).

(7.3.3)

Consider the random variable (Z,Y ) on the space (−∞,0)× (0,∞) with the

distribution defined by

P((Z,Y ) ∈ A)
def
=

1

M

∫

A
(|z|+ y)dν(y)dν(z) (7.3.4)

for all Borel set A on (−∞,0)× (0,∞). It is easy to verify that (7.3.4) defines

a probability measure. In particular, let φ(x) = 1, and by (7.3.3),

1

M

∫ 0

−∞

∫ ∞

0
(|z|+ y)dν(y)dν(z) = 1.

Once (Z,Y ) is defined, (7.3.3) can be rewritten as

Eφ(X) =

∫ ∞

−∞
φ(x)dν = E

[∫

{Z,Y}
φ dµZ,Y

]
. (7.3.5)

In the last term above, the expectation is taken with respect to the distribution

of (Z,Y ). The randomness comes from (Z,Y ). When φ is any bounded mea-

surable function, apply (7.3.5) to the positive and negative part of φ separately.

We conclude that (7.3.5) holds for any bounded measurable function.

The stopping time τ is defined as follows. Let the random variable (Z,Y ) be

independent of the Brownian motion B. Now let τ = τZ,Y be as in (7.3.1). In

words, the stopping rule is to first pick the values for Z,Y independent of the

Brownian motion, according to the distribution defined by (7.3.4). Stop when

the Brownian motion reaches either Z or Y for the first time. Notice that τ is a

stopping time with respect to the Brownian filtration Ft = σ{{B(s)}s≤t ,Z,Y}.

Next, we will show B(τ)
d
= X . Indeed, for any bounded measurable function

φ :

Eφ(B(τ)) = E[E[φ(B(τZ,Y ))|Z,Y ]]

= E[
∫

{Z,Y}
φ dµZ,Y ] = Eφ(X).

Here the second equality is due to the definition of τZ,Y , and the third one is

due to (7.3.5).

The expectation of τ can be computed similarly:

Eτ = E[E[τZ,Y |Z,Y ]] = E[
∫

{Z,Y}
x2 dµZ,Y ] =

∫
x2 dν(x).

The second equality follows from Exercise 7.2, and the third one, from (7.3.5),

by letting φ(x) = x2.
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7.3.1 Root’s Method

Root (1969) showed that for a random variable X with EX = 0 and EX2 <

∞, there exists a closed set A ⊂ R2, such that B(τ)
d
= X and Eτ = EX2, for

τ = min{t : (t,B(t)) ∈ A}. In words, τ is the first time the Brownian graph hits

the set A (see Figure 7.3.1). This beautiful result is not useful in practice since

the proof is based on a topological existence theorem, and does not provide a

construction of the set A.

Figure 7.3.1 Root’s Approach. On the top are two sample paths for Root’s Method

when the distribution to approximated lives on {±1,±2} and the set A consists of

an infinite strip of width 4 and two infinite rays at height ±1. The bottom pictures

show an alternative choice where the set A is a strip with bounded horizontal

segments removed.

To illustrate the difference between Skorokhod’s Method and Root’s Method,

let the random variable X take values in {−2,−1,1,2}, each with probability

1/4. Since this is a very simple case, it is not necessary to go through the pro-

cedure shown in the proof of the theorem. Skorokhod’s stopping rule simply

says: with probability 1/2 stop at the first time |B(t)| = 1 and with proba-

bility 1/2 stop at the first time |B(t)| = 2. In Root’s stopping rule, the two-

dimensional set A consists of four horizontal lines represented by {(x,y) : x ≥
M, |y|= 1}∪{(x,y) : x ≥ 0, |y|= 2}, for some M > 0. This is intuitively clear

by the following argument. Let M approach 0. The Brownian motion takes the

value of 1 or −1, each with probability 1/2, at the first time the Brownian

graph hits the set A. Let M approach ∞. The Brownian motion takes value of 2

or −2, each with probability 1/2, at the first time the Brownian graph hits the
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set A. Since the probability assignment is a continuous function of M, by the

intermediate value theorem, there exists an M > 0 such that

P(B(τ) = 2) = P(B(τ) = 1) = P(B(τ) =−1) = P(B(τ) =−2) = 1/4.

However, it is difficult to compute M explicitly.

7.3.2 Dubins’ Stopping Rule

Skorokhod’s stopping rule depends on random variables (i.e., Z,Y in the proof

of the theorem) independent of the Brownian motion. Since the Brownian mo-

tion contains a lot of randomness, it seems possible not to introduce the extra

randomness. Dubins (1968) developed a method for finding the stopping time

following this idea. We use the same X above as an example. First, run the

Brownian motion until |B(t)|= 3/2. Then, stop when it hits one of the original

four lines. Figure 7.3.2 gives the graphical demonstration of this procedure. To

generalize it to the discrete case, let X have discrete distribution ν . Suppose

ν({0}) = 0. First, find the centers of mass for the positive and negative part

of the distribution separately. For example, for the positive part, the center of

mass is
∫ ∞

0 xdν

ν([0,∞])
.

Run the Brownian motion until it reaches one of the centers of mass, either

positive or negative. Then shift the distribution so that the center of mass is

at 0. Normalize the distribution (the positive or negative part corresponding to

the center of mass). Then repeat the procedure until exactly one line lies above

the center of mass and another one lies below it, or until the center of mass

overlaps with the last line left. Stop the Brownian motion when it hits one of

these two lines in the former case, or when it hits the last center of mass.

In the case where X has a continuous distribution, it needs to be approxi-

mated by discrete distributions. See Dudley (2002) for details.

7.3.3 Skorokhod’s representation for a sequence

Let {Xi}i≥1 be independent random variables with mean 0 and finite vari-

ances. Let τ1 be a stopping time with Eτ1 = EX2
1 and B(τ1)

d
= X1. {B(τ1+ t)−

B(τ1)}t≥0 is again a Brownian motion. Then, we can find a stopping time τ2

with Eτ2 = EX2
2 , and B(τ1 + τ2)−B(τ1)

d
= X2 and is independent of Fτ1

. Re-

peat the procedure for τ3,τ4, . . ., etc. Define T1 = τ1, and Tn = τ1+τ2+ · · ·+τn.
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Figure 7.3.2 Dubins’ Approach – The white dot shows the first time the Brown-

ian path hits ± 3
2
, and the gray dot show the first hit on {±1,±2} after this.

Then, B(Tk + τk+1)−B(Tk)
d
= Xk+1 and is independent of FTk

. We get,

B(Tn)
d
= X1 +X2 + · · ·+Xn,

ETn =
n

∑
i=1

Eτi =
n

∑
i=1

EX2
i .

This is a very useful formulation. For example, if {Xi}i≥1 is an i.i.d. se-

quence of random variables with zero expectation and bounded variance, then

{τi}i≥1 is also i.i.d. By the Strong Law of Large Numbers, 1
n
Tn −→Eτ1 =EX2

1

almost surely, as n −→ ∞. Let Sn = ∑n
i=1 Xi = B(Tn). By the Corollary 7.2.2 of

the Law of Iterated Logarithm (LIL) for the Brownian motion, we have,

limsup
n→∞

Sn

√
2n log logn

√
EX2

1

= 1.

This result was first proved by Hartman and Wintner (1941), and the proof

given above is due to Strassen (1964).

7.4 Donsker’s Invariance Principle

Let {Xi}i≥1 be i.i.d. random variables with mean 0 and finite variances. By nor-

malization, we can assume the variance Var(Xi) = 1, for all i. Let Sn = ∑n
i=1 Xi,

and interpolate it linearly to get the continuous paths {St}t≥0 (Figure 7.4.1).

Theorem 7.4.1 (Donsker’s Invariance Principle) As n −→ ∞,

{ Stn√
n

}
0≤t≤1

in law
=⇒ {Bt}0≤t≤1,



212 Brownian motion, Part II

i.e., if ψ : C̃[0,1]−→R, where C̃[0,1] = { f ∈C[0,1] : f (0) = 0}, is a bounded

continuous function with respect to the sup norm, then, as n −→ ∞,

Eψ
({ Stn√

n

}
0≤t≤1

)
−→ Eψ({Bt}0≤t≤1).

The proof of the theorem shows we may replace the assumption of continu-

ity of ψ by the weaker assumption that ψ is continuous at almost all Brownian

paths.

Consider Figure 7.4.1. Each picture on the left shows 100 steps of a i.i.d. ran-

dom walk with a different distribution and each picture on the right is 10,000

steps with the same rule. The rules from top to bottom are:

1. the standard random walk with step sizes ±1,

2. steps chosen uniformly in [−1,1],

3. absolute step sizes chosen uniformly in [0,1] and then raised to the −.3

power and the sign chosen uniformly in ±1 (since .3 < .5 this has finite

variance),

4. the same as (3), but with −.3 replaced by −.6 (this distribution does not

have finite variance).

By Donsker’s Principle the first three all converge to Brownian motion and

the right-hand pictures seem to confirm this. However, the bottom right picture

does not “look like” Brownian motion; Donsker’s Principle fails in this case.

Example 7.4.2 For our first application we estimate the chance that a random

walk travels distance
√

n in time n using the analogous estimate for Brownian

motion. More precisely, we claim that as n −→ ∞,

max1≤k≤n Sk√
n

in law
=⇒ max

0≤t≤1
B(t)

i.e., for any constant a,

P( max
1≤k≤n

Sk ≥ a
√

n)−→ 2√
2π

∫ ∞

a
e−u2/2 du,

because by Theorem 6.6.5

P( max
0≤t≤1

B(t)≥ a) = 2P(B(1)≥ a).

To prove this, let φ : R −→ R be a bounded continuous function. Take the
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Figure 7.4.1 An illustration of Donsker’s Invariance Principle
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function ψ( f ) = φ(max[0,1] f ). Then ψ is a bounded and continuous function

on C̃[0,1]. By the construction of {St}t≥0, we have

Eψ
({ Stn√

n

}
0≤t≤1

)
= Eφ

(
max

0≤t≤1

{ Stn√
n

})
= Eφ

(max1≤k≤n Sk√
n

)
.

Also,

Eψ({B(t)}0≤t≤1) = Eφ( max
0≤t≤1

B(t)).

Then, by Donsker’s Theorem,

Eφ
(max1≤k≤n Sk√

n

)
−→ Eφ( max

0≤t≤1
B(t)).

Example 7.4.3 Next we compare the last time a random walk crosses zero to

the last time a Brownian motion crosses zero, i.e., as n −→ ∞,

1

n
max{k ∈ [1,n] : SkSk−1 ≤ 0} in law

=⇒ max{t ∈ [0,1] : B(t) = 0}. (7.4.1)

The distribution for the Brownian motion problem can be explicitly calculated.

To prove (7.4.1), define the function ψ by

ψ( f ) = max{t ≤ 1 : f (t) = 0}.

The function ψ is not a continuous function on C̃[0,1], but it is continuous at

every f ∈ C̃[0,1] with the property that

f (ψ( f )−δ ,ψ( f )+δ )

contains a neighborhood of 0 for every δ > 0. To elaborate this, suppose

f (t) > 0 for ψ( f ) < t ≤ 1. For any given δ > 0, let ε0 = min[ψ( f )+δ ,1] f (t).

Choose ε1 > 0 so that (−ε1,ε1) ⊆ f (ψ( f )− δ ,ψ( f ) + δ ). Choose a posi-

tive ε < min{ε0,ε1}. Then, ψ( f − ε)−ψ( f ) < δ , and ψ( f )−ψ( f + ε) < δ

(Figure 7.4.2). Let f̃ ∈ C̃[0,1] such that || f̃ − f ||∞ < ε . Then, for every t,

f (t)−ε ≤ f̃ (t)≤ f (t)+ε . Hence, |ψ( f̃ )−ψ( f )|< δ . That is, ψ is continuous

at f . Since the last zero of a Brownian path on [0,1] almost surely is strictly

less than 1, and is an accumulation point of zeroes from the left, the Brown-

ian path almost surely has the property that f has. Hence, ψ is continuous at

almost all Brownian paths.

Proof of Theorem 7.4.1. Let

Fn(t) =
Stn√

n
, 0 ≤ t ≤ 1.

By Skorokhod embedding, there exist stopping times Tk, k = 1,2, . . ., for some

standard Brownian motion B such that Sk = B(Tk). Define Wn(t) = B(nt)/
√

n.



7.4 Donsker’s Invariance Principle 215

Figure 7.4.2 A Brownian graph and a ε-neighborhood of the graph. The function

ψ is continuous at f if the rightmost zero t of f in [0,1] is not an extreme value. In

that case, any nearby function g also has its rightmost zero s close to t (otherwise

s could be ≪ t).

Note that Wn is also a standard Brownian motion. We will show that for any

ε > 0, as n → ∞,

P( sup
0≤t≤1

|Fn −Wn|> ε)→ 0. (7.4.2)

The theorem will follow since by (7.4.2) if ψ : C̃[0,1]→R is bounded by M

and is continuous on almost every Brownian motion path, then for any δ > 0,

P(∃ f : ||W − f ||< ε , |ψ(W )−ψ( f )|> δ ) (7.4.3)

converges to 0 as ε → 0. Now

|Eψ(Fn)−Eψ(Wn)| ≤ E|ψ(Fn)−ψ(Wn)|

and the right hand side is bounded above by

2MP(||Wn −Fn|| ≥ ε) +

2MP(||Wn −Fn||< ε , |ψ(Wn)−ψ(Fn)|> δ ) + δ .

The second term is bounded by (7.4.3), so by setting δ small, then setting ε

small and then setting n large, the three terms of the last expression may be

made arbitrarily small.

To prove (7.4.2), let An be the event that |Fn(t)−Wn(t)|> ε for some t. We

will show that P(An)→ 0.
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Let k = k(t) designate the integer such that k−1
n

≤ t < k
n
. Then, since Fn(t)

is linearly interpolated between Fn(
k−1

n
) and Fn(

k
n
),

An ⊂
{
∃t :

∣∣∣S(k)√
n
−Wn(t)

∣∣∣> ε
}⋃{

∃t :

∣∣∣S(k−1)√
n

−Wn(t)
∣∣∣> ε

}
.

Writing S(k) = B(Tk) =
√

nWn(Tk/n), we get

An ⊂
{
∃t :

∣∣∣Wn(
Tk

n
)−Wn(t)

∣∣∣> ε
}⋃{

∃t :

∣∣∣Wn(
Tk−1

n
)−Wn(t)

∣∣∣> ε
}
.

Given δ ∈ (0,1), the event on the right implies that either

{∃t : |Tk/n− t|∨ |Tk−1/n− t| ≥ δ} (7.4.4)

or

{∃s, t ∈ [0,2] : |s− t|< δ , |Wn(s)−Wn(t)|> ε}.

Since each Wn is a standard Brownian motion, by choosing δ small, the prob-

ability of the later event can be made arbitrarily small.

To conclude the proof, all we have to show is that for each δ , the probability

of (7.4.4) converges to 0 as n → ∞. In fact, we will show that this event only

happens for finitely many n a.s. Since we chose k so that t is in the interval

[(k− 1)/n,k/n], the absolute differences in (7.4.4) are bounded above by the

maximum of these distances when we let t = (k−1)/n and k/n. This implies

that (7.4.4) is a subset of the union of the events
{

sup
0≤k≤n

|Tk − k+ c|
n

> δ

}
(7.4.5)

for c=−1,0,1. Note the deterministic fact that if a real sequence {an} satisfies

liman/n → 1, then sup0≤k≤n |ak − k|/n → 0. Since Tn is a sum of i.i.d. mean

1 random variables, the Law of Large Numbers enables us to apply this to

an = Tn + c, and conclude that (7.4.5) happens only finitely many times, as

desired.

7.5 Harmonic functions and Brownian motion in Rd

Definition 7.5.1 Let D ⊂Rd be a domain (a connected open set). A function

u : D → R is harmonic if it is measurable, locally bounded (i.e. bounded on

closed balls in D), and for any ball B = B(x,r)⊂ D,

u(x) =
1

Ld(B)

∫

B
u(y)dy.
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If u is harmonic in D, then it is continuous in D: if xn → x then

u(y)1B(xn,r)(y)
a.e.−→

n→∞
u(y)1B(x,r)(y),

thus, by the Dominated Convergence Theorem, u(xn)→ u(x).

Theorem 7.5.2 Let u be measurable and locally bounded in D. Then, u is

harmonic in D if and only if

u(x) =
1

σd−1(S(x,r))

∫

S(x,r)
u(y)dσd−1(y), (7.5.1)

where S(x,r) = {y : |y−x|= r}, and σd−1 is the (d−1)-dimensional Hausdorff

measure.

Proof Assume u is harmonic. Define
∫

S(x,r)
u(y)dσd−1(y) = Ψ(r)rd−1.

We will show that Ψ is constant. Indeed, for any R > 0,

RdLd(B(x,1))u(x) = Ld(B(x,R))u(x)

=

∫

B(x,R)
u(y)dy =

∫ R

0
Ψ(r)rd−1 dr.

Differentiate w.r.t. R to obtain:

dLd(B(x,1))u(x) = Ψ(R).

and therefore Ψ(R) is constant. From the well known identity dLd(B(x,r))/r =

σd−1(S(x,r)), it follows that (7.5.1) holds.

For the other direction, note that (7.5.1) implies that

u(x) = Ld(B(x,r))
−1
∫

B(x,r)
u(y)dy

by Fubini’s Theorem.

An equivalent definition for harmonicity states that u is harmonic if u is

continuous, twice differentiable, and

∆u ≡ ∑
i

∂ 2u

(∂xi)2
= 0.

Definition 7.5.3

G(x,y) =
∫ ∞

0
p(x,y, t)dt, x,y ∈ Rd

is Green’s function in Rd , where p(x,y, t) is the Brownian transition density

function, p(x,y, t) = (2πt)−d/2 exp
(
− |x−y|2

2t

)
.
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Proposition 7.5.4 Green’s function G satisfies:

(1) G(x,y) is finite if and only if x 6= y and d > 2.

(2) G(x,y) = G(y,x) = G(y− x,0).

(3) G(x,0) = cd |x|2−d where cd = Γ(d/2−1)/(2πd/2), d > 2 and x 6= 0.

Proof Facts (1) and (2) are immediate. For (3), note that

G(x,0) =
∫ ∞

0
(2πt)−d/2 exp

(
− |x|2

2t

)
dt.

Substituting s = |x|2
2t

, we obtain:

G(x,0) =
∫ ∞

0
(

π|x|2
s

)−d/2e−s |x|2
2s2

ds = |x|2−d π−d/2

2

∫ ∞

0
e−ss

d
2 −2 ds.

(The integral is known as Γ( d
2
−1).)

One probabilistic meaning of G is given in the following proposition:

Proposition 7.5.5 Define Fr(x) =
∫

B(0,r) G(x,z)dz. Then

Fr(x) = Ex

∫ ∞

0
1Wt∈B(0,r) dt. (7.5.2)

In words: Fr(x) is the expected time the Brownian motion started at x spends

in B(0,r).

Proof By Fubini’s Theorem and the definition of the Brownian transition

density function p, we have

Fr(x) =
∫ ∞

0

∫

B(0,r)
p(x,z, t)dzdt =

∫ ∞

0
Px(Wt ∈ B(0,r))dt

Applying Fubini another time,

Fr(x) = Ex

∫ ∞

0
1Wt∈B(0,r) dt, (7.5.3)

as needed.

Theorem 7.5.6 For d ≥ 3: x 7→ G(x,0) is harmonic on Rd \{0}.

Proof We prove that Fε(x) is harmonic in Rd \B(0,ε), i.e.

Fε(x) =
1

Ld(B(x,r))

∫

B(x,r)
Fε(y)dy. (7.5.4)
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for 0 < r < |x|− ε . The theorem will follow from (7.5.4), since using the con-

tinuity of G gives:

G(x,0) = lim
ε→0

Fε(x)

Ld(B(0,ε))

= lim
ε→0

1

Ld(B(0,r))

∫

B(x,r)

Fε(y)

Ld(B(0,ε))
dy

=
1

Ld(B(x,r))

∫

B(x,r)
G(y,0)dy,

where the last equality follows from the bounded convergence theorem.

Denote by νd−1 = σd−1/||σd−1|| the rotation-invariant probability measure

on the unit sphere in Rd . Fix x 6= 0 in Rd , let 0 < r < |x| and let ε < |x| − r.

For Brownian motion W denote τ = min{t : |W (t)− x| = r}. Since W spends

no time in B(0,ε) before time τ , we can write Fε(x) as

Ex

∫ ∞

τ
1Wt∈B(0,ε) dt = ExEx

[∫ ∞

τ
1Wt∈B(0,ε) dt|Wτ

]
.

By the strong Markov property and since Wτ is uniform on the sphere of radius

r about x by rotational symmetry, we conclude:

Fε(x) = ExFε(Wτ) =
∫

S(0,1)
Fε(x+ ry)dνd−1(y).

Hence (7.5.4) follows from Theorem 7.5.2. This proves Theorem 7.5.6

The above proof of Theorem 7.5.6 is a probabilistic one. One could also

prove this result by showing that ∆xG(x,0) = 0.

We have therefore proved that x 7→ 1
|x|d−2 is harmonic in Rd \ {0}, d ≥ 3.

For d ≥ 3, the time Brownian motion spends in any ball around the origin has

expectation FR(0) by (7.5.2). By the definition of FR(0), this expectation can

be written as

∫

B(0,R)
G(0,x)dx = cd

∫

B(0,R)
|x|2−d dx = c̃d

∫ R

0
rd−1r2−d dr = c′dR2,

in particular, it is finite. We now wish to show that Brownian motion in Rd , d ≥
3, is transient.

Proposition 7.5.7 For d ≥ 3 and |x|> r,

hr(x)
def
= Px

(
∃t ≥ 0 : Wt ∈ B(0,r)

)
=
( r

|x|
)d−2

.
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Proof Recall the definition of Fr(x)

Fr(x) =
∫

B(0,r)
G(x,z)dz =

∫

B(0,r)
G(x− z,0)dz. (7.5.5)

Since G is harmonic, from (7.5.5) we have

Fr(x) = Ld(B(0,r))G(x,0) = Ld(B(0,r))cd |x|2−d .

In particular, Fr(x) depends only on |x|. We define F̃r(|x|) = Fr(x).

Suppose |x| > r. Since Fr(x) is the expected time spent in B(0,r) starting

from x, it must equal the probability of hitting S(0,r) starting from x, times

the expected time spent in B(0,r) starting from the hitting point of this sphere.

Therefore Fr(x) = hr(x)F̃r(r). This implies hr(x) = (r/|x|)d−2.

Proposition 7.5.8 Brownian motion W in dimension d ≥ 3 is transient, i.e.,

limt→∞ |W (t)| = ∞.

Proof We use the fact that limsupt→∞ |W (t)| = ∞ almost surely. Therefore,

for any 0 < r < R,

P(W visits B(0,r) for arbitrarily large t)

≤ P(W visits B(0,r) after hitting S(0,R))

=
( r

R

)d−2

,

which goes to 0 as R → ∞. The proposition follows.

We are now also able to calculate the probability that a Brownian motion

starting between two spheres will hit the smaller one before hitting the larger

one.

Proposition 7.5.9 Define

a = Px(Brownian motionW hits S(0,r) before S(0,R)),

where r < |x|< R. Then

a =
(r/|x|)d−2 − (r/R)d−2

1− (r/R)d−2
. (7.5.6)

Proof It follows from Proposition 7.5.7 and the strong Markov property that

a = Px(W hits S(0,r))

−Px(W hits S(0,R) first and then hits S(0,r))

= (
r

|x| )
d−2 − (1−a)(

r

R
)d−2. (7.5.7)

Solving (7.5.7), we get (7.5.6).
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Since a is fixed under scaling, the visits of Brownian motion to S(0,ek), k ∈
Z form a discrete random walk with constant probability to move up (k in-

creasing) or down (k decreasing). The probability to move down is

e2−d − e4−2d

1− e4−2d
.

It is easy to see that this probability is less than 1/2 (this also follows from

the fact that the Brownian motion is transient, and therefore the random walk

should have an upward drift).

7.6 The maximum principle for harmonic functions

Proposition 7.6.1 (Maximum Principle) Suppose that u is harmonic in D ⊂
Rd where D is a connected open set.

(i) If u attains its maximum in D, then u is a constant.

(ii) If u is continuous on D̄ and D is bounded, then maxD̄ u = max∂D u.

(iii) Assume that D is bounded, u1 and u2 are two harmonic functions on D

that are continuous on D̄. If u1 and u2 take the same values on ∂D, then

they are identical on D.

Proof (i) Set M = supD u. Note that V = {x ∈ D : u(x) = M} is relatively

closed in D. Since D is open, for any x ∈V , there is a ball B(x,r)⊂ D. By the

mean-value property of u,

u(x) =
1

Ld(B(x,r))

∫

B(x,r)
u(y)dy ≤ M.

Equality holds if and only if u(y) = M almost everywhere on B(x,r), or, by

continuity, B(x,r) ⊂ V . This means that V is also open. Since D is connected

and V 6= /0 we get that V = D. Therefore, u is constant on D.

(ii) supD u is attained on D since u is continuous and D is closed and bounded.

The conclusion now follows from (i).

(iii) Consider u1 −u2. It follows from (ii) that

sup
D

(u1 −u2) = sup
∂D

(u1 −u2) = 0.

Similarly infD(u2 −u1) = 0. So u1 = u2 on D.

The function u on R2 is radial if u(x) = ũ(|x|) for some function ũ on [0,∞)

and all x ∈ R2.
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Corollary 7.6.2 Suppose that u is a radial harmonic function in D ≡ {r <

|x|< R} ⊂ Rd , and u is continuous on D̄.

(i) If d ≥ 3, there exist constants a and b such that u(x) = a+b|x|2−d .

(ii) If d = 2, there exist constants a and b such that u(x) = a+b log |x|.

Proof For d ≥ 3, choose a and b such that

a+br2−d = ũ(r),

and

a+bR2−d = ũ(R).

Notice that harmonic function u(x) = ũ(|x|) and the harmonic function x 7→
a+b|x|2−d agree on ∂D. They also agree on D by Proposition 7.6.1. So u(x) =

a+ b|x|2−d . By similar consideration we can show that u(x) = a+ b log |x| in

the case d = 2.

7.7 The Dirichlet problem

Definition 7.7.1 Let D⊂Rd be a domain. We say that D satisfies the Poincaré

cone condition if for each point x ∈ ∂D there exists a cone Cx(α,h) of height

h(x) and angle α(x) such that Cx(α,h)⊂ Dc and Cx(α,h) is based at x.

Proposition 7.7.2 (Dirichlet Problem) Suppose D ⊂Rd is a bounded domain

with boundary ∂D, such that D satisfies the Poincaré cone condition, and f is

a continuous function on ∂D. Then there exists a function u that is harmonic

on D, continuous on D and u(x) = f (x) for all x ∈ ∂D.

Proof The uniqueness claim follows from Proposition 7.6.1. To prove exis-

tence, let W be a Brownian motion in Rd and define

u(x) = Ex f (Wτ∂D
), where τA = inf{t ≥ 0 : Wt ∈ A}

for any Borel set A ⊂ Rd . For a ball B(x,r) ⊂ D, the strong Markov property

implies that

u(x) = Ex[Ex[ f (Wτ∂D
)|FτS(x,r)

]] = Ex[u(WτS(x,r)
)] =

∫

S(x,r)
u(y)µr dy,

where µr is the uniform distribution on the sphere S(x,r). Therefore, u has the

mean value property and so it is harmonic on D (by Theorem 7.5.2).

It remains to be shown that the Poincaré cone condition implies

lim
x→a,x∈D

u(x) = f (a).
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Fix z ∈ ∂D, then there is a cone with height h > 0 and angle α > 0 in Dc based

at z. Let

φ = sup
x∈B(0, 1

2 )

Px[τS(0,1) < τC0(α ,1)].

Then φ < 1. Note that if x ∈ B(0,2−k) then by the strong Markov property:

Px[τS(0,1) < τC0(α ,1)]≤
k−1

∏
i=0

sup
x∈B(0,2−k+i)

Px[τS(0,2−k+i+1) < τC0(α ,2−k+i+1)] = φ k.

Therefore, for any positive integer k and h′ > 0, we have

Px[τS(z,h′) < τCz(α ,h′)]≤ φ k

for all x with |x− z|< 2−kh′.
Given ε > 0, there is a 0 < δ ≤ h such that | f (y)− f (z)|< ε for all y ∈ ∂D

with |y− z|< δ . For all x ∈ D̄ with |z− x|< 2−kδ ,

|u(x)−u(z)|= |Ex f (Wτ∂D
)− f (z)| ≤ Ex| f (Wτ∂D

)− f (z)|. (7.7.1)

If the Brownian motion hits the cone Cz(α,δ ), which is outside the domain D,

before it hits the sphere S(z,δ ), then |z−Wτ∂D| < δ , and f (Wτ∂D
) is close to

f (z). The complement has small probability. More precisely, (7.7.1) is bounded

above by

2‖ f‖∞Px{τS(z,δ ) < τCz(α ,δ )}+ εPx{τD < τS(z,δ )} ≤ 2‖ f‖∞φ k + ε .

Hence u is continuous on D̄.

7.8 Polar points and recurrence

Given x ∈ R2,1 ≤ |x| ≤ R, we know that

Px[τS(0,R) < τS(0,1)] = a+b log |x|.

The left-hand side is clearly a function of |x|, and it is a harmonic function

of x for 1 < |x| < R by averaging over a small sphere surrounding x. Setting

|x|= 1impliesa = 0, and |x|= R impliesb = 1
logR

. It follows that

Px[τS(0,R) < τS(0,1)] =
log |x|
logR

.

By scaling, for 0 < r < R and r ≤ |x| ≤ R,

Px[τS(0,R) < τS(0,r)] =
log

|x|
r

log R
r

. (7.8.1)
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Definition 7.8.1 A set A is polar for a Markov process X if for all x

Px[Xt ∈ A for some t > 0] = 0

The image of (δ ,∞) under Brownian motion W is the random set

W (δ ,∞)
def
=

⋃

δ<t<∞

{Wt}.

Proposition 7.8.2 Points are polar for a planar Brownian motion W, that is

for all z ∈ R2 we have P0{z ∈W (0,∞)}= 0.

Proof Take z 6= 0 and 0 < ε < |z|< R,

P0{τS(z,R) < τS(z,ε)}=
log

|z|
ε

log R
ε

.

Let ε → 0+,

P0{τS(z,R) < τ{z}}= lim
ε→0+

P0{τS(z,R) < τS(z,ε)}= 1,

and then

P0{τS(z,R) < τ{z} for all integersR > |z|}= 1.

It follows that

P0{z ∈W (0,∞)}= P0{τ{z} < ∞}= 0.

Given δ > 0, by the Markov property and state homogeneity of Brownian

motion,

P0{0 ∈W (δ ,∞)}= E0[PXδ
{0 ∈ BM(0,∞)}] = 0.

Let δ → 0+, we have

P0{0 ∈W (0,∞)}= 0.

Hence any fixed single point is a polar set for a planar Brownian motion.

Corollary 7.8.3 Almost surely, a Brownian path has zero area.

Proof The expected area E0[L2(W (0,∞))] of planar Brownian motion can

be written as

E0[

∫

R2
I{z∈W (0,∞)} dz] =

∫

R2
P0{z ∈W (0,∞)}dz = 0,

where the first equality is by Fubini’s theorem, the second from the previous

theorem. So almost surely, the image of a planar Brownian motion is a set with

zero Lebesgue measure.

This was previously proven as Theorem 6.8.2 using a different method.
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Proposition 7.8.4 Planar Brownian motion W is neighborhood recurrent.

i.e.

P0{W (0,∞)is dense in R2}= 1.

Proof Note that limsupt→∞ |Wt |= ∞, so for all z ∈ R2 and ε > 0,

P0{τB(z,ε) = ∞}= lim
R→∞

P0{τS(z,R) < τB(z,ε)}= 0.

Summing over all rational z and ε completes the proof.

7.9 Conformal invariance

If V,U ⊂ C are open, a map f : V → U is called conformal if it is holomor-

phic and 1-to-1. It would be more technically correct to say conformal means

that f is 1-to-1 and angle preserving; this also includes the anti-holomorphic

functions, but the common usage of the term is to mean holomorphic and ori-

entation preserving. In most cases, this convention should not cause confusion.

We shall refer to the anti-holomorphic, 1-to-1 maps as anti-conformal.

If u is harmonic on U and f : V →U is conformal, then u◦ f is harmonic on

V . In fact, conformal and anti-conformal maps are the only homeomorphisms

with this property (Exercise 7.5). Since the hitting distribution of Brownian

motion solves the Dirichlet problem on both domains, it is easy to verify that

f maps the Brownian hitting distribution on ∂V to the hitting distribution on

∂U . Does f take individual Brownian paths in V to Brownian paths in U? This

is not quite correct: if f (z) = 2z, then f (B(t)) leaves a disk of radius 2 in the

same expected time that B(t) leaves a disk of radius 1, so f (B(t)) is “too fast”

to be Brownian motion. However, it is Brownian motion up to a time change.

What does this mean? Suppose f : V →U is conformal and suppose 0 ∈V .

For a Brownian path started at 0 let τ be the first hitting time on ∂V . For

0 ≤ t < τ , define

ϕ(t) =
∫ t

0
| f ′(B(t))|2 dt.

This makes sense because for 0 ≤ t < τ , B([0, t]) is a compact subset of V and

| f ′| is a continuous, bounded and bounded below on this set, so the integrand is

a bounded continuous function. Thus ϕ(t) is continuous and strictly increasing

and so ϕ−1(t) is well defined. Now consider the process X : t → f (B(ϕ−1(t)))

that is clearly a continuous random map [0,τ)→U .
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Theorem 7.9.1 X(t) is Brownian motion in U starting at f (0) and stopped

at ∂U.

Proof Let Y (t) be Brownian motion in U started at f (0). The idea of the

proof is to show that both X(t) and Y (t) are limits of discrete random walks

that depend on a parameter ε , and that as ε → 0, the two random walks get

closer and closer, and hence have the same limit, i.e., X(t) = Y (t).

Fix a small ε > 0, and starting at f (0), sample Y (t) every time it moves

distance ε from the previous sample point. We stop when a sample point lands

within 2ε of ∂U . Since Y (t) is almost surely continuous, it is almost surely the

limit of the linear interpolation of these sampled values. Because Brownian

motion is rotationally invariant, the increment between samples is uniformly

distributed on a circle of radius ε . Thus Y (t) is the limit of the following dis-

crete process: starting at z0 = f (0), choose z1 uniformly on |z− z0| = r0. In

general, zn+1 is chosen uniformly on |z− zn|= ε .

Now sample X(t) starting at z0, each time it first moves distance ε from the

previous sample. We claim that, as above, zn+1 is uniformly distributed on an

ε-circle around zn. Note that if D = D(zn,ε)⊂U , then the probability that X(t)

first hits ∂D in a set E ⊂ ∂D is the same as the probability that B(t) started at

x first hits ∂ f−1(D) in F = f−1(E). This probability is the solution at p of the

Dirichlet problem on f−1(D) with boundary data 1F . Since f is conformal,

this value is the same as the solution at w of the Dirichlet problem on D with

boundary data 1E ; this is just the normalized angle measure of E. Thus the

hitting distribution of X(t) on ∂D starting from zn is the uniform distribution,

just as it is for usual Brownian motion, only the time needed for f (B(t)) to hit

∂D may be different.

How much different? The time ∆Y
n between samples zn and zn+1 for Brow-

nian motion are i.i.d. random variables with expectation ε2/2 (the expected

time for a Brownian motion to leave a disk of radius ε) and finite variance (see

Exercise 7.4). So taking n = 2cε−2, by the Law of Large Numbers, for almost

every Brownian path, the time Y (t) reaches the nth sample point tends to c.

Next we do the same calculation for the process X(t). The expected times

∆X
n are again independent random variables, but they are not quite identically

distributed. The exit time for X(t) from D = D(zn,ε) is same as the exit time

for B(ϕ−1(t)) from Ω = f−1(D) starting at the point p = f−1(zn). Since f is

conformal, f is close to linear on a neighborhood of p with estimates that only

depend on the distance of p from ∂V . Thus for any δ > 0, we can choose ε so

small (uniformly for all p in any compact subset of V ) that

D(p,
ε

(1+δ )| f ′(p)| )⊂ Ω ⊂ D(p,
ε(1+δ )

| f ′(p)| ).



7.9 Conformal invariance 227

Therefore the expected exit time of regular Brownian motion from Ω starting

at p is bounded above and below by the expected exiting times for these two

disks, which are

1

2

(
ε

(1+δ )| f ′(p)|

)2

and
1

2

(
ε(1+δ )

| f ′(p)|

)2

respectively. As long as B(s) is inside Ω,

| f ′(p)|2
(1+δ )2

≤ | f ′(B(s))|2 ≤ | f ′(p)|2(1+δ )2,

if |Ω| is small enough (and hence this happens if ε is small enough). Therefore

ϕ(s) has derivative between these two bounds during this time and so ϕ−1 has

derivative bounded between the reciprocals, i.e.,

1

(1+δ )2| f ′(p)|2 ≤ d

ds
ϕ−1 ≤ (1+δ )2

| f ′(p)|2 .

Thus the expected exit time of B(ϕ−1(t)) from Ω (and hence the expected

value of ∆X
n ) is between

ε2

2(1+δ )4
and

ε2(1+δ )4

2

The bounds are uniform as long as ε is small enough and zn is in a compact

subset of U . The random variables ∆X
n are not i.i.d., but they are independent

and have bounded variances, so by the law of large numbers, the time X(t)

reaches the nth sample point, where n = 2cε−2, tends to a limit

t(c) ∈ I(c,δ ) = [c/(1+δ )4,c(1+δ )4].

Take ε = 1/m, let {zn} be the corresponding sample points (which depend

on m, but we suppress this from the notation) and let Xm, Ym be the piece-

wise linear approximations to X(t) and Y (t) such that Xm(nε2/2) = zn and

Ym(nε2/2) = zn. For almost every path, each point z in this countable connec-

tion of samples is hit only once, so it makes sense to let t be the time when

Y (t) = z and s be the time when X(s) = z. We want to show s = t, for then the

continuous functions X and Y would agree on a dense set, and the proof would

be complete.

Let tm be the time when Ym = z and sm be the time when Xm = z. By our

calculations above

t = lim
m→∞

tm

s = lim
m→∞

sm ∈ I(t,δ ).
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Since this is true for any δ > 0, we see t = s,

The following elegant result is due to Markowsky (2011)

Lemma 7.9.2 Suppose that f (z) = ∑∞
n=0 anzn is conformal in D. Then the

expected time for Brownian motion to leave Ω = f (D) starting at f (0) is
1
2 ∑∞

n=1 |an|2.

We give two proofs, both of which rely on exercises.

Proof 1 We may assume that f (0) = 0 since translating the domain and start-

ing point does not change either the expected exit time or the infinite sum (it

doesn’t include a0). We use the identity

2E[τ ] = E[|Bτ |2],

where τ is a stopping time for a 2-dimensional Brownian motion B. See Exer-

cise 7.2. We apply it in the case when B starts at p = f (0) and is stopped when

it hits ∂Ω. Then the expectation on the right side above is
∫

∂Ω
|z|2 dωp(z),

where ωp is harmonic measure on ∂Ω with respect to p, i.e., the hitting distri-

bution of Brownian motion started at p. By the conformal invariance of Brow-

nian motion, we get

E[|Bτ |2] =
1

2π

∫

∂D
| f (z)|2 dθ =

∞

∑
n=1

|an|2.

Proof 2 By definition, the expected exit time from Ω for Brownian motion

started at w = f (0) is ∫∫

Ω
GΩ(z,w)dxdy.

By the conformal invariance of Green’s function (Exercise 7.10), this is the

same as ∫∫

D
GD(z,0)| f ′(z)|2dxdy.

Green’s function for the disk satisfies by GD(z,0) =
1
π log |z|−1 (Exercise 7.11),

so this formula becomes

1

π

∫∫

D
| f ′(z)|2 log

1

|z|dxdy.

This can be evaluated using the identities

∫ 2π

0
|∑cnzn|2 dθ =

∫ 2π

0
(∑cnzn)(∑cnzn)dθ = 2π ∑ |cn|2,
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and ∫ x

0
tm log t dt = xm+1(

logx

m+1
− 1

(m+1)2
), m 6=−1,

as follows:
∫∫

D
log

1

|z| | f
′(z)|2dxdy

=

∫ 2π

0

∫ 1

0
log

1

r
| f ′(reiθ )|2r drdθ

= 2π
∞

∑
n=1

n2|an|2
∫ 1

0
r2n−1 log

1

r
dr

= 2π
∞

∑
n=1

n2|an|2
[
−r2n

(
logr

2n
− 1

(2n)2

)]1

0

= 2π
∞

∑
n=1

n2|an|2
1

4n2

=
1

2

∞

∑
n=1

|an|2.

Lemma 7.9.2 can be used to derive a number of formulas. For example, the

expected time for a 1-dimensional Brownian motion started at zero to leave

[−1,1] is 1 (this is calculated at the beginning of Section 7.3) and is the same as

the time for a 2-dimensional path to leave the infinite strip S= {x+ iy : |y|< 1}.

This strip is the image of the unit disk under the conformal map

f (z) =
2

π
log

1+ z

1− z

since the linear fractional map (1+ z)/(1− z) maps the disk to the right half-

plane and the logarithm carries the half-plane to the strip {|y| ≤ π/2}. Since

f (z) =
2

π
[log(1+ z)− log(1− z)] =

4

π

(
z+

1

3
z3 +

1

5
z5 + · · ·

)
,

the expected time a Brownian motion spends in S is

1 =
1

2

(
4

π

)2(
1+

1

9
+

1

25
+ · · ·

)
,

so

π2

8
=

(
1+

1

9
+

1

25
+ · · ·

)
.

From this it is easy to derive the more famous identity

π2

6
= 1+

1

4
+

1

9
+

1

16
+ · · ·= ζ (2).
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Corollary 7.9.3 Among all simply connected domains with area π and con-

taining 0, Brownian motion started at 0 has the largest expected exit time for

the unit disk.

Proof If f : D→ Ω is conformal, then

π = area(Ω) =
∫∫

D
| f ′(z)|2dxdy

=
∫ 2π

0

∫ 1

0
|

∞

∑
n=1

nanrn−1ei(n−1)θ |2r drdθ

= 2π
∫ 1

0

∞

∑
n=1

n2|an|2r2n−1 dr

= π
∞

∑
n=1

n|an|2

≥ π
∞

∑
n=1

|an|2

By Lemma 7.9.2 the expected exit time is ≤ 1
2

with equality if and only if

|a1|= 1, an = 0 for n ≥ 2, so the disk is optimal.

7.10 Capacity and harmonic functions

The central question of this section is the following: which sets Λ ⊂ Rd does

Brownian motion hit with positive probability? This is related to the following

question: for which Λ ⊂ Rd are there bounded, non-constant harmonic func-

tions on Rd \Λ?

Consider the simplest case first. When Λ is the empty set, the answer to the

first question is trivial, whereas the answer to the second one is provided by

Liouville’s Theorem. We will give a probabilistic proof of this theorem.

Theorem 7.10.1 For d ≥ 1 any bounded harmonic function on Rd is con-

stant.

Proof Let u : Rd → [−M,M] be a harmonic function, x, y two distinct points

in Rd , and H the hyperplane so that the reflection in H takes x to y.

Let Wt be Brownian motion started at x, and W t its reflection in H. Let

τH = min{t : Wt ∈ H}. Note that

{Wt}t≥τH

d
= {W t}t≥τH

. (7.10.1)
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Harmonicity implies that

Exu(Wt) = Ex

(
Ex

(
u(Wt)

∣∣ |Wt − x|
))

= Ex(u(x)) = u(x),

since the conditional expectation above is just the average of u on a sphere

about x of radius |W (t)− x|. Decomposing the above into t < τH and t ≥ τH

we get

u(x) = Exu(Wt1t<τH
)+Exu(Wt1t≥τH

).

A similar equality holds for u(y). Now using (7.10.1):

|u(x)−u(y)|= |Exu(Wt1t<τH
)−Exu(W t1t<τH

)|
≤ 2MP(t < τH)→ 0

as t → ∞. Thus u(x) = u(y), and since x and y were chosen arbitrarily, u must

be constant.

A stronger result is also true.

Theorem 7.10.2 For d ≥ 1, any positive harmonic function on Rd is constant.

Proof Let x,y ∈ Rd , a = |x− y|. Suppose u is a positive harmonic function.

Then u(x) can be written as

1

LdBR(x)

∫

BR(x)
u(z)dz ≤ LdBR+a(y)

LdBR(x)

1

LdBR+a(y)

∫

BR+a(y)
u(z)dz

=
(R+a)d

Rd
u(y).

This converges to u(y) as R→∞, so u(x)≤ u(y), and by symmetry, u(x) = u(y)

for all x,y. Hence u is constant.

Nevanlinna (1936) proved that for d ≥ 3 there exist non-constant bounded

harmonic functions on Rd \Λ if and only if CapG(Λ) > 0. Here G denotes

Green’s function G(x,y) = c|x− y|2−d . It was proved later that dimΛ > d −
2 implies existence of such functions, and dimΛ < d − 2 implies nonexis-

tence. Kakutani (1944) showed that there exist such functions if and only if

P(W hits Λ)> 0. Note that Green’s function is translation invariant, while the

hitting probability of a set is invariant under scaling. It is therefore better to

estimate hitting probabilities by a capacity function with respect to a scale-

invariant modification of Green’s kernel, called the Martin kernel:

K(x,y) =
G(x,y)

G(0,y)
=

|y|d−2

|x− y|d−2

for x 6= y in Rd , and K(x,x) = ∞. The following theorem shows that capacity

is indeed a good estimate of the hitting probability.
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Theorem 7.10.3 (Benjamini, Pemantle, Peres 1995) Let Λ be any closed set

in Rd , d ≥ 3. Then

1

2
CapK(Λ)≤ P(∃t > 0 : Wt ∈ Λ)≤ CapK(Λ) (7.10.2)

Here

CapK(Λ) =

[
inf

µ(Λ)=1

∫

Λ

∫

Λ
K(x,y)dµ(x)dµ(y)

]−1

.

Proof To bound the probability of ever hitting Λ from above, consider the

stopping time τ = min{t : Wt ∈ Λ}. The distribution of Wτ on the event τ < ∞

is a possibly defective distribution ν satisfying

ν(Λ) = P(τ < ∞) = P(∃t > 0 : Wt ∈ Λ). (7.10.3)

Now recall the standard formula from Proposition 7.5.7, valid when 0 < ε <

|y|:

P(∃t > 0 : |Wt − y|< ε) =
( ε

|y|
)d−2

. (7.10.4)

By a first entrance decomposition, the probability in (7.10.4) is at least

P(|Wτ − y|> ε and ∃t > τ : |Wt − y|< ε) =
∫

x:|x−y|>ε

εd−2dν(x)

|x− y|d−2
.

Dividing by εd−2 and letting ε → 0 we obtain

∫

Λ

dν(x)

|x− y|d−2
≤ 1

|y|d−2
,

i.e.
∫

Λ K(x,y)dν(x)≤ 1 for all y ∈ Λ. Therefore, if

EK(ν) =
∫

Λ

∫

Λ

|y|d−2 dν(x)dν(y)

|x− y|d−2
,

then EK(ν)≤ ν(Λ) and thus if we use ν
ν(Λ) as a probability measure we get

CapK(Λ)≥ [EK(ν/ν(Λ))]−1 ≥ ν(Λ),

which by (7.10.3) yields the upper bound on the probability of hitting Λ.

To obtain a lower bound for this probability, a second moment estimate is

used. It is easily seen that the Martin capacity of Λ is the supremum of the

capacities of its compact subsets, so we may assume that Λ is itself compact.

For ε > 0 and y ∈ Rd let Bε(y) denote the Euclidean ball of radius ε about y

and let hε(|y|) denote the probability that the standard Brownian path hits this

ball, that is (ε/|y|)d−2 if |y|> ε , and 1 otherwise.
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Given a probability measure µ on Λ, and ε > 0, consider the random variable

Zε =
∫

Λ
1{∃t>0:Wt∈Bε (y)}hε(|y|)−1 dµ(y).

Clearly EZε = 1. By symmetry, the second moment of Zε can be written as

EZ2
ε = 2E

∫

Λ

∫

Λ
1{∃t>0:Wt∈Bε (x),∃s>t:Ws∈Bε (y)}

dµ(x)dµ(y)

hε(|x|)hε(|y|)

≤ 2E

∫

Λ

∫

Λ
1∃t>0:Wt∈Bε (x)

hε(|y− x|− ε)

hε(|x|)hε(|y|)
dµ(x)dµ(y)

= 2

∫

Λ

∫

Λ

hε(|y− x|− ε)

hε(|y|)
dµ(x)dµ(y).

The last integrand is bounded by 1 if |y| ≤ ε . On the other hand, if |y| > ε

and |y−x| ≤ 2ε then hε(|y−x|−ε) = 1≤ 2d−2hε(|y−x|), so that the integrand

on the right hand side of the equation above is at most 2d−2K(x,y). Thus

EZ2
ε ≤ 2µ(Bε(0))+2d−1

∫

Λ

∫

Λ
1|y−x|≤2ε K(x,y)dµ(x)dµ(y)

+2

∫

Λ

∫

Λ
1|y−x|>2ε

( |y|
|y− x|− ε

)d−2

dµ(x)dµ(y). (7.10.5)

Since the kernel is infinite on the diagonal, any measure with finite energy

must have no atoms. Restricting attention to such measures µ , we see that the

first two summands in (7.10.5) drop out as ε → 0 by dominated convergence.

Thus by the Dominated Convergence Theorem,

lim
ε↓0

EZ2
ε ≤ 2EK(µ). (7.10.6)

The hitting probability P(∃t > 0,y ∈ Λ : Wt ∈ Bε(y)) is at least

P(Zε > 0)≥ (EZε)
2

EZ2
ε

= (EZ2
ε )

−1.

Transience of Brownian motion implies that if the Brownian path visits every

ε-neighborhood of the compact set Λ then it almost surely intersects Λ itself.

Therefore, by (7.10.5),

P(∃t > 0 : Wt ∈ Λ)≥ lim
ε↓0

(EZ2
ε )

−1 ≥ 1

2EK(µ)
.

Since this is true for all probability measures µ on Λ, we get the desired con-

clusion:

P(∃t > 0 : Wt ∈ Λ)≥ 1

2
CapK(Λ).
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The right-hand inequality in (7.10.2) can be an equality; a sphere centered

at the origin has hitting probability and capacity both equal to 1. To prove that

the constant 1/2 on the left cannot be increased consider the spherical shell

ΛR = {x ∈ Rd : 1 ≤ |x| ≤ R} .

We claim that limR→∞ CapK(ΛR) = 2. Indeed by Theorem 7.10.3, the Martin

capacity of any compact set is at most 2, while lower bounds tending to 2 for

the capacity of ΛR are established by computing the energy of the probability

measure supported on ΛR, with density a constant multiple of |x|1−d
there. The

details are left as Exercise 7.3.

7.11 Notes

The LIL for Brownian motion was proved by Khinchin (1933); for i.i.d. ran-

dom variables with finite variance it is due to Hartman and Wintner (1941). A

proof for Dubins’ stopping rule (described in Section 7.3.2) is given in Dudley

(2002) and in Mörters and Peres (2010b). The idea of using Skorohod em-

bedding to prove Donsker’s theorem and the Hartman-Wintner LIL is due to

Strassen (1964). The connection between Brownian motion and the Dirichlet

problem was discovered by Kakutani (1944). Indeed, in 1991 Kakutani told

the second author that in the early 1940’s he met with Ito and Yosida to select

a topic to collaborate on, as they were isolated from the rest of the world due to

the war; they chose Brownian motion. Ultimately the three of them worked on

this topic separately, with seminal results: Brownian potential theory, stochas-

tic calculus and semigroup theory. Conformal invariance of Brownian motion

paths was discovered by Paul Lévy, who sketched the proof in Lévy (1948).The

proof we give in Section 7.9 follows the methods used by Kakutani and Lévy;

a proof using stochastic calculus can be found in Bass (1995) or Mörters and

Peres (2010b).

Instead of using a disk of a fixed radius ε in the proof of Theorem 7.9.1, we

could have sampled Brownian motion in Ω using disks of the form D(zn,λ rn)

where rn = dist(zn,∂Ω) and 0 < λ < 1. See Figure 7.11.1. As before, this dis-

crete walk always has the same hitting distribution on ∂Ω and is well defined

up until the hitting time on ∂Ω, and converges to Brownian motion as λ → 0

(but now we have to use a more difficult distortion estimate for conformal

maps to control the shapes of disk preimages under f . This process is called

the “Walk on Spheres” in Binder and Braverman (2009) and (2012), where

the method is credited to Muller (1956) (however, the first author learned the
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method in class from Shizuo Kakutani, and thinks of it as “Kakutani’s Algo-

rithm”). Kakutani is also credited with summarizing Propositions 7.5.8 and

7.8.4 by saying “A drunk man will find his way home, but a drunk bird may

get lost forever.”

Figure 7.11.1 The random walk where we step λ dist(z,∂Ω) in a random direc-

tion. Here the domain is a square and we show sample paths for λ = 1, .75, .5, .25.

The hitting distribution on the boundary is the same as for Brownian motion and

the paths converge to Brownian motion as λ → 0.

Let W be a Brownian motion in R3. The orthogonal projection of W onto a

2-plane is a 2-dimensional Brownian motion in that plane, hence almost surely

recurrent. Hence W hits every cylinder perpendicular to the plane. Is there any

infinite cylinder avoided by W? In fact, an avoided cylinder does exist almost

surely; this is due to Adelman et al. (1998).

7.12 Exercises

Exercise 7.1 Prove Theorem 7.1.5 for two-dimensional Brownian motion.
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• Exercise 7.2 Let τ be a stopping time for Brownian motion in R2 such

that E[τ ]< ∞. Prove E[|B(τ)|2] = 2E[τ ]. (Compare to Wald’s Lemma, Lemma

7.3.1).

Exercise 7.3 Consider the spherical shell

ΛR = {x ∈ Rd : 1 ≤ |x| ≤ R}.

Show that limR→∞ CapK(ΛR) = 2. Here K is the Martin kernel as in Theorem

7.10.3.

• Exercise 7.4 Show that the exit time for Brownian motion in a ball in Rd ,

d ≥ 1 has finite variance. More generally, if the expected exit time from a

domain is at most α , independent of the starting point, show that the variance

of the exit time is at most 2α2.

• Exercise 7.5 Suppose f : Ω → Ω′ is a homeomorphism between planar

domains and u ◦ f is harmonic on Ω for every harmonic function u on Ω′.
Show that f is conformal or anti-conformal.

Exercise 7.6 A holomorphic map is called B-proper if f (B(t)) exits Ω =

f (D) almost surely where B(t) is Brownian motion on D run until it exits D

(e.g., f would not be B-proper if some boundary set of positive measure maps

to the interior of Ω). Show that Lemma 7.9.2 holds for such maps. See Lemma

2 of Markowsky (2011).

Exercise 7.7 Use conformal invariance of Brownian motion to prove Li-

oville’s Theorem: any bounded holomorphic function on the plane is constant.

Exercise 7.8 Show that among all planar domains of area π the expected exit

time is largest for the unit disk

Exercise 7.9 Compute the expected exit time of a 2 dimensional Brownian

motion from D if it starts at a ∈ D.

• Exercise 7.10 If f : V →U is conformal and GV ,GU are Green’s functions

for these domains then

GV (x,y) = GU ( f (x), f (y)).

• Exercise 7.11 Prove that Green’s function for Brownian motion stopped

when it leaves the unit disk, D, is

GD(x,y) =
1

π
log |1− x̄y

x− y
|.

In particular G(x,0) = (1/π) log |x|−1.
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• Exercise 7.12 Prove Brownian motion is not conformally invariant in Rd ,

d ≥ 3.

Exercise 7.13 Suppose C is the middle thirds Cantor set and we start a 2-

dimensional Brownian motion at a point z ∈ R that is distance r < 1 from C.

Since the Cantor set has positive capacity the Brownian motion will almost

surely hit the Cantor set at a point w. Show that

P(|w− z|> n) = O(nlog2/ log3),

where the probability measure is the counting measure

A more general result relating distances and Minkowski dimension is given

in Batakis et al. (2011).

• Exercise 7.14 Prove Kakutani’s walk converges exponentially. More pre-

cisely, suppose Ω is simply connected and z0 ∈Ω. Fix 0< λ < 1 and iteratively

define a random walk in Ω by setting rn = dist(zn,∂Ω) and choosing zn+1 uni-

formly on the circle {|z− zn| = λ rn}. Prove that there 0 < a,b < 1 so that

P(rn ≥ an)≤ bn.

Exercise 7.15 Let A ⊂ [0,1] be a compact set with dim(A) > 1/2 and let Z

be the zero set of a linear Brownian motion. Then dim(A∩Z)> 0 with positive

probability. See Kaufman (1972).

• Exercise 7.16 Let Bt be one dimensional Brownian motion. Assume f is

a real-valued function so that ( f ,B) is almost surely doubles the Hausdorff

dimension of every compact set in R. If α > 0 then there is no set A ⊂ [0,1]

with dimension > 1/2 so that f restricted to A is α-Hölder. See Balka and

Peres (2014).

• Exercise 7.17 Let Bt be linear Brownian motion and assume α > 1/2. Then

almost surely there is no set A with dim(A)> 1/2 so that B is α-Hölder on A.

See Balka and Peres (2014).

• Exercise 7.18 Let Bt be standard linear Brownian motion. Then for every

A ⊂ [0,1] we almost surely have

dimM (B(A))≥ 2dimM A

1+dimM A
, and dimM (B(A))≥ 2dimM A

1+dimM A
.

This is from Charmoy et al. (2014). Analogous results for packing dimension

were obtained in Talagrand and Xiao (1996).

Exercise 7.19 Show equality in Exercise 7.18 can be attained (use Exercise

1.4).
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Random walks, Markov chains and capacity

Given a random process on a space X , what is the probability that the pro-

cess eventually hits some subset A ⊂ X? What is the probability that it hits

A infinitely often? In this chapter, we will consider this problem for discrete

Markov processes and show that the answers are given in terms of capacities

with respect to kernels built from Green’s function of the process. We give ap-

plications to the simple random walk on Zd and deduce an elegant result of

Russell Lyons concerning percolation on trees.

8.1 Frostman’s theory for discrete sets

In this section we discuss some ways of measuring the size of a discrete set,

usually a subset of N or Zd . The discussion is very similar to the one on capac-

ity in Rd in Chapter 3.

Definition 8.1.1 Let Λ be a set and β a σ -algebra of subsets of Λ. Given

a measurable function F : Λ×Λ → [0,∞] w.r.t. the product σ -algebra, and a

finite positive measure µ on (Λ,β ), the F-energy of µ is

EF(µ) =
∫

Λ

∫

Λ
F(x,y)dµ(x)dµ(y).

The capacity of Λ in the kernel F is

CapF(Λ) =

[
inf
µ

EF(µ)

]−1

where the infimum is over probability measures µ on (Λ,β ), and by conven-

tion, ∞−1 = 0.

If Λ is contained in Euclidean space, we always take β to be the Borel

238
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σ -algebra; if Λ is countable, we take β to be the σ -algebra of all subsets. When

Λ is countable we also define the asymptotic capacity of Λ in the kernel F :

Cap∞
F (Λ) = inf

{Λ0 finite}
CapF(Λ\Λ0). (8.1.1)

For a subset A ⊂ Zd we also have an analog of Hausdorff dimension: a cube

in Zd is a set of the form [a1,a1 + n]× ·· ·× [ad ,ad + n], where n ≥ 1. Given

such a cube Q we let d(Q) be the distance of the farthest point in Q from 0 and

let |Q| be the diameter of Q.

Definition 8.1.2 If A ⊂ Zd , define the discrete Hausdorff content

H α
D (A) = inf∑

j

( |Q j|
d(Q j)

)α
,

where the infimum is over all coverings of A by cubes. The discrete Hausdorff

dimension of A, dimD(A), is the infimum of the α > 0 such that H α
D (A)< ∞.

(See Barlow and Taylor, 1992.)

As for subsets of Rd , it suffices in the definition to consider only coverings

by dyadic cubes, i.e., cubes of the form

[a12n,(a1 +1)2n]×·· ·× [ad2n,(ad +1)2n].

These cubes are nested, and so may be considered as the vertices of an infinite

tree; for each dyadic cube, its parent is the dyadic cube of twice the side-

length that contains it. However, unlike the case of dyadic subcubes of [0,1]d ,

this tree has leaves, but no root (i.e., unit cubes of Zd form the leaves of the

tree and every cube has a parent). However, the ideas of a flow and cut-set still

make sense, a flow still corresponds to a measure on the boundary of the tree

(∂T = Zd) and cut-sets correspond to coverings by dyadic cubes. (See Section

3.1.)

Just as in Section 3.4, dimension and capacity are closely related. For α > 0,

let

Fα(x,y) =
‖y‖α

1+‖x− y‖α

denote the Riesz kernels; (‖ · ‖ may be any norm on Zd). The capacity and

asymptotic capacity associated to these kernels are denoted Capα and Cap∞
α ,

respectively.
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Theorem 8.1.3 Suppose A ⊂ Zd . Then

(1) Capβ (A) ≥ Cα ,β H α
D (A), where Cα ,β is a positive number that depends

only on α and β , for all α > β > 0.

(2) If Cap∞
α(A)> 0 then H α

D (A) = ∞.

(3) dimD(A) = inf{α : Cap∞
α(A) = 0}.

Proof The proof is similar to that of Theorem 3.4.2, which the reader may

wish to review before continuing. Dyadic cubes are nested, so the dyadic cubes

that intersect A may be considered as a tree. If we define the conductance of

an edge connecting cubes Q′ ⊂ Q to be (|Q|/d(Q))α , then a legal flow on the

tree is exactly a measure on A such that µ(Q)≤ (|Q|/d(Q))α , for all cubes Q.

The norm of a flow is the mass of the measure.

A cut-set is a covering of A by dyadic cubes {Q j} and the norm of the

flow through the cut-set is at most the sum ∑ j(|Q j|/d(Q j))
α . Thus H α

D (A)

is the infimum of all such cut-sets sums. By the Mincut–Maxflow Theorem

(Theorem 3.1.5 and Corollary 3.1.6) there is a measure µ on A so that ‖µ‖ =
H α

D (A) and µ(Q j)≤ (|Q j|/d(Q j))
α for all dyadic cubes Q j. Given y, we want

to show that if β < α then
∫

Fβ (x,y)dµ(x)≤C,

where C is a positive constant depending only on β and α . Write
∫

Fβ (x,y)dµ(x) =
∫

x:|x−y|> 1
2 |y|

Fβ (x,y)dµ(x)+
∫

x:|x−y|≤ 1
2 |y|

Fβ (x,y)dµ(x).

If |x− y| > 1
2
|y| then |Fβ (x,y)| ≤ 2β , so the first term is bounded by 2β‖µ‖.

To bound the second term, choose N so that 2N−1 ≤ |y| < 2N , and break the

integral into integrals over the sets A0 = {y} and An = {x : 2n−1 ≤ |x−y|< 2n}
for n = 1, . . . ,N − 1. Each An can be covered by a bounded number of dyadic

cubes of side-length 2n. Call these cubes {Qn
j}. Note that d(Qn

j)∼ |y|. Thus

∫

x:|x−y|≤ 1
2 |y|

Fβ (x,y)dµ(x)≤
N−1

∑
n=0

∫

An

|y|β
1+ |x− y|β dµ(x)

≤ |y|β−α +
N−1

∑
n=1

∑
j

|y|β
1+2(n−1)β

|Qn
j |α d(Qn

j)
−α

≤C1|y|β−α
N−1

∑
n=0

∑
j

2n(α−β ).

If β < α then the exponent in the sum is positive, so the sum is bounded by a
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constant times 2N(α−β ). Thus the integral is bounded by

C2|y|β−α 2N(α−β ) ≤C3|y|β−α |y|α−β ≤C3.

Thus

Eβ (µ) =
∫ ∫

Fβ (x,y)dµ(y)dµ(x),

is uniformly bounded. By normalizing µ so that it be a probability measure we

deduce that Capβ (A)≥Cα ,β H α
D (A). This proves (1).

To prove (2), suppose that A has positive α-capacity, i.e., there is a proba-

bility measure µ on A such that

Eα(µ) =
∫ ∫

Fα(x,y)dµ(y)dµ(x) = M.

Then by Markov’s inequality the set B ⊂ A of ys such that
∫

Fα(x,y)dµ(x)< 2M,

satisfies µ(B)≥ 1
2
.

Next assume that A satisfies H α
D (A) < 2−α and take a covering {Q j} of

B such that ∑ j |Q j|α d(Q j)
−α ≤ 2−α . In particular every cube in the covering

satisfies d(Q j)≥ 2|Q j|.
Suppose y is a point of B contained in a cube Q j. If x is another point of Q j,

then

Fα(x,y) =
|y|α

1+ |x− y|α ≥ d(Q j)
α

2α(1+ |Q j|α)
≥ 1

2α+1
d(Q j)

α |Q j|−α .

Thus

d(Q j)
α |Q j|−α µ(Q j)≤ 2α+1

∫

Q j

Fα(x,y)dµ(x)< 2α+2M,

so

µ(Q j)< 2α+2M|Q j|α d(Q j)
−α .

Therefore we obtain

1

2
≤ µ(B)≤ ∑

j

µ(Q j)< 2α+2M∑
j

|Q j|α d(Q j)
−α .

Taking the infimum over all coverings, we deduce

Capα(A)≤
1

M
≤ 2α+3H α

D (B)≤ 2α+3H α
D (A).

To prove the second part of (2) note that if H α
D (A) < ∞ and {Q j} is a

cover of A with ∑ j |Q j|α d(Q j)
−α < ∞, then setting An = A\⋃n

j=1 Q j, we get
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H α
D (An) → 0. By the previous argument this implies Capα(An) → 0 which

implies Cap∞
α(A) = 0, a contradiction.

Finally, we prove (3). If α > dimD(A) then H α
D (A) < ∞ by definition so

Cap∞
α(A) = 0 by part (2). Thus

dimD(A)≥ inf{α : Cap∞
α(A) = 0}.

On the other hand, if α < dimD(A) then H α
D (A) = ∞, and for any finite subset

A0 of A, H α
D (A\A0) = ∞ > 1. So by part (1), for any β < α , Capβ (A\A0)>

Cα ,β > 0. Thus Cap∞
β (A)> 0 and so

dimD(A) = inf{α : Cap∞
α(A) = 0}.

Example 8.1.4 A = {⌊na⌋} with a > 1. By considering the covering of A by

unit cubes we see that

H β
D (A)≤ ∑

k∈A

k−β ≤C∑
n

(na)−β .

Thus H β
D (A) < ∞ for β > 1/a. Thus dimD(A) ≤ 1/a. To prove equality, let

An = A∩ [2n,2n+1) and consider the probability measure µn on A that gives all

∼ 2n/a points in An equal mass. Also note that the points of An are separated

by at least distance 2n(1−1/a). Then

∫

An

Fβ (x,y)dµ(x)≤
C12n/a

∑
k=0

2nβ

1+ |k2n(1−1/a)|β C12−n/a

≤C12nβ−n/a
C12n/a

∑
k=0

1

1+ |k2n(1−1/a)|β

≤C12nβ−n/a
(

1+2−nβ (1−1/a)
C12n/a

∑
k=1

k−β
)

≤C12nβ−n/a(1+C22−nβ (1−1/a)2n(1−β )/a)

≤C12nβ−n/a +C3.

Thus the integral is bounded if β ≤ 1/a. Therefore Eβ (µn) is uniformly bounded

and we conclude

Cap∞
β (A)> 0 iff β ≤ 1

a
.

Example 8.1.5 Integer Cantor sets. If b ≥ 2 is an integer consider as set of

allowed “digits” D ⊂ {0,1, . . . ,b−1} define A = {∑anbn,an ∈ D,n ≥ 0}. Let

An = A∩ [bn,bn+1) and let d be the number of elements in D. Then An contains
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dn points each at distance ∼ bn to the origin. Thus

∑
k∈A

k−β =
∞

∑
j=1

∑
k∈A j

k−β ≤
∞

∑
j=1

d jb− jβ .

This converges if β > logb d, and so as in the previous example we deduce

dimD(A)≤ logb d.

To prove equality we produce a probability measure on An that has energy

bounded independently of n. Again as in the previous example, it suffices to

take the measure that gives equal mass to each of the dn points. We get

∫

An

Fβ (x,y)dµ(x)≤
n

∑
k=0

∑
x:bk−1<|x−y|≤bk

bnβ

1+ |x− y|β Cd−n

≤Cbn(β−logb d)
(

1+
n

∑
k=1

∑
x:bk−1<|x−y|≤bk

1

1+bkβ

)

≤Cbn(β−logb d)
(

1+
n

∑
k=1

dk

1+bkβ

)

≤Cbn(β−logb d)
(

1+
n

∑
k=1

bk(logb d−β )
)
.

If β < logb d the exponent in the sum is positive and the sum is bounded by a

multiple of its largest term. Thus the integral is bounded by

Cbn(β−logb d)bn(logb d−β ) ≤C.

Therefore Cap∞
β (A)> 0 if β < logb d. Thus dim(A) = logb d. Note that we have

not computed Cap∞
β (A) when β = logb d; see Exercise 8.12.

Example 8.1.6 Let A =
⋃

n[2
n,2n +2αn], where 0 < α < 1. In this case

∑
k∈A

k−β =
∞

∑
n=1

∑
k∈A∩[2n,2n+1)

k−β ∼
∞

∑
n=1

2nα−nβ

converges if and only if β > α which implies dimD(A)≤ α . Unlike the previ-

ous examples, this is not sharp. In fact, taking the obvious covering of A by the

intervals In = [2n,2n +2αn), we get

∑
n

|In|β d(In)
−β ≤ ∑

n

2nαβ 2−nβ = ∑
n

2n(α−1)β ,

which converges for any β > 0. Thus dimD(A) = 0.

Example 8.1.7 We can make a discrete analog of the random Cantor sets

considered in Section 3.7. Break N into the intervals [2n,2n+1) and for each
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perform an independent percolation with parameter p on an n level binary tree

and place the set of leaves whose path to the root remains on the interval.

(For the definition of percolation on trees see Definition 8.4.1.) We leave it as

Exercise 8.8 to show that the discrete Hausdorff dimension is 1+ log2 p.

8.2 Markov chains and capacity

A Markov chain on a countable space Y is a sequence of random variables

{Xn} with values in Y such that there is a transition function p(x,y) : Y ×Y →
[0,1] such that for all x0,x1, . . . ,xn−1,x,y ∈ Y ,

P(Xn+1 = y|Xn = x,Xn−1 = xn−1, . . . ,X0 = x0) = p(x,y).

The n-step transition function is

p(n)(x,y) = P(Xn = y|X0 = x),

and can be computed from p using the iteration

p(n)(x,y) = ∑
z∈Y

p(z,y)p(n−1)(x,z).

Note that we must have

∑
y∈Y

p(x,y) = 1

for every x ∈ Y . Moreover, given any p with this property and any initial state

X0 = ρ ∈ Y there is a corresponding Markov chain.

We say that a state y in a Markov chain is recurrent if the probability of

returning to y given that we start at y is 1. Otherwise the state is transient.

If every state is recurrent (transient), we say the Markov chain is recurrent

(transient, respectively). We consider as transient also a chain that has a finite

life time and then transitions to a cemetery state. Note that it is possible for

a chain to be neither reccurent nor transient (i.e., it could have states of both

types).

Example 8.2.1 Consider the probability space [0,1] with Lebesgue measure.

Let Xn : [0,1] → {0,1} be the nth binary digit of x. Then {Xn} is a Markov

chain on the two element set X = {0,1} with p(x,y) = 1
2

everywhere.

Example 8.2.2 The most familiar example is the simple random walk on

the integers. Here Y = Z and p(x,y) = 1
2

if |x − y| = 1 and is zero other-

wise. Similarly, we define the simple random walk on Zd by p(x,y) = 1
2d

if
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∑d
j=1 |x j − y j|= 1 and p(x,y) = 0 otherwise. It is a well known result that this

walk is recurrent if d = 1,2 and is transient if d ≥ 3.

Example 8.2.3 Define the transition function p on N by p(n,0) = εn, p(n,n+

1) = 1− εn and p(n,m) = 0 otherwise. Then it is easy to see that the corre-

sponding Markov chain is recurrent if and only if ∑n εn = ∞, and is transient

otherwise.

Given a Markov chain, define Green’s function G(x,y) as the expected num-

ber of visits to y starting at x, i.e.,

G(x,y) =
∞

∑
n=0

p(n)(x,y) =
∞

∑
n=0

Px[Xn = y]

where Px is the law of the chain {Xn : n≥ 0} when X0 = x. Note that if G(x,y)<

∞ for all x and y in Y , then the chain must be transient (if there was a positive

probability of hitting y infinitely often then the expected number of returns to

y is infinite). Also note that G satisfies the following “mean value property”

G(x,y) = ∑
z∈Y

G(z,y)p(x,z), for y 6= x,

i.e., it is a discrete harmonic function away from the initial state.

Theorem 8.2.4 Let {Xn} be a transient Markov chain on the countable state

space Y with initial state ρ and transition probabilities p(x,y). For any subset

Λ of Y we have

1

2
CapK(Λ)≤ Pρ [∃n ≥ 0 : Xn ∈ Λ]≤ CapK(Λ) (8.2.1)

and

1

2
Cap∞

K(Λ)≤ Pρ [Xn ∈ Λ infinitely often ]≤ Cap∞
K(Λ) (8.2.2)

where K is the Martin kernel

K(x,y) =
G(x,y)

G(ρ ,y)
(8.2.3)

defined using the initial state ρ .

The Martin kernel K(x,y) can obviously be replaced by the symmetric ker-

nel 1
2
(K(x,y) +K(y,x)) without affecting the energy of any measure or the

capacity of any set.

If the Markov chain starts according to an initial measure π on the state

space, rather than from a fixed initial state, the theorem may be applied by

adding an abstract initial state ρ .
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Proof of Theorem 8.2.4 The right hand inequality in (8.2.1) follows from an

entrance time decomposition. Let τ be the first hitting time of Λ and let ν be

the hitting measure ν(x) = Pρ [Xτ = x] for x ∈ Λ. Note that ν may be defective,

i.e., of total mass less than 1. In fact,

ν(Λ) = Pρ [∃n ≥ 0 : Xn ∈ Λ] . (8.2.4)

Now for all y ∈ Λ :
∫

G(x,y)dν(x) = ∑
x∈Λ

Pρ [Xτ = x]G(x,y) = G(ρ ,y).

Thus
∫

K(x,y)dν(x) = 1 for every y ∈ Λ. Consequently

EK

(
ν

ν(Λ)

)
=
∫

Λ

∫

Λ

G(x,y)

G(ρ ,y)

dν(x)dν(y)

ν(Λ)2
= ν(Λ)−2EK(ν) = ν(Λ)−1,

so that CapK(Λ)≥ ν(Λ). By (8.2.4), this proves the right half of (8.2.1).

To establish the left hand inequality in (8.2.1) we use the second moment

method. Given a probability measure µ on Λ, consider the random variable

Z =
∫

Λ
G(ρ ,y)−1

∞

∑
n=0

1{Xn=y} dµ(y).

By Fubini’s Theorem and the definition of G,

Eρ Z = Eρ

∫

Λ
G(ρ ,y)−1

∞

∑
n=0

1{Xn=y} dµ(y)

=
∫

Λ
G(ρ ,y)−1

∞

∑
n=0

P(Xn = y|X0 = ρ)dµ(y)

=
∫

Λ
G(ρ ,y)−1G(ρ ,y)dµ(y)

= 1.

Thus by Cauchy–Schwarz

1 = (Eρ Z)2 ≤ Eρ(Z
2)Eρ(1Z>0),

and hence

Pρ [∃n ≥ 0 : Xn ∈ Λ]≥ Pρ(Z > 0)≥ Eρ(Z
2)−1.

Now we bound the second moment:

Eρ Z2 = Eρ

∫

Λ

∫

Λ
G(ρ ,y)−1G(ρ ,x)−1

∞

∑
m,n=0

1{Xm=x,Xn=y} dµ(x)dµ(y)

≤ 2Eρ

∫

Λ

∫

Λ
G(ρ ,y)−1G(ρ ,x)−1 ∑

0≤m≤n<∞

1{Xm=x,Xn=y} dµ(x)dµ(y).
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(Note that this is not equality since the diagonal terms are counted twice.) For

each m we have

Eρ

∞

∑
m≤n

1{Xm=x,Xn=y} = Pρ [Xm = x]G(x,y).

Summing this over all m ≥ 0 yields G(ρ ,x)G(x,y), and therefore

Eρ Z2 ≤ 2

∫

Λ

∫

Λ
G(ρ ,y)−1G(x,y)dµ(x)dµ(y) = 2EK(µ).

Thus

Pρ [∃n ≥ 0 : Xn ∈ Λ]≥ 1

2EK(µ)
.

Since the left hand side does not depend on µ , we conclude that

Pρ [∃n ≥ 0 : Xn ∈ Λ]≥ 1

2
CapK(Λ)

as claimed.

To infer (8.2.2) from (8.2.1) observe that since {Xn} is a transient chain,

almost surely every state is visited only finitely often and therefore

{Xn ∈ Λ infinitely often }=
⋂

Λ0 finite

{∃n ≥ 0 : Xn ∈ Λ\Λ0} a.s.

Applying (8.2.1) and the definition (8.1.1) of asymptotic capacity yields (8.2.2).

Example 8.2.5 Perhaps the best known example of a transient Markov chain

is the simple random walk on Z3, for which Green’s function is known to

satisfy G(x,y) ≍ |x− y|−1 (see Exercise 8.13 or Chapter 1 in Lawler (1991)).

Thus a set in Z3 is hit infinitely often if and only if it has positive asymptotic

capacity for the kernel

F1(x,y) =
|y|

|x− y| .

Based on Example 8.1.4, we see that a 3-dimensional simple random walk hits

N×{0}×{0} ⊂ Z3 infinitely often, but only hits {(⌊na⌋,0,0) : n ∈N} finitely

often for any a > 1.

8.3 Intersection equivalence and return times

This section is devoted to deriving some consequences of Theorem 8.2.4. The

first involves a widely applicable equivalence relation between distributions of

random sets.



248 Random walks, Markov chains and capacity

Definition 8.3.1 Say that two random subsets W1 and W2 of a countable space

are intersection-equivalent (or more precisely, that their laws are intersection-

equivalent) if there exist positive finite constants C1 and C2, such that for every

subset A of the space,

C1 ≤
P[W1 ∩A 6= /0]

P[W2 ∩A 6= /0]
≤C2 .

It is easy to see that if W1 and W2 are intersection-equivalent then

C1 ≤
P[#(W1 ∩A) = ∞]

P[#(W2 ∩A) = ∞]
≤C2,

for all sets A, with the same constants C1 and C2. An immediate corollary

of Theorem 8.2.4 is the following, one instance of which is given in Corol-

lary 8.3.8.

Corollary 8.3.2 Suppose Green’s functions for two transient Markov chains

on the same state space (with the same initial state) are bounded by constant

multiples of each other. (It suffices that this bounded ratio property holds for

the corresponding Martin kernels K(x,y) or for their symmetrizations K(x,y)+

K(y,x).) Then the ranges of the two chains are intersection-equivalent.

Lamperti (1963) gave an alternative criterion for a transient Markov chain

{Xn} to visit the set Λ infinitely often. This is essentially a variant of Wiener’s

criteria for whether a set has positive capacity.

Theorem 8.3.3 (Lamperti’s test) Fix b> 1. With the notation of Theorem 8.2.4,

denote Y (n) = {x ∈ Y : b−n−1 < G(ρ ,x)≤ b−n}. Assume that the set {x ∈ Y :

G(ρ ,x) > 1} is finite. Also, assume that there exists a finite constant C such

that for all sufficiently large m and n we have

G(x,y)<Cb−(m+n) (8.3.1)

for all x ∈ Y (m) and y ∈ Y (m+n). Then

Pρ [Xn ∈ Λ infinitely often]> 0 (8.3.2)

⇐⇒
∞

∑
n=1

b−nCapG(Λ∩Y (n)) = ∞.

Sketch of proof: Clearly

∞

∑
n=1

b−nCapG(Λ∩Y (n)) = ∞

if and only if ∑n CapK(Λ∩Y (n)) = ∞. The equivalence (8.3.2) then follows
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from a version of the Borel–Cantelli Lemma proved in Lamperti’s paper. A

better proof is in Kochen and Stone (1964).

Lamperti’s Test is useful in many cases; however the condition (8.3.1) ex-

cludes some natural transient chains such as simple random walk on a binary

tree. Next, we deduce from Theorem 8.2.4 a criterion for a recurrent Markov

chain to visit its initial state infinitely often within a prescribed time set.

Corollary 8.3.4 Let {Xn} be a recurrent Markov chain on the countable state

space Y , with initial state X0 = ρ and transition probabilities p(x,y). For non-

negative integers m ≤ n denote

G̃(m,n) = P[Xn = ρ |Xm = ρ ] = p(n−m)(ρ ,ρ)

and

K̃(m,n) =
G̃(m,n)

G̃(0,n)
.

Then for any set of times A ⊆ Z+:

1

2
CapK̃(A)≤ Pρ [∃n ∈ A : Xn = ρ ]≤ CapK̃(A) (8.3.3)

and

1

2
Cap∞

K̃
(A)≤ Pρ [∑

n∈A

1{Xn=ρ} = ∞]≤ Cap∞
K̃
(A). (8.3.4)

Proof Consider the space-time chain {(Xn,n) : n ≥ 0} on the state space Y ×
Z+. This chain is obviously transient since the second coordinate tends to in-

finity; let G denote its Green’s function. Since G((ρ ,m),(ρ ,n)) = G̃(m,n) for

m≤ n, applying Theorem 8.2.4 with Λ= {ρ}×A shows that (8.3.3) and (8.3.4)

follow respectively from (8.2.1) and (8.2.2).

The next few examples make use of the Local Central Limit Theorem, e.g.,

Theorem 2.5.2 in Durrett (1996) or 7.P10 in Spitzer (1964). In fact, all we

will need is the simpler consequence that if Sn is a mean zero, finite variance,

aperiodic random walk on N then

lim
n→∞

√
nP(Sn = 0) = c > 0,

Example 8.3.5 Does a random walk on Z return to 0 during A? Let Sn

be the partial sums of mean-zero finite variance i.i.d. integer random variables.

By the Local Central Limit Theorem (see Spitzer, 1964),

G̃(0,n) = P[Sn = 0]≍ cn−1/2
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provided that the summands Sn −Sn−1 are aperiodic. Therefore

P[∑
n∈A

1{Sn=0} = ∞]> 0 ⇐⇒ Cap∞
F (A)> 0, (8.3.5)

with F(m,n) = (n1/2/(n−m+ 1)1/2)1{m≤n}. By the Hewitt–Savage zero-one

law, the event in (8.3.5) must have probability zero or one. Consider the special

case in which A consists of separated blocks of integers:

A =
∞⋃

n=1

[2n,2n +Ln]. (8.3.6)

A standard calculation (e.g., with Lamperti’s test applied to the space-time

chain) shows that in this case Sn = 0 for infinitely many n ∈ A with probability

one if and only if ∑n L
1/2
n 2−n/2 = ∞. On the other hand, the expected number

of returns ∑n∈AP[Sn = 0] is infinite if and only if ∑n Ln2−n/2 = ∞. Thus an

infinite expected number of returns in a time set does not suffice for almost

sure return in the time set. When the walk is periodic, i.e.

r = gcd{n : P[Sn = 0]> 0}> 1,

the same criterion holds as long as A is contained in rZ+. Similar examples

may be found in Ruzsa and Székely (1982) and Lawler (1991).

Example 8.3.6 In some cases, the criterion of Corollary 8.3.4 can be turned

around and used to estimate asymptotic capacity. For instance, if {S′n} is an in-

dependent random walk with the same distribution as {Sn} and A is the random

set A = {n : S′n = 0}, then the positivity of Cap∞
F (A) for

F(m,n) = (n1/2/(n−m+1)1/2)1{m≤n}

follows from the recurrence of the planar random walk {(Sn,S
′
n)}. Therefore

dimD(A)≥ 1/2. On the other hand, by the Local Central Limit Theorem,

E(#(A∩ [0,N]))≤CN1/2,

for some positive constant C. This easily implies dimD(A) ≤ 1/2, see Exer-

cise 8.5. Thus the discrete Hausdorff dimension of A is almost surely 1/2;

detailed estimates of the discrete Hausdorff measure of A were obtained by

Khoshnevisan (1994).

Example 8.3.7 Random walk on Z2. Now we assume that Sn are partial

sums of mean-zero, finite variance i.i.d. random variables in Z2. We also as-

sume that the distribution of S1 is not supported on a line. Denote

r = gcd{n : P[Sn = 0]> 0},
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and let A ⊆ rZ+. Again, by the Hewitt–Savage zero-one law,

P[Sn = 0 for infinitely many n ∈ A]

is zero or one. Therefore

P[Sn = 0 for infinitely many n ∈ A]

is one if and only if Cap∞
F (A)> 0 where

F(m,n) = (n/(1+n−m))1{m≤n}. (8.3.7)

Here we applied the local Central Limit Theorem (see Spitzer, 1964) to get

that

G̃(0,rn) = P[Srn = 0]≍ n−1 as n → ∞.

For instance, if A consists of disjoint blocks

A =
⋃

n

[2n,2n +Ln]

then Cap∞
F (A) > 0 if and only if ∑n 2−nLn/ logLn = ∞. The expected number

of returns to zero is infinite if and only if ∑2−nLn = ∞.

Comparing the kernel F in (8.3.7) with the Martin kernel for simple random

walk on Z3 leads to the next corollary.

Corollary 8.3.8 For d = 2,3 , let {S
(d)
n } be a truly d-dimensional random

walk on the d-dimensional lattice (the linear span of its range is Rd almost

surely), with increments of mean zero and finite variance. Assume that the

walks are aperiodic, i.e., the set of positive integers n for which P[S
(d)
n = 0]> 0

has g.c.d. 1. Then there exist positive finite constants C1 and C2 such that for

any set of positive integers A,

C1 ≤
P[S

(2)
n = 0 for some n ∈ A]

P[S
(3)
n ∈ {0}×{0}×A for some n]

≤C2 , (8.3.8)

where {0}×{0}×A = {(0,0,k) : k ∈ A}. Consequently,

P[S
(2)
n = 0 for infinitely many n ∈ A] (8.3.9)

= P[S
(3)
n ∈ {0}×{0}×A infinitely often].

Note that both sides of (8.3.9) take only the values 0 or 1. Corollary 8.3.8

follows from Corollary 8.3.2, in conjunction with Example 8.3.7 above and the

asymptotics G(0,x) ∼ c/|x| as |x| → ∞ for the random walk S
(3)
n (cf. Spitzer,

1964). The Wiener test implies the equality (8.3.9) but not the estimate (8.3.8).

To see why Corollary 8.3.8 is surprising, observe that the space-time chain
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{(S(2)n ,n)} travels to infinity faster than S
(3)
n , yet by Corollary 8.3.8, the same

subsets of lattice points on the positive z-axis are hit infinitely often by the two

processes.

8.4 Lyons’ Theorem on percolation on trees

Theorem 8.2.4 yields a short proof of a fundamental result of R. Lyons con-

cerning percolation on trees.

Definition 8.4.1 Let T be a finite rooted tree. Vertices of degree one in T

(apart from the root ρ) are called leaves, and the set of leaves is the boundary

∂T of T . The set of edges on the path connecting the root to a leaf x is denoted

Path(x).

Independent percolation on T is defined as follows. To each edge e of T ,

a parameter pe in [0,1] is attached, and e is removed with probability 1− pe,

retained with probability pe, with mutual independence among edges. Say that

a leaf x survives the percolation if all of Path(x) is retained, and say that the

tree boundary ∂T survives if some leaf of T survives.

Theorem 8.4.2 (Lyons (1992)) Let T be a finite rooted tree. With the notation

above, define a kernel F on ∂T by

F(x,y) = ∏
e∈Path(x)∩Path(y)

p−1
e

for x 6= y and

F(x,x) = 2 ∏
e∈Path(x)

p−1
e .

Then

CapF(∂T )≤ P[∂T survives the percolation]≤ 2CapF(∂T )

(The kernel F differs from the kernel used in Lyons (1992) on the diagonal,

but this difference is unimportant in all applications).

Proof Embed T in the lower half-plane, with the root at the origin. The

random set of r ≥ 0 leaves that survive the percolation may be enumerated

from left to right as V1,V2, . . . ,Vr. The key observation is that the sequence

ρ ,V1,V2, . . . ,Vr,∆,∆, . . . is a Markov chain on the state space ∂T
⋃{ρ ,∆} (here

ρ is the root and ∆ is a formal absorbing cemetery).

Indeed, given that Vk = x, all the edges on Path(x) are retained, so survival

of leaves to the right of x is determined by the edges strictly to the right of
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Figure 8.4.1 Percolations on a finite tree where we keep edges with probabilities

p = 1, .8, .6, .4.

Path(x), and is thus conditionally independent of V1, . . . ,Vk−1. This verifies the

Markov property, so Theorem 8.2.4 may be applied.

The transition probabilities for the Markov chain above are complicated, but

it is easy to write down Green’s kernel. Clearly,

G(ρ ,y) = P[y survives the percolation] = ∏
e∈Path(y)

pe.

Also, if x is to the left of y, then G(x,y) is equal to the probability that the

range of the Markov chain contains y given that it contains x, which is just the

probability of y surviving given that x survives. Therefore

G(x,y) = ∏
e∈Path(y)\Path(x)

pe 1{x≤y}
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and hence

K(x,y) =
G(x,y)

G(ρ ,y)
= ∏

e∈Path(x)∩Path(y)

p−1
e 1{x≤y} .

Thus K(x,y)+K(y,x) = F(x,y) for all x,y ∈ ∂T , and Lyons’ Theorem follows

from Theorem 8.2.4.

Lyons’ Theorem extends to infinite trees. Given an infinite tree truncate it to

level n and apply Lyons Theorem to compute the probability that percolation

survives for n levels. The probability it survives all levels is the limit of this

(decreasing) sequence. Then use the Monotone Convergence Theorem in the

definition of EF to show that the capacities CapF(∂Tn) converge to CapF(∂T ).

The same method of recognizing a “hidden” Markov chain may be used to

prove more general results on random labeling of trees due to Evans (1992)

and Lyons (1992).

8.5 Dimension of random Cantor sets (again)

Recall the random Cantor sets discussed in Section 3.7: fix a number 0 < p < 1

and define a random set by dividing the unit cube [0,1]d of Rd into bd b-

adic congruent closed cubes with disjoint interiors. Each cube is kept with

probability p, and the kept cubes are further subdivided and again each subcube

is kept with probability p. We shall denote such a set as Λd(b, p). We denote

by Zn = Zn(p) the number of cubes kept in the nth generation. We showed

in that section that if p > b−d then Λd(b, p) is a non-empty set of dimension

d+ logb p with positive probability. Here we shall use Lyons’ Theorem to prove

this again (and a little more). The following combines results of Hawkes (1981)

and Lyons (1990).

Theorem 8.5.1 Let α be a positive real number, d an integer ≥ 1, and b an

integer ≥ 2. Set p = b−α . Then for any closed set K in [0,1]d ,

P(Λd(b, p)∩K 6= /0)≍ Capα(K),

i.e., the terms are equal up to multiplication by a positive constant that does

not depend on K.

Proof Recall the rooted tree Γbd
in which each vertex has bd children. Let

T = T (K) ⊂ Γbd
be the subtree corresponding to the compact set K (the ver-

tices correspond to b-adic cubes that hit K, and each b-adic cube is connected

to its “parent”). Perform percolation on T with p = b−α . The probability that

K hits Λd(b, p) is then just the probability that this percolation survives. By
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Lyons’ Theorem (Theorem 8.4.2), the probability the percolation survives is

comparable to the tree capacity of ∂T with respect to the kernel F(ξ ,η) =

f (|ξ ∧η |) where f (n) = b−αn. By Theorem 3.6.1, this capacity is comparable

to the α-capacity of K, as desired.

Theorem 8.5.2 Let p = b−α < 1. For any closed set K ⊂ [0,1]d ,

(1) If dim(K)< α then K ∩Λd(b, p) = /0 almost surely.

(2) If dim(K)> α then K ∩Λd(b, p) 6= /0 with positive probability.

Proof Parts (1) and (2) follow immediately from the previous result and

Frostman’s Theorem (Theorem 3.4.2) which asserts dim(K)= inf{α : Capα(K)

= 0}.

Corollary 8.5.3 Let p = b−α .

(1) Let E be a closed set in [0,1]d . Assume dim(E) > α . If β < dim(E)−α

then dim(E ∩Λd(b, p)) ≥ β with positive probability. If β > dim(E)−α

then dim(E ∩Λd(b, p))≤ β with positive probability.

(2) Assume d >α . Then dim(Λd(b, p))= d+ logb p almost surely, conditioned

on Λd(b, p) being non-empty.

Proof (1) Suppose Λd(b, p) and Λ′
d(b,q) are independent and that p = b−α ,

q = b−β . Then Λd(b, p) ∩ Λ′
d(b,q) has the same distribution as Λd(b, pq).

Hence, by Theorem 8.5.2(2), if dim(E) > α + β then with positive proba-

bility E ∩Λd(b, p)∩Λ′
d(b,q) is non-empty. Therefore, by thinking of K = E ∩

Λd(b, p) as the fixed set in Theorem 8.5.2(1), we deduce that if dim(E)>α+β

then with positive probability dim(E ∩Λd(b, p)) ≥ β . Similarly, if dim(E) <

α +β then almost surely E ∩Λd(b, p)∩Λ′
d(b,q) is empty, which implies with

positive probability dim(E ∩Λd(b, p))≤ β .

(2) Recall the generating function

f (x) =
bd

∑
k=0

qkxk, qk = pk(1− p)bd−k

(
bd

k

)
,

that was discussed in the proof of Theorem 3.7.4. In particular, recall that this

function is increasing and concave up on [0,1] and if p > b−d it has a unique

fixed point in the open interval (0,1). Moreover, we proved that this fixed point

is equal to P(Λd(b, p)) = /0). Notice that in our setting,

qk = P(Z1 = k).
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Given ε > 0, set xε = P(dim(Λd(b, p))≤ d + logb p− ε). Then

xε = P(dim(Λd(b, p))≤ d + logb p− ε)

=
bd

∑
k=1

P(dim(Λd(b, p))≤ d + logb p− ε |Z1 = k)P(Z1 = k)

=
bd

∑
k=1

(P(dim(Λd(b, p))≤ d + logb p− ε))kP(Z1 = k)

= f (P(dim(Λd(b, p))≤ d + logb p− ε) = f (xε),

i.e., xε is a fixed point of f ; by taking E = [0,1]d in item (1), we see that

0 < xε < 1. Therefore xε equals P(Λd(b, p) = /0). By letting ε → 0, we get

P(dim(Λd(b, p))< d + logb p) = P(Λd(b, p) = /0).

Similarly,

P(dim(Λd(b, p))> d + logb p) = P(Λd(b, p) = /0).

We can use similar techniques to compute the dimension of projections of

random sets. By Marstrand’s Projection Theorem (see Corollary 3.5.2),

dim(Πθ Λ2(b, p)) = max(1,dim(Λ2(b, p))),

for almost every direction, but does not ensure equality for any particular di-

rection. For random sets, we can do better in the sense that we get equality for

every direction for almost every set.

Theorem 8.5.4 Let L be a linear or affine map from Rd to Rk, k ≤ d, and let

0 < p < 1.

(1) If d + logb p > k then L(Λd(b, p)) has positive k-dimensional Lebesgue

measure almost surely on the event Λd(b, p) 6= /0.

(2) If d + logb p ≤ k then L(Λd(b, p)) has Hausdorff dimension d + logb p al-

most surely on the event Λd(b, p) 6= /0.

For the coordinate directions the Minkowski dimension of these projections

was computed by Dekking and Grimmett (1988) and the Hausdorff dimension

by Falconer (1989b)

Proof of Theorem 8.5.4 The proof relies again on the properties of the gener-

ating function

f (x) =
bd

∑
k=0

P(Z1 = k)xk =
bd

∑
k=0

qkxk
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recalled in the proof of Corollary 8.5.3(2).

To prove (1), note that for every point y ∈ L((0,1)d), the preimage L−1 of

y has dimension d − k. Thus it intersects Λd(b, p) with positive probability by

Theorem 8.5.2(2). Therefore by Fubini’s Theorem the expected k-dimensional

volume of L(Λd(b, p)) is positive. Moreover,

P(L k(L(Λd(b, p))) = 0) =
bd

∑
j=1

P(L k(L(Λd(b, p))) = 0|Z1 = j)P(Z1 = j)

=
bd

∑
j=1

P(L k(L(Λd(b, p))) = 0) jP(Z1 = j)

= f (P(L k(L(Λd(b, p))) = 0))

Thus x = P(L k(L(Λd(b, p))) = 0) is a fixed point of f ; it is not equal to 1

since P(L k(L(Λd(b, p))) > 0) > 0. Thus it must be the unique fixed point of

f in (0,1) and hence is equal to P(Λd(b, p) = /0).

To prove (2), we need only to prove the lower bound (since L is Lipschitz,

see Exercise 1.10). Let γ < d+ logb p, by assumption d+ logb p ≤ k, hence by

Corollary 8.5.3, Λk(b,b
−γ) has dimension k−γ almost surely upon nonextinc-

tion. Thus by the Marstrand Product Theorem (Theorem 3.2.1) the preimage

L−1(Λk(b,b
−γ)) has dimension greater than

(d − k)+dim(Λk(b,b
−γ)) = d − k+ k− γ >− logb p = α,

and hence intersects Λd(b, p) with positive probability, by Theorem 8.5.2(2).

But L−1(Λk(b,b
−γ)) intersects Λd(b, p) if and only if Λk(b,b

−γ) intersects

L(Λd(b, p)). Thus dim(L(Λd(b, p))) ≥ γ with positive probability. An argu-

ment like that in part (1) shows that P(dim(L(Λd(b, p))) < γ) is a fixed point

of the generating function f in (0,1) hence equals P(Λd(b, p) = /0); this con-

cludes the proof.

8.6 Brownian motion and Martin capacity

Kakutani (1944) discovered that a compact set Λ ⊆ Rd is hit with positive

probability by a d-dimensional Brownian motion (d ≥ 3) if and only if Λ

has Capd−2(Λ) > 0. A quantitative version of this assertion is given in The-

orem 7.10.3. This theorem clearly contains the classical criterion

P[∃t > 0 : Bd(t) ∈ Λ]> 0 ⇐⇒ CapG(Λ)> 0,

where G(x,y) = |x− y|2−d ; passing from Green’s kernel G(x,y) to the Martin
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kernel K(x,y) = G(x,y)/G(0,y) yields sharper estimates. To explain this, note

that while Green’s kernel, and hence the corresponding capacity, are translation

invariant, the hitting probability of a set Λ by standard d-dimensional Brow-

nian motion is not translation invariant, but is invariant under scaling. This

scale-invariance is shared by the Martin capacity.

Corollary 8.6.1 For d ≥ 3, Brownian motion started uniformly in the

unit cube is intersection equivalent in the unit cube to the random sets

Λd(2,2
−(d−2)).

Proof This is clear since in both cases the probability of hitting a closed set

A ⊂ [0,1]d is equivalent to Capd−2(A).

Lemma 8.6.2 (Peres, 1996b) Suppose that A1, . . . ,Ak, B1, . . . ,Bk are indepen-

dent random closed sets with Ai intersection equivalent to Bi for i = 1, . . . ,k.

Then
⋂k

j=1 A j is intersection equivalent to
⋂k

j=1 B j.

Proof By induction it is enough to do k = 2. It suffices to show A1 ∩A2 is

intersection equivalent to B1 ∩B2, and this is done by conditioning on A2,

P(A1 ∩A2 ∩Λ 6= /0) = E(P(A1 ∩A2 ∩Λ 6= /0)|A2)

≍ E(P(B1 ∩A2 ∩Λ 6= /0)|A2)

= P(B1 ∩A2 ∩Λ 6= /0),

and repeating the argument conditioning on B1.

Corollary 8.6.3 If B1 and B2 are independent Brownian motions in R3 (started

uniformly in [0,1]3) and A ⊂ [0,1]3 is closed, then

P([B1]∩ [B2]∩A 6= /0)≍ Cap2(A) ,

where [Bi] is the range of Bi. However, the paths of three independent Brownian

motions in R3 (started uniformly in [0,1]3) almost surely do not intersect.

Proof To prove the last statement, use the preceding lemma to deduce that

[B1]∩ [B2]∩ [B3] is intersection-equivalent in [0,1]3 to Λ3(2,1/8). The latter

set is empty a.s. since critical branching processes are finite a.s., see Athreya

and Ney (1972); moreover, the special case needed here is an easy consequence

of Theorem 8.4.2.

Next, we pass from the local to the global behavior of Brownian paths. Bar-

low and Taylor (1992) noted that for d ≥ 2 the set of nearest-neighbor lattice

points to a Brownian path in Rd is a subset of Zd with dimension 2. This is a

property of the path near infinity; another such property is given by
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Proposition 8.6.4 Let Bd(t) denote d-dimensional Brownian motion. Let Λ⊆
Rd with d ≥ 3 and let Λ1 be the cubical fattening of Λ defined by

Λ1 = {x ∈ Rd : ∃y ∈ Λ such that |y− x|∞ ≤ 1}.

Then a necessary and sufficient condition for the almost sure existence of times

t j ↑ ∞ at which Bd(t j) ∈ Λ1 is that Cap∞
d−2(Λ1 ∩Zd)> 0.

The proof is very similar to the proof of Theorem 8.2.4 and is omitted.

Figure 8.6.1 Brownian motion in R2 is intersection equivalent to random Cantor

sets formed by choosing each of four subsquares with probability pn = (n−1)/n

at generation n. Two examples of such sets are shown.

8.7 Notes

Frostman Theory for discrete sets was developed by Barlow and Taylor (1992)

although “integer Cantor sets” and their dimensional properties are considered

in many other works.

Lyons’ Theorem 8.4.2 and its variants have been used in the analysis of a

variety of probabilistic processes on trees, including random walks in a random

environment, first-passage percolation and the Ising model. (See Lyons, 1989,

1990, 1992; Lyons and Pemantle, 1992; Benjamini and Peres, 1994; Pemantle

and Peres, 1994.)

The idea of using intersections with random sets to determine the dimen-

sion of a set was first used by Taylor (1966) to study multiple points of stable

processes.

Sections 8.2, 8.4 and 8.3 follow the presentation in Benjamini et al. (1995)

and Section 8.5 is based on Peres (1996b).
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8.8 Exercises

Exercise 8.1 Consider a random walk on Z that at position n steps to the left

with probability pn and and to the right with probability 1− pn. If pn =
1
2
+ 1

n
,

is this walk recurrent or transient?

Exercise 8.2 Consider a random walk on a binary tree so that from a ver-

tex there is probability 0 < p < 1/2 of moving to each of the children and

probability 1− 2p of moving to the parent. For what values of p is this walk

recurrent?

Exercise 8.3 Construct a rooted tree so that the number of vertices of distance

n from the root is ≥ 2n, but such that the nearest neighbor equal probability

walk is recurrent.

Exercise 8.4 Consider a random walk on the integers that at time n steps

to the left or right by distance ⌊logn⌋ with equal probability. Does this walk

return to the origin infinitely often? What if the step is size ⌊√n⌋ at time n?

Exercise 8.5 Show that for any random set A ⊂ N satisfying E(#(A∩ [0,n]))

≤Cnβ , for some C > 0 and 0 < β < 1, we have dimD(A)≤ β almost surely.

Exercise 8.6 Show for A ⊂ N, dim(A)≤ limsupn→∞ log#(A∩ [0,n])/ logn.

Exercise 8.7 Construct a set A with dim(A) = 1, but

liminf
n→∞

log#(A∩ [0,n])/ logn = 0.

Exercise 8.8 Prove that the discrete random Cantor set in Example 8.1.7 has

discrete Hausdorff dimension 2+ log2 p.

Exercise 8.9 Characterize the gauge functions on N that give Cap∞
F (N)> 0.

Exercise 8.10 Show that the set A = {⌊n logn⌋} ⊂ N satisfy Cap∞
1 (A)> 0.

Exercise 8.11 Prove the same for the prime numbers in N. This was proved

by Erdős. See the adjacent papers Erdős (1961) and McKean (1961). This re-

quires more than just the prime number theorem. Use the estimates that the

interval I = [2n,2n+1] contains at least c12n/n primes (the prime number theo-

rem) and any subinterval of length m on I contains at most c2m/ logm primes

(Selberg’s sieve estimate, Selberg (1952))

• Exercise 8.12 Show that the β -capacity of the integer Cantor set in Exam-

ple 8.1.5 is positive for β = logb d.

Exercise 8.13 Prove that Green’s function of the simple random walk in Z3

satisfies G(x,y)≍ |x− y|−1.
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Exercise 8.14 Does a 2-dimensional (simple) random walk on Z2 return in-

finitely often to 0 during times {n2} almost surely?

Exercise 8.15 Does a random walk in Z3 hit the set

{(⌊logn⌋,⌊log2 n⌋,⌊log logn⌋) : n ∈ Z}

infinitely often almost surely?

Exercise 8.16 Does a random walk in Z2 occupy position (⌊√n⌋,0) at time

n for infinitely many n almost surely?

Exercise 8.17 Suppose Sn and S′m are independent simple random walks in

Zd . Show that P(∃ infinitely many n : Sn = S′n) = 1 if d = 1 or 2 and equals 0

if d ≥ 3.

Exercise 8.18 If Sn is the standard random walk on Z2, what is the dimension

of the zero set {n : Sn = 0} almost surely?

Exercise 8.19 Suppose Sn is the standard random walk on Z2 and A ⊂N has

dimension α . What can we say about the dimension of {Sn : n ∈ A} almost

surely?

Exercise 8.20 Suppose Sn is the standard random walk on Z2 and A ⊂ Z2

has dimension β . What can we say about the dimension of {n : Sn ∈ A} almost

surely?

Exercise 8.21 Estimate the probability (within a factor of 2) that Brownian

motion in R2 started at the origin hits a set E in the unit disk before it hits the

unit circle. (Hint: Green’s function in the unit disk is log | z−w
1−w̄z

|.)

Exercise 8.22 Choose a random subset S of N by putting n in S with proba-

bility 1/n. What is the dimension of S almost surely?

Exercise 8.23 Let S be the set of integers whose decimal representations do

not contain 1 or 3. What is the dimension of S?

Exercise 8.24 Suppose S1 and S2 are subsets of N with dim(S1) = dim(S2) =

1. Is there necessarily an n so that dim((S1 +n)∩S2) = 1?

Exercise 8.25 Given a set S ⊂ N, consider a random walk in Z2 that steps

left or right with equal probability for times n ∈ S and steps up or down (again

with equal probability) if n 6∈ S. If S = {n2} does this walk return to the origin

infinitely often almost surely? What if S = {n}?
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Exercise 8.26 Given a rooted tree T we say percolation occurs for 0 < p < 1

if percolation occurs with positive probability when each edge is given the

parameter p. The critical index pc for T is the infimum of all p such that per-

colation occurs.

Show that for the infinite binary tree, the critical index is 1/2.

Exercise 8.27 What is the critical index for the infinite k-tree?

Exercise 8.28 Suppose T is the rooted tree such that vertices of distance n

from the root each have (n mod 4)+ 1 children. What is the critical index pc

for T ?

Exercise 8.29 A random tree T is constructed by giving each vertex 2 chil-

dren with probability 1/2 and 4 children with probability 1/2. What is the

critical index for T almost surely?

Exercise 8.30 Let G be the group generated by a,b with the relations a3 =

b3 = e. Is the simple random walk on G (with these generators) recurrent?
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Besicovitch–Kakeya sets

A Besicovitch set K ⊂Rd is a closed set of zero d-measure that contains a line

segment in every direction. These are also called Kakeya sets or Besicovitch–

Kakeya sets, although we use the term Kakeya set to mean a set where a line

segment can continuously moved so as to return to its original position in the

opposite orientation. In this chapter we give several deterministic and one ran-

dom construction of Besicovitch sets for d = 2, leaving the construction of a

Kakeya set with small area as an exercise. We also discuss an application of

Besicovitch sets to Fourier analysis: Fefferman’s disk multiplier theorem. One

of the constructions of Besicovitch sets involves projections of self-similar pla-

nar Cantor sets in random directions; this will lead us to consider self-similar

sets that do not satisfy the open set condition (OSC) from the theory of self-

similar sets in Chapter 2. In that chapter we proved that a self-similar set has

positive measure in its similarity dimension if OSC holds; here we will prove

the measure must be zero if OSC does not hold.

9.1 Existence and dimension

We start with the following result of Besicovitch (1919, 1928):

Theorem 9.1.1 There is a compact set K ⊂ R2 that has zero area and con-

tains a unit line segment in every direction.

Proof Let {ak}∞
0 be dense in [0,1], with a0 = 0, and so that ε(k) = |ak+1 −

ak| ց 0, and [ak − ε(k),ak + ε(k)] covers every point of [0,1] infinitely often.

Set

g(t) = t −⌊t⌋, fk(t) =
k

∑
m=1

am−1 −am

2m
g(2mt), f (t) = lim

k→∞
fk(t).

263
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We claim that the closure of K = {(a, f (t)+ at) : a, t ∈ [0,1]} has zero area.

By telescoping series f ′k(t) =−ak on each component of U = [0,1]\2−kN. Fix

a ∈ [0,1] and choose k so that |a−ak| ≤ ε(k). Since

f (t)+at = ( f (t)− fk(t))+( fk(t)+akt)+(a−ak)t,

and

| f (t)− fk(t)| ≤
∞

∑
m=k+1

|am−1 −am|
2m

g(2mt)≤ ε(k)
∞

∑
m=k+1

2−m = ε(k)2−k,

each of the 2k components of U is mapped to a set of diameter (recall |I| =
diam(I))

≤ 2ε(k)2−k +0+ ε(k)|I| ≤ 3ε(k)2−k+1

under f (t)+at. This proves that every vertical slice {t : (a, t) ∈ K} has length

zero, so by Fubini’s Theorem, area(K) = 0.

Fixing t and varying a shows K contains unit segments of all slopes in [0,1],

so a union of four rotations of K proves the theorem.

We can modify the proof slightly to remove the use of Fubini’s Theorem,

replacing it by an explicit covering of K by small squares. Also, by choosing

the {ak} more carefully, we can get an explicit estimate on the size of our set.

For a compact set K, let K(ε) = {z : dist(z,K)< ε}.

Lemma 9.1.2 There is a Besicovitch set K so that 0 < δ < 1 implies

area(K(δ )) = O

(
1

log(1/δ )

)
.

Proof Repeat the previous proof using the sequence

{ak}∞
k=0 =

{
0,0,1,

1

2
,0,

1

4
,

2

4
,

3

4
,1,

7

8
,

6

8
,

5

8
, . . .

}
,

i.e., a0 = 0 and if k ∈ [2n,2n+1), then ak = k2−n − 1 if n is even, and ak =

2−k2−n if n is odd. This just traverses the dyadic rationals { j2−n}2n

0 , reversing

the order each time. The estimates in the proof of Theorem 9.1.1 now hold

with ε(k) = O(2−n) for k ∈ [2n,2n+1). See Figures 9.1.1 and 9.1.2 for the sets

resulting from this choice of {ak}.

For each a∈ [0,1] we can choose k ∈ [2n,2n+1] so that fk(t)+at is piecewise

linear with slopes of absolute value ≤ 2−n on 2k connected components of U =

[0,1]\2−kN. Hence this function maps each such interval I into an interval of

length at most 2−n|I|= 2−n−k. The estimate | f (t)− fk(t)| ≤ ε(k)2−k = 2−n−k

from before implies that f (t)+ at maps each such I into an interval of length

≤ 3 ·2−n−k (but the image may not be an interval since f is not continuous).
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Figure 9.1.1 The graph of f from the proof of Lemma 9.1.2.

Figure 9.1.2 The set constructed in Lemma 9.1.2.

To show that K has zero area, instead of taking a fixed a, as in the previ-

ous paragraph, we allow a to vary over an interval J of length 2−k−n. Then

each component I of U is still mapped into a fixed interval of length 4 ·2−n−k,

independent of which a ∈ J we choose. Thus

KJ := {(a, f (t)+at) : a ∈ J, t ∈ [0,1]}

is covered by 2k squares of side length O(2−n−k) and hence has area O(2−2n−k).

Since [0,1] is covered by 2n+k such intervals J, the whole of K is covered by a
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finite union of closed squares whose total area is O(2−n). The closure of K is

also contained in this finite union of squares. Thus K can be covered by squares

of size δn = 2−n−2n+1
and total area O(2−n). This implies that

area(K(δn)) = O

(
1

log(1/δn)

)
.

Since log(1/δn+1) = O(log(1/δn)), we get the estimate for all δ ∈ (0,1) (with

a slightly larger constant).

Lemma 9.1.2 is optimal (first proved in Córdoba (1993)):

Theorem 9.1.3 If K ⊂ R2 contains a unit line segment in all directions, then

for all ε sufficiently small,

area(K(ε))≥ 1

log(1/ε)
.

Proof Let ε > 0 and n = ⌊ε−1⌋ (so nε > 1/2 for ε small). Choose unit line

segments {ℓi}n
1 in K so that the angle between ℓi−1 and ℓi is π

n
(indices con-

sidered mod n). For i = 1, . . . ,n let Ψi be the indicator function of ℓi(ε) and let

Ψ = ∑n
i=1 Ψi. See Figure 9.1.3.

Figure 9.1.3 Neighborhoods of the angle-separated lines.

By Cauchy–Schwarz
(∫

R2
Ψ(x)dx

)2

≤
(∫

Ψ>0
1dx

)(∫

R2
Ψ2(x)dx

)
,

so

area(K(ε))≥ area({Ψ > 0})≥ (
∫
R2 Ψ(x)dx)2

∫
R2 Ψ2(x)dx

.
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By the definition of Ψ,

∫

R2
Ψ(x)dx =

n

∑
i=1

area(ℓi(ε))≥ 2εn ≥ 1.

Since Ψ2
i = Ψi for all i, we have

∫

R2
Ψ2(x)dx =

∫

R2
Ψ(x)dx+

n

∑
i=1

n−1

∑
k=1

area(ℓi(ε)∩ ℓi+k(ε)).

The angle between the lines ℓi and ℓi+k is kπ/n. A simple calculation (see

Figure 9.1.4) shows that if kπ/n ≤ π/2, then

area(ℓi(ε)∩ ℓi+k(ε))≤
4ε2

sin(kπ/n)
≤ 2ε2n

k
≤ 2ε

k
,

(we use sin(x)≥ 2x/π on [0, π
2
]) with a similar estimate for kπ/n > π/2.

Figure 9.1.4 The intersection of two neighborhoods is contained in the intersec-

tion of two strips. The intesection of two strips of width w and angle θ is a paral-

lelogram of area w2/sin(θ), which gives the estimate used in the text.

Hence (indices are mod n),

n

∑
i=1

n−1

∑
k=1

area(ℓi(ε)∩ ℓi+k(ε))≤ 4εn logn ≤ 4logn.

Thus

area({Ψ > 0})≥ 4

4logn
=

1

logn
≥ 1

log(1/ε)
.

The fact that the upper Minkowski dimension of a Besicovitch set must be 2

follows easily from Theorem 9.1.3 and the remarks at the beginning of Section

2.6. Computing the Hausdorff dimension requires a different argument.
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Theorem 9.1.4 If K is a compact set containing a segment in a compact set E

of directions, then dim(K)≥ 1+dim(E). In particular, if K contains a segment

in every direction, then dim(K) = 2.

Proof Let β = dim(E). For any interval I ⊂ R, let

SI = {(a,b) : ∀x ∈ I (x,b−ax) ∈ K}.

By assumption E ⊂⋃I Π0SI where the union is over all intervals with rational

endpoints and Π0 is projection onto the first coordinate. Since this is a count-

able collection of intervals, for any ε > 0 there is a such an interval I so that

dim(Π0SI)> dim(E)− ε = β − ε

(the set of slopes of segments in K and the set of their angles have the same

dimension since they are related the smooth map, the tangent). Therefore, by

the Marstrand Projection Theorem (Corollary 3.5.2), the projection of SI onto

almost every direction θ has dimension > β −ε . Writing t = tanθ , note that the

(non-orthogonal) projection of the set SI along lines of slope t onto the vertical

axis is the same as the set {b−at : (a,b)∈ SI}; this set has the same dimension

as the orthogonal projection of SI in direction θ since the two projections differ

only by a linear map. Hence for a.e. t,

dim({b−at : (a,b) ∈ SI})≥ β − ε .

Since (a,b) ∈ SI implies (t,b−at) ∈ K for any t ∈ I, we can deduce

{b−at : (a,b) ∈ SI} ⊂ {b−at : (t,b−at) ∈ K},

and hence for almost every t,

dim({b−at : (t,b−at) ∈ K})≥ β − ε .

These sets are just vertical slices of K above t, so Marstrand’s Slicing Theorem

(Theorem 1.6.1) yields dim(K)≥ 1+β − ε .

9.2 Splitting triangles

In this section we give an alternative construction of Besicovitch sets that is

closer to Besicovitch’s original construction (as simplified by various authors).

We say T is a standard triangle if it has base [a,b]⊂ R and its third vertex

c is in the upper half-plane. We let d = (a+ b)/2 denote the midpoint of the

base. Given a standard triangle T of height k, a k-split of T divides it into two

standard triangles T1, T2 with bases [a,d] and [d,b] respectively; then apply the
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Euclidean similarity z→ a+ k+1
k
(z−a) to T1 and z→ b+ k+1

k
(z−b) to T2. This

rescales each triangle, fixing a in T1 and fixing b in T2. This gives two standard

triangles of height k + 1 whose bases are overlapping subintervals of [a,b],

the base of T . We inductively define collections {Tk} of standard triangles of

height k by letting T1 be an isosceles triangle with base 1 and height 1, and

obtaining Tk+1 by applying a k-split to each triangle in Tk. See Figure 9.2.1.

T2T1

ba

c

d

Figure 9.2.1 A triangle is cut in two by bisecting the base and then each triangle

is expanded by a factor of (1+ 1
k
) at stage k. Here we show k = 1 and k = 2.

Each of the 2k triangles in Tk has height k and base k2−k, so each has area

k22−k−1. If T1,T2 are the triangles that result from a k-split of T ∈ Tk, then

T2 \ T is a triangular region between heights k − 1 and k + 1 and has area

2area(T )/k2 = 2−k. See Figure 9.2.2. Since there are 2k triangles in Tk, the

total new area is at most 1. Let Xk be the union of the triangles in Tk. Then

area(Xk) ≤ k. Finally rescale Xk to have height 1 and so that its base is cen-

tered at the center of X1’s base. The rescaling decreases area by a factor of k−2,

so the new area is at most 1/k. However, Xk still contains unit line segments in

all the same directions as X0 did. See Figure 9.2.3 to see several generations of

the construction.

To obtain a set of zero area, we want to pass to a limit, but this is a problem

since the sets Xk are not nested, so we need to modify the construction slightly.

The key observation is that when we split and rescale a triangle T to obtain

T1,T2, we have T ⊂ T1∪T2 ⊂W , where W is a trapezoid with the same base as

T and sides parallel to those of T (the left side of W is parallel to the right sides

of T and conversely). If we split the base [a,b] of a standard triangle T into n

equal intervals and then apply a k-split to each resulting triangle separately, and

then rescale to unit height, the resulting triangles will all be in a (|b− a|/n)-
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T

Figure 9.2.2 Computing the new area created by the splitting/expansion step.

neighborhood of T ; we can make this as small as we wish by taking n large.

By subdividing each standard triangle in Tk before performing the k-split, we

can ensure that every Xk stays within any open neighborhood of the original

triangle T that we want, and still have as small area as we wish. See Figure

9.2.4.

So start with a standard isosceles triangle Y1 and choose an open neighbor-

hood U1 of Y1 so that the area(U1) ≤ 2area(Y1). Using the argument above,

find a union of triangles Y2 ⊂ U1 having total area < 1/8 and containing unit

segments in all the same directions as Y1. Choose an open neighborhood U2 of

Y2 having area ≤ 2area(Y2)≤ 1/4. In general, we construct a union of triangles

Yk ⊂Uk−1 containing unit segments in the same directions as in Y1 and choose

an open neighborhood Uk of Yk having area(Uk) ≤ 2−k. Then F =
⋂

n Un is a

closed set of measure zero. If we fix a direction and let Ln ⊂ Yn ⊂Un be a unit

segment in this direction, then we can pass to a subsequence that converges to

a unit segment in F , and which clearly has the same direction. Thus F contains

unit segments in the same interval of directions as Y1 and so a finite number of

rotations of F is a Besicovitch set.

9.3 Fefferman’s Disk Multiplier Theorem

A surprising and influential application of Besicovitch sets was given by Charles

Fefferman in 1971, solving a famous open problem about Fourier transforms.

We first introduce some terminology, then state his result and sketch the proof.
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Figure 9.2.3 The first nine steps of the k-split construction.

Given a function f : Rd → R, its Fourier transform on Rd is defined as

F f (y) = f̂ (y) =
∫

Rd
f (x)e−2πix·y dx.

The integral is clearly well defined when f is integrable, and the Plancherel

Theorem (e.g., Theorem 8.29 of Folland (1999b)) says if f ∈ L1 ∩L2 (which

is dense in L2), then ‖ f̂‖2 = ‖ f‖2. Thus the Fourier transform extends to an
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Figure 9.2.4 The construction when we subdivide the first triangle into n subtri-

angles. Shown are n = 1 (no subdivision), 2, . . . ,5 and 10. For large n these are

inside any open neighborhood of the original triangle.

isometry of L2 to itself. The inverse is given by

f (x) = F−1 f̂ (x) =
∫

Rd
f̂ (y)e2πix·y dy,

(see Theorem 8.26 of Folland (1999b)). Among the basic properties we will

need are

F ( fx)(y) = e2πix·yF f (y) (9.3.1)

F ( f )u(y) = F (e−2πix·u f (x))(y) (9.3.2)

where fu(x) = f (u+x) denotes the translation of a function. If T is a linear, in-

vertible map and S = (T ∗)−1 (so Sy ·x= y ·T−1x) is the inverse of its transpose,

then we have

F ( f ◦T )(y) = |det(T )|−1F f (S(y)).

When T is a rotation (T T ∗ = I) this gives

F ( f ◦T )(y) = F f (T (y)), (9.3.3)
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and when T (x) = λx is a dilation we have

F ( f ◦T )(y) = λ−dF f (y/λ ). (9.3.4)

Each of these follows from a simple manipulation of the definitions. See The-

orem 8.22 of Folland (1999b).

An important class of bounded, linear operators on L2 are the multiplier

operators (in this section Lp always refers to Lp(Rd ,dx)). These are defined

as the composition of the Fourier transform, followed by multiplication by a

bounded function m, followed by the inverse Fourier transform, i.e., M f =

F−1(mF ( f )). Because the Fourier transform is an isometry on L2, such a

multiplication operator is L2 bounded with norm ‖m‖∞. One of the most basic

examples is to take m = 1E to be the indicator function of a set. The disk

multiplier, MD, corresponds to multiplying f̂ by 1D (D= {x ∈ R2 : |x|< 1} is

the open unit disk). Although MD is clearly bounded on L2, boundedness on

Lp was famous open problem until it was settled by Fefferman (1971):

Theorem 9.3.1 The disk multiplier is not a bounded operator from Lp(Rd)

to itself if d ≥ 2 and p 6= 2.

For d = 1, the disk multiplier corresponds to multiplying by the indicator

of an interval. This operator is well known to be bounded from Lp to itself for

1 < p < ∞ (it follows from the Lp boundedness of the Hilbert transform, e.g.,

Chapter XVI, Volume II of Zygmund (1959)). We shall describe Fefferman’s

proof in the case d = 2 and p > 2; all the other cases can be deduced from this

one (See Exercises 9.46–9.50). The argument breaks in four steps:

1. A geometric lemma related to Besicovitch sets.

2. A vector valued estimate derived from randomization.

3. An application of Fatou’s Lemma.

4. An explicit computation of the Hilbert transform of 1[−1,1].

We start with the geometric lemma.

Lemma 9.3.2 For any positive integer k there are 2k disjoint, congruent rect-

angles {R j}, each of area 2−k, so that translating each by less than twice its

diameter, parallel to its long side, gives a collection {R̃ j} of overlapping rect-

angles whose union has area O(1/k).

Proof As in the last section, we iteratively define collections {Tk} of stan-

dard triangles, but using a slightly different rule this time. As before, T1 con-

sists of a single standard isosceles triangle with base [0,1] on the real line. At

the kth stage, Tk is a collection of 2k triangles of height k whose bases have
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disjoint interiors and whose closures cover [0,1]. For each triangle in the col-

lection, lengthen the two non-base edges by a factor of k+1
k

and connect the

new endpoints to the midpoint of the base. This gives 2k+1 triangles of height

(k+1) and base length 2−k−1. The two new triangles defined here are subsets

of the two triangles defined by the splitting rule in the previous section so the

new area formed is less than it was before, i.e., is ≤ 1. Thus the area of the new

Xk, the union of the kth generation triangles, is ≤ k. See Figure 9.3.1.

Figure 9.3.1 Define triangles by growing/splitting.

Figure 9.3.2 Extending the triangles below the real line gives disjoint quadrilater-

als. For each extended triangle we can find sub-rectangles R j , R̃ j in the lower and

upper parts of the triangle that are translates of each other by a vector parallel to,

and less than twice the length of their long sides.

Rescale the triangles to the each has height 1 above the real axis. Extend

each triangle in Tk to an infinite sector by extending the sides meeting at the top

vertex and consider the part of the sector below the real line. See Figure 9.3.2.

The regions corresponding to the two triangles in Tk obtained by splitting a
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triangle T ∈ Tk are disjoint subsets of the region corresponding to T . This

means all the 2k regions corresponding to triangles in Tk are pairwise disjoint.

It is then a simple matter to choose a rectangle R j in each such region below

the real line, and a translate R̃ j of R j in the corresponding triangle above the

real line that satisfy the lemma. Rescaling so each R j has area 2−k finishes the

proof. Figure 9.3.3 shows six generations of the construction.

Figure 9.3.3 Six iterations of Fefferman’s triangle iteration. The top half is a

union overlapping triangles with area tending to zero; the bottom half is a union

of disjoint quadrilaterals with area bounded away from zero.

Rather than construct a counterexample to Lp boundedness of the disk mul-

tiplier directly, it is more convenient to deduce a consequence of Lp bound-

edness and contradict this. Recall that the Lp norm of a function is given by

‖ f‖p = (
∫ | f |p)1/p) and an operator T is Lp bounded if there is a C < ∞ so that

‖T f‖p ≤C‖ f‖p.

The first step is to deduce a vector valued version of Lp boundedness. This

is a general result, not specific to multiplier operators:

Lemma 9.3.3 If MD is Lp bounded, then there is constant C < ∞ so that for
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any finite collection of real valued functions { f1, . . . fn},

∥∥∥
(
∑ |MD f j|2

)1/2
∥∥∥

p
≤C

∥∥∥
(
∑ | f j|2

)1/2
∥∥∥

p
.

Proof We follow the proof of Theorem XV.2.9 in Volume 2 of Zygmund

(1959). Let f = ( f1, . . . fn) take values in Rn and let a be a unit vector in Rn.

Then f ·a is real valued, and by linearity

MD( f ·a) = (MD f ) ·a ≡ (MD f1, . . . ,MD fn) ·a,

so (since MD is Lp bounded),

‖MD f ·a‖p
p ≤Cp‖ f ·a‖p

p.

Now integrate both sides with respect to a over the unit sphere and interchange

this integral with the integral defining the Lp norm. The inner integral on both

sides is of the form ∫

|a|=1
|v ·a|p da,

for v = MD f and v = f respectively, but this integral depends only on the norm

of v, not its direction, so equals c|v|p for some constant c independent of v.

Thus c cancels from both sides, leaving the desired inequality.

The result and proof hold for any bounded operator on Lp. We refer to this

result as “randomization” since we can interpret this as an expected value of the

Lp norm of a function when dotted with a random unit vector. If we computed

the expectation of the dot product with a random vector of ±1’s instead of unit

vectors, we would obtain Khinchin’s inequality. See Exercise 9.39.

Next we want to observe that the Lp boundedness of one multiplication op-

erator implies the boundedness of a family of similar ones.

Lemma 9.3.4 Suppose 1 < p < ∞, E ⊂Rn is measurable, ME is Lp bounded,

r > 0 and x ∈ Rn. If { f1, . . . , fn} are in L2, then

∥∥∥
(
∑ |MrE+x f j|2

)1/2
∥∥∥

p
≤C

∥∥∥
(
∑ | f j|2

)1/2
∥∥∥

p
,

for some constant C independent of r and x.

Proof MrE+x f can be written as a composition of five maps: Dr correspond-

ing to dilation of f̂ by r, Tx corresponding to translation of f̂ by x, ME , T−x

and D1/r. Tx and T−x act by multiplying f by a function of modulus 1, and

Dr,D1/r act by dilating f by inverse amounts and multiplying by inverse fac-

tors. By multiplying by the appropriate scalar factors we can assume each of
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these maps preserve the Lp norm. Thus

MrE+x f = D1/r ◦T−x ◦ME ◦Tx ◦Dr f ,

and using Lemma 9.3.3,
∥∥∥
(
∑ |MrE+ru f j|2

)1/2
∥∥∥

p
=
∥∥∥
(
∑ |ME ◦Tx ◦Dr f j|2

)1/2
∥∥∥

p

≤C

∥∥∥
(
∑ |Tx ◦Dr f j|2

)1/2
∥∥∥

p

=C

∥∥∥
(
∑ | f j|2

)1/2
∥∥∥

p
.

The next step is to note that for a unit vector u, the disk of radius |r| centered

at ru tends to the half-plane Hu = {y : y ·u > 0}. Thus we might hope that the

corresponding half-plane multiplier operator Mu is a limit of disk multipliers.

We will apply Fatou’s Lemma to show this is indeed the case.

Lemma 9.3.5 Suppose the disk multiplier is Lp bounded for some p ∈ (2,∞),

{u1, . . . ,un} is a collection of unit vectors in R2 and { f1, . . . , fn} are in L2. Let

M j = MH(u j) be the half-plane multiplier operator corresponding to H(u j) =

{y : y ·u j > 0}. Then

∥∥∥
(
∑ |M j f j|2

)1/2
∥∥∥

p
≤C

∥∥∥
(
∑ | f j|2

)1/2
∥∥∥

p
,

Proof We apply the previous lemma when E = D. If we fix a unit vector u

and take r ր ∞ then the disks rD+ru fill up the half-plane Hu = {y : y ·u > 0},

so for a smooth function f of compact support we see that

Mu f (y) = lim
r→∞

MrD+ru f (y).

Thus Fatou’s Lemma implies

∥∥∥
(
∑ |M j f j|2

)1/2
∥∥∥

p
≤ liminf

r→∞

∥∥∥∥
(
∑ |MrD+ru j

f j|2
)1/2

∥∥∥∥
p

and the right hand side is ≤C
∥∥(∑ | f j|2

)1/2∥∥
p

by Lemma 9.3.4 (we replace the

translated disks by the single disk rD to give E and replace the functions f j by

translates; then the lemma can be applied).

We will apply these estimates to the indicator functions for the rectangles

{R j} in Lemma 9.3.2. Let f j = 1R j
and let M j = MH(u j) be the half-plane

multiplier as above, i.e., u j is parallel to the long side of R j.

Lemma 9.3.6 |M j f j|> c > 0 on R̃ j for some absolute c > 0.
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Proof This is a direct calculation. Because of the invariance properties of the

Fourier transform, i.e., (9.3.1)-(9.3.4), it suffices to check this when R j = R =

[−1,1]× [0,ε ] and u = (1,0). In this case

f (x1,x2) = 1R(x1,x2) = 1[−1,1](x1) ·1[0,ε ](x2) = f1(x1) f2(x2),

(recall f j = 1R j
). Hence f̂ (y1,y2) = f̂1(y1) f̂2(y2), so

Mu f (x1,x2) = [Mu f1(x1)] f2(x2).

Thus we just have to compute the Fourier multiplier in one dimension that

corresponds to multiplying f̂ by 1y>0. To evaluate this, we use a standard trick

of approximating exp(2πiyz) by exp(2πi(y(z+ is))) where s > 0; this function

has exponential decay as y → ∞ so the integral
∫ ∞

0 f̂1(y)e
2πiy(z+is) dy is well

defined and converges to Mu f1 in the L2 norm by Plancherel’s Theorem. Thus

for z ∈ R̃ j we get (using Fubini’s theorem),

Mu f1(z) =
∫ ∞

0

[∫ 1

−1
e−2πiyx dx

]
e2πiyzdy

= lim
s→0

∫ ∞

0

[∫ 1

−1
e−2πiyxdx

]
e2πiy(z+is) dy

= lim
s→0

∫ 1

−1

∫ ∞

0
e−2πiyxe2πiy(z+is) dydx

= lim
s→0

∫ 1

−1

∫ ∞

0
e−2πiy(x−z−is) dydx

= lim
s→0

1

2πi

∫ 1

−1

1

x− z− is
dx

=
1

2πi

∫ 1

−1

1

x− z
dx.

(The limit exists since z ∈ R̃ j imples the integrand converge uniformly.) The

lemma follows immediately from this since |x− z| ≃ 1 for all x ∈ [−1,1] and

z ∈ R̃ j.

Corollary 9.3.7 If E =
⋃

j R̃ j then
∫

E(∑ j |M j f j|2)dx is bounded uniformly

away from zero.
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Proof The previous lemma implies

∫

E

(
∑

j

|M j f j|2
)

dx ≥ ∑
j

∫

E

(
∑

j

|M j f j|2
)

dx

≥ c2 ∑
j

area(R̃ j)

= c2 ∑
j

area(R j)

= c2.

We can now prove Fefferman’s Theorem:

Proof of Theorem 9.3.1 If the disk multiplier, MD, were Lp bounded, then

Hölder’s inequality with exponents p/2 and its conjugate q = p/(p− 2) and

Lemma 9.3.5 would imply (recall E = ∪R̃ j))

∫

E

(
∑

j

|M j f j|2
)

dx ≤
(∫

E
1q dx

)1/q



∫

E

(
∑

j

|M j f j|2
)p/2

dx




2/p

≤C area(E)1/q

∥∥∥∥∥∥

(
∑

j

|M j f j|2
)1/2

∥∥∥∥∥∥

2

Lp(E)

≤C area(E)1/q

∥∥∥∥∥∥

(
∑

j

| f j|2
)1/2

∥∥∥∥∥∥

2

Lp(E)

≤C area(E)1/q area(∪ jR j)
2/p → 0.

Here we have used that the union of R js has area tending to zero by construc-

tion. This contradicts the previous estimate and proves that the disk multiplier

must be unbounded.

9.4 Random Besicovitch sets

We started the chapter by constructing a Besicovitch set of the form

K = {(a, f (t)+at) : a, t ∈ [0,1]},

where f was chosen so that t → f (t)+at maps [0,1] to zero Lebesgue measure

for every a∈ [0,1]. In this section we define a random family of functions f that

have this property, thus giving a random family of Besicovitch sets. We will
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take f (t) = Xt to be the Cauchy process [0,∞) → R. Essentially, Xt is the y-

coordinate of a 2-dimensional Brownian motion the first time the x-coordinate

equals t.

More precisely, suppose B1,B2 are two independent standard Brownian mo-

tions, and let τt := inf{s ≥ 0 : B1(s) > t}. Then Xt = B2(τt) is the Cauchy

process. An example of this discontinuous process is shown in Figure 9.4.1.

The Cauchy process is a Lévy process where the increments Xs+t −Xs have the

same law as tX1, and X1 has the Cauchy density (π(1+ x2))
−1

. See, e.g., Bertoin

(1996) or (Mörters and Peres, 2010a, Theorem 2.37). Note that the Cauchy

process is not continuous, but it is a.s. continuous from the right. To prove

this, it suffices to verify a.s. right-continuity of τ , since X = B2 ◦ τ . By con-

tinuity of B1, the set {t : B1 > t} is open and equals the union of open sets

∪∞
n=1{B1 > t + 1

n
}, so τ(t) = limn τ(t + 1

n
). Because τ is increasing with t this

means τ(t) = limεց0 τ(t + ε), which is right continuity. However, τ need not

be left continuous, e.g., τ has a jump at t if B1 has a local maximum at time

min{s : B1(s) = t}. At such t, almost surely X will also fail to be left continu-

ous.

Figure 9.4.1 A Cauchy sample path. The left shows a Brownian motion in light

gray and the black shows the graph of corresponding Cauchy process (the picture

is drawn by changing the color from gray to black each time the x-coordinate of

the Brownian path reaches a new maximum). For clarity, the graph of the Cauchy

sample is redrawn on the right with the gray points removed.

Next we show that t → Xt +at maps [0,1] to zero length for a.e. choice of a.

Lemma 9.4.1 There exists a constant c so that for all a ∈ [0,1] the r-neigh-

borhood of {Xs +as : s ∈ [0, t]} has expected total length at most

ct

log(t/r)
+2r.

Consequently, {Xs +as : s ∈ [0, t]} has zero length a.s.
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Figure 9.4.2 A Besicovitch set K formed from a Cauchy process.

Proof Let

τ(x,r) = inf{s ≥ 0 : Xs +as ∈ (x− r,x+ r)},

be the first time that Xs +as takes a value in (x− r,x+ r). Let

Y (t,r) =
⋃

0≤s≤t

(Xs +as− r,Xs +as+ r),

be the r-neighborhood of the range up to time t. Using Fubini’s theorem, the

expected length of this neighborhood is

E[L1(Y (t,r))] =

∫

R
P(τ(x,r)≤ t)dx

= 2r+
∫

R\(−r,r)
P(τ(x,r)≤ t)dx.

For |x| ≥ r we define

Zx =
∫ t

0
1|Xs+as−x|<r ds and Z̃x =

∫ 2t

0
1|Xs+as−x|<r ds.

By the right continuity of the Cauchy process we deduce that up to zero prob-

ability events, we have {τ(x,r)≤ t}= {Zx > 0}. So it follows that

P(τ(x,r)≤ t) = P(Zx > 0)≤ E Z̃x

E
[
Z̃x

∣∣ Zx > 0
] .

For the numerator we have

E Z̃x =
∫ 2t

0

∫ x+r

x−r
ps(0,y)dyds =

∫ 2t

0

∫ r

−r
ps(0,x+ y)dyds,
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where ps(0,y) stands for the transition density in time s of the process (Xu +

au). To simplify notation let τ = τ(x,r) (drop the x and r). For the conditional

expectation appearing in the denominator in (9.4.1) we have

E
[
Z̃x

∣∣ Zx > 0
]
= E

[∫ 2t

τ
1|Xs+as−x|<r ds

∣∣∣∣ τ ≤ t

]

≥ min
y:|y−x|<r

E

∫ t

0
1|Xs+as+y−x|<r ds,

where in the last step we used the strong Markov property of X and the fact

that Xτ + aτ = y ∈ [x− r,x+ r]. We now bound from below the expectation

appearing in the minimum above. If r < t,

E

∫ t

0
1|Xs+as+y−x|<r ds =

∫ t

0

∫ x
s −

y
s −a+ r

s

x
s −

y
s −a− r

s

1

π(1+ z2)
dzds

≥
∫ t

r

2r

(1+16)πs
ds

= c1r log
t

r
.

The inequality follows from the observation that when s ≥ r and z is in the

interval of integration, then |z| ≤ 1+3 = 4, since a ∈ [0,1]. Hence

E
[
Z̃x

∣∣ Zx > 0
]
≥ c1r log(t/r)

for all x. Thus, using Fubini’s theorem and the fact ps is a probability density,

∫

R\(−r,r)
P(Zx > 0)dx ≤

∫
R\(−r,r)

∫ 2t
0

∫ r
−r ps(0,x+ y)dydsdx

c1r log(t/r)

≤
∫ 2t

0

∫ r
−r

∫
R\(−r,r) ps(0,x+ y)dxdyds

c1r log(t/r)

≤ 4rt

c1r log(t/r)
=

c2t

log(t/r)

and this completes the proof of the lemma.

Lemma 9.4.1 proves that almost every Cauchy sample path gives a Besicov-

itch set, i.e.,

K = {(a,Xt +at) : a, t ∈ [0,1]},

has zero area. Since Xs is not continuous, the set K need not be compact, but

the calculation implies that the expected area of a δ -neighborhood K(δ ) of the

set is O(1/ log(1/δ )) and since the neighborhoods are nested, we can deduce

that for almost every set area(K(δ ))→ 0, which implies the closure of K also

has zero area a.s.
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The expected area of K(δ ) is optimal in these examples, but the proof above

does not show that any of the sets K is an optimal Besicovitch set; it is possible

each example is non-optimal for some sequence of δ s tending to zero. How-

ever, this is not really the case as shown by Babichenko, Peres, Peretz, Sousi

and Winkler:

Theorem 9.4.2 (Babichenko et al., 2014) The set K is almost surely an opti-

mal Besicovitch set, i.e. there exist positive constants c1,c2 such that as δ → 0

we have

c1

| logδ | ≤ area(K(δ ))≤ c2

| logδ | a.s.

This requires some estimates of higher moments. Since we have already

given a (deterministic) example of an optimal Besicovitch set, we will not give

the proof of this result here. See Babichenko et al. (2014).

9.5 Projections of self-similar Cantor sets

Let K ⊂ [0,1] denote the middle 1
4
-Cantor set formed by removing the center

half at each stage of the construction. Let K2 = K×K ⊂R2. Then K2 is a self-

similar Cantor set of dimension 1 and is referred to as the “four corner Cantor

set”. See Figure 9.5.1.

Figure 9.5.1 First three generations of the four corner Cantor set.

The vertical and horizontal projections of the four corner Cantor set obvi-

ously have zero length, so the following result of Besicovitch (1938b) implies

its projection in almost every direction has zero length. See Figures 9.5.2 and

9.7.1.

Proposition 9.5.1 Let F be a compact subset of R2 such that 0 < H 1(F)<

∞. If two distinct projections of F have zero length, then almost every projec-

tion of F has zero length.
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Figure 9.5.2 Induction proves that the nth generation squares project onto an in-

terval along lines of slope 2, hence so does Cantor set itself (generations 1, 2 and

4 are shown). The bottom right shows the projection along an irrational slope.

The proof of Proposition 9.5.1 is quite complicated, but we will give a sim-

pler proof below that applies to a class of self-similar sets F that includes the

set K2 described above. First, we build a Besicovitch set using the result about

a.e. projection of the 1
4
-Cantor set. This construction is due to Kahane (1969).

Consider the unit square Q = [0,1]2 and place a copy K1 of K on the bottom

edge of the square and a copy K2 of 1
2
K along the top edge. Let E be the union

of all line segments with one endpoint in K1 and one endpoint in K2. See Figure

9.5.3. We claim that

Theorem 9.5.2 E has zero area and contains unit segments along an interval

of angles.

Proof The horizontal slice of E at height t is simply the convex combination

Et = (1− t)K + t
2
K. This is the projection onto R of K2 along the lines (1−

t)x+ t
2
y = c whose slopes vary from ∞ to 0 as t goes from 0 to 1. Almost all

of these projections have zero length, so almost every horizontal slice of E has

zero length, proving E has zero area.

For each x ∈ K and y ∈ 1
2
K, the set E contains the segment connecting (x,0)

to (y,1), and this segment has slope 1/(y− x). This will cover an interval of

slopes if K − 1
2
K = {x− y : x ∈ K,y ∈ 1

2
K} covers an interval. But this set is

the projection of K2 onto R along lines of slope 2 and it is clear from a pic-
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ture (Figure 9.5.2) that this particular projection covers an interval. See Figure

9.5.3.

Figure 9.5.3 Kahane’s Besicovitch set (see Theorem 9.5.2).

Now we get to the special case of Besicovitch’s Projection Theorem men-

tioned earlier:

Theorem 9.5.3 Suppose that m ≥ 3 and that

Λ =

{
∞

∑
n=0

anm−n : an ∈ {b1,b2, . . . ,bm}
}

, (9.5.1)

where b1,b2, . . . ,bm are distinct vectors in R2 such that the “pieces” Λi =

bi +m−1Λ are pairwise disjoint. Then H 1(Πθ (Λ)) = 0 for almost every θ in

[0,π).

We will closely follow the proof of Theorem 9.5.3 given by Peres, Simon

and Solomyak in Peres et al. (2003). We start with

Lemma 9.5.4 Let F ⊂ R be compact with positive Lebesgue measure. For

any δ > 0 there is an interval J such that L1(F ∩ J)≥ (1−δ )|J|.

Proof This follows immediately from Lebesgue’s Theorem on points of den-

sity. For a more elementary proof, see Exercise 9.5.

In the next three lemmas we consider the set

K = K({d1, . . . ,dm}) =
{

∞

∑
n=0

anm−n : an ∈ {d1, . . .,dm}
}
, (9.5.2)
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where d1,d2, . . . ,dm are real numbers (not necessarily distinct). Thus, K is a

self-similar subset of R, but of the special form in which the contraction ra-

tio r is equal to m−1, the reciprocal of the number of digits. In the proof of

Theorem 9.5.3 we will have K = Πθ (Λ) for a fixed θ ; then di = Πθ (bi).

Lemma 9.5.5 For K as in (9.5.2), let Ki = di +m−1K. Then K =
⋃m

i=1 Ki and

H 1(Ki ∩K j) = 0 for i 6= j.

Proof The first statement follows immediately from the definition of K. The

second statement is an easy consequence of self-similarity. The set K is a

union of m pieces, each of which is a translate of m−1K. Since H 1(K) =

m ·H 1(m−1K), the pieces have to be pairwise disjoint in measure.

Thus the pairwise intersections Ki ∩K j cannot be “large.” However, at least

one of them must be nonempty.

Lemma 9.5.6 Let K and Ki be as in Lemma 9.5.5. There exist indices i 6= j

such that Ki ∩K j 6= /0.

Proof Let F(ε) = {x : dist(x,F) < ε} denote the neighborhood of radius ε

of a set F . We will assume that the sets Kk are pairwise disjoint and derive a

contradiction. Since they are compact, the distance between any two of them

is positive. Thus we can find ε > 0 so that Ki(ε)∩K j(ε) = /0 whenever i 6= j.

Then we have

K(ε) =
m⋃

k=1

Kk(ε).

In particular, K(ε) has m times the measure of each Kk(ε) (since all m such

sets have equal measure). However, Kk(ε) = dk +m−1K(mε), so K(mε) has m

times the measure of each Kk(ε). Hence K(ε) and K(mε) have equal measure.

But both sets are open and the former is a strict subset of the latter, giving the

desired contradiction.

Before stating the next lemma we need to introduce some notation. Recall

that the self-similar set K has a representation

K =
m⋃

i=1

Ki =
m⋃

i=1

(di +m−1K).

Substituting this formula into each term in its right-hand side, we get

K =
m⋃

i, j=1

Ki j, Ki j = di +m−1d j +m−2K.
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The sets Ki and Ki j are called the cylinder sets of K of orders 1 and 2, respec-

tively. This operation can be iterated. For each positive integer ℓ the set K is

the union of mℓ pieces, called cylinders of order ℓ, each of which is a translate

of m−ℓK. Let A = {1,2, . . .,m} and A ℓ = {u = u1 . . .uℓ : ui ∈ A }. Then

K =
⋃

u∈A ℓ

Ku, Ku = Ku1...ul
=

ℓ

∑
n=1

dun m−n+1 +m−ℓK.

Repeating the proof of Lemma 9.5.5 for this decomposition shows that

H 1(Ku ∩Kv) = 0 (9.5.3)

for different u and v in A ℓ.

We want to understand when K has zero length. There is an easy sufficient

condition: H 1(K) = 0 if two cylinders of K coincide; i.e., if Ku = Kv for

some distinct u and v in A ℓ. This can be seen in many ways; for instance,

H 1(K) = mℓH 1(Ku) = mℓH 1(Ku ∩Kv) = 0 by (9.5.3). This condition is too

strong to be necessary, however: for the planar self-similar set Λ in (9.5.1),

there are just countably many θ in [0,π) for which Λθ = Πθ (Λ) has two coin-

ciding cylinders. Thus we would like to know what happens if some cylinders

“almost” coincide.

Definition 9.5.7 Two cylinders Ku and Kv are ε-relatively close if u and v

belong to A ℓ for some ℓ and Ku = Kv + x for some x with |x| ≤ ε · |Ku|.

Note that |Ku|= |Kv|= m−ℓ|K| for all u and v in A ℓ. Let

du =
ℓ

∑
n=1

dun m−n+1,

so that Ku = du +m−ℓK. Then Ku and Kv are ε-relatively close whenever

|du −dv| ≤ εm−ℓ|K|. (9.5.4)

Lemma 9.5.8 If for every ε > 0 there exist an index ℓ and distinct u and v in

A ℓ such that Ku and Kv are ε-relatively close, then H 1(K) = 0.

This lemma (and its converse, which holds as well) is a very special case of

a theorem by Bandt and Graf (1992) that we will give in Section 9.6.

Proof Suppose, to the contrary, that H 1(K) > 0. Then by Lemma 9.5.4 we

can find an interval J such that H 1(J ∩K) ≥ 0.9|J|. Let ε = |J|/(2|K|). By

assumption, there exist an index ℓ in N and distinct u and v in A ℓ such that

the cylinders Ku and Kv are ε-relatively close. If Ju = du + m−ℓJ and Jv =

dv +m−ℓJ, then

Ju = Jv +(du −dv)
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and

|du −dv| ≤ εm−ℓ|K|= 0.5|Ju|.

This means that Ju and Jv have a large overlap—at least half of Ju lies in Jv.

Since J was chosen to ensure that at least 90 percent of its length belongs to

the set K, this property carries over to Ju and Ku. To be more precise,

H 1(Ju ∩Ku) = H 1((du +m−ℓJ)∩ (du +m−ℓK))

= m−ℓH 1(J∩K)

≥ 0.9m−ℓH 1(J)

= 0.9|Ju|.

Similarly,

H 1(Jv ∩Kv)≥ 0.9|Jv|.

Since at least 90 percent of Jv is in Kv and at least 50 percent of Ju is in Jv, we

find that at least 40 percent of Ju is in Kv. But at least 90 percent of Ju is in Ku,

so at least 30 percent of Ju is in Ku ∩Kv. This is in contradiction with (9.5.3),

and the lemma is proved.

Proof of Theorem 9.5.3 Recall that Λ is a planar Cantor set given by (9.5.1).

If we write Λθ = Πθ (Λ), then

Λθ =
m⋃

i=1

(Πθ (bi)+m−1Λθ ),

so all the foregoing discussion (in particular, Lemma 9.5.8) applies to Λθ . Let

V ℓ
ε be the set of θ ∈ [0,π) such that there exist u and v in A ℓ with Λθ

u and

Λθ
v that are ε-relatively close. Then let Vε =

⋃
ℓV

ℓ
ε . Note that if θ lies in⋂

ε>0 Vε , then Λθ has zero length by Lemma 9.5.8. The proposition will be

proved if we are able to show that
⋂

ε>0 Vε has full measure in [0,π). But⋂
ε>0 Vε =

⋂∞
n=1 V1/n, and by DeMorgan’s law,

[0,π)\
∞⋂

n=1

V1/n =
∞⋃

n=1

([0,π)\V1/n).

Thus it is enough to prove that Vε has full measure for each fixed ε .

We will do this by proving the complement of Vε is porous, that is, every

subinterval of [0,π) has at least a fixed percentage of its length (depending on

ε but not on the subinterval’s size) lying in Vε . This follows if we can find

positive constants C1 and C2 such that for any θ in (0,π) and any ℓ in N there

is θ0 satisfying

|θ −θ0| ≤C1m−ℓ, (θ0 −C2εm−ℓ,θ0 +C2εm−ℓ)⊂ Vε . (9.5.5)
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(There is a minor technical issue when the interval in (9.5.5) is not contained

in [0,π), but it is easy to handle since either the left or right half of the interval

will be in (0,π).)

We fix θ in (0,π) and ℓ in N. Appealing to Lemma 9.5.6, we choose i and j

with i 6= j for which Λθ
i ∩Λθ

j 6= /0. Since

Λθ
i =

⋃

u∈A ℓ, u1=i

Λθ
u , Λθ

j =
⋃

v∈A ℓ, v1= j

Λθ
v ,

there exist u and v in A ℓ, with u1 = i and v1 = j, such that Λθ
u ∩Λθ

v 6= /0. This

means that there are points yu ∈ Λu and zv ∈ Λv such that Πθ (yu) = Πθ (zv).

Denote by zu the point in Λu corresponding to zv, i.e. Λv− zv = Λu− zu, and let

θ0 be the angle such that Πθ0
(zu) = Πθ0

(zv), whence Λ
θ0
u = Λ

θ0
v . Then |θ −θ0|

is the angle at zv for the triangle with vertices zu,zv,yu (see Figure 9.5.4), and

therefore |zu − yu| ≥ |yu − zv|sin |θ −θ0|. This implies

sin |θ −θ0| ≤
|Λu|

dist(Λu,Λv)
.

Note that |Λu| = m−ℓ|Λ| and dist(Λu,Λv) ≥ dist(Λi,Λ j) ≥ δ > 0 for some

zu

y
u

Pθ0

PθΛ u

Λ v
vz

Figure 9.5.4 Finding θ0.

δ = δ (Λ) > 0 by the hypothesis of pairwise disjointness in Proposition 9.5.3.

Thus the first condition in (9.5.5) holds with the constant C1 = π|Λ|/(2δ ) (here

we are using the fact that x ≤ (π/2)sinx on [0,π/2]). By the choice of θ0, we

have θ0 in V0, which is a subset of Vε . By the Cauchy-Schwarz inequality we

have that

|(Πα −Πθ0
)(z−w)| ≤ |α −θ0| · |z−w|
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for any two vectors z and w and any α ∈ [0,π). Consequently, the projected

set Λα
u can be obtained from Λα

v by the translation Πα zu −Πα zv and this has

length (since Πθ0
(zu − zv) = 0)

|Πα zu −Πα zv|= |(Πα −Πθ0
)(z−w)| ≤ |α −θ0| · |Λ|

. On the other hand, the diameter of Λα
u is at least m−ℓ · width(Λ), where

width(Λ) signifies the minimal width of a strip that contains Λ; it is nonzero

because the assumption that the sets Λi are disjoint prevents Λ from being con-

tained in a straight line (recall Lemma 9.5.6). Set C2 = width(Λ)/|Λ|. Then by

Definition 9.5.7 the cylinders Λα
u and Λα

v are ε-relatively close for all α in the

C2εm−ℓ-neighborhood of θ0. It follows that this neighborhood lies in Vε , so

the second condition in (9.5.5) is verified. This completes the proof.

9.6 The open set condition is necessary

Recall from Chapter 2 that a family of maps { f1, f2, . . . , fℓ} of the metric space

X satisfies the open set condition (OSC) if there is a bounded, nonempty open

set V ⊂ X such that

f j(V )⊂V for 1 ≤ j ≤ ℓ,

and

fi(V )∩ f j(V ) = /0 for i 6= j.

We proved in Section 2.2 that if f1, . . . , fℓ are contracting similitudes of Eu-

clidean space Rd that satisfy the open set condition, then 0 < H α(K) < ∞

where K is the corresponding self-similar attractor and α is the similarity di-

mension.

In the previous section of this chapter, we took a self-similar set in R2 and

projected it in various directions, obtaining self-similar sets in R with simi-

larity dimension 1, but with zero length. Thus these projected sets, although

self-similar, cannot satisfy the open set condition. Schief (1994), building on

work of Bandt and Graf (1992), proved that OSC is actually equivalent to hav-

ing positive measure in the self-similarity dimension.

Theorem 9.6.1 Let f1, . . . , fℓ be contracting similitudes of Rd and let K be

the corresponding attractor. Let α be the similarity dimension determined by

f1, . . . , fℓ. If H α(K)> 0, then { f1, f2, . . . , fℓ} satisfy the open set condition.

Proof The proof will be broken into five claims, each with its own proof. We

start by recalling some notation from Chapter 2. Let f1, . . . , fℓ be contracting



9.6 The open set condition is necessary 291

similitudes, i.e., d( f j(x), f j(y)) = r jd(x,y), with r j < 1. For σ = (i1, . . . , in),

write fσ for the composition

fi1 ◦ fi2 ◦ . . .◦ fin

and denote

Kσ = fσ (K).

Also, write rσ = ri1 · ri2 · · · · · rin . Set r /0 = 1. Write rmax for max1≤ j≤ℓ r j, and

similarly for rmin.The length n of σ is denoted by |σ |. If (p1, . . . , pℓ) is a vector

of probabilities, write pσ = pi1 · pi2 · · · · · pin . Strings σ ,τ are incomparable

if each is not a prefix of the other.

Let θ > 0. There exist open sets U1, . . . ,Un such that

U =
n⋃

i=1

Ui ⊃ K and
n

∑
i=1

|Ui|α ≤ (1+θ α)H α(K).

Let δ = dist(K,Uc).

Step 1: For incomparable strings σ ,τ with rτ > θrσ , we have

dH(Kσ ,Kτ)≥ δ rσ .

Proof Otherwise, since dist(Kσ ,( fσ (U))c)= δ rσ , we get Kτ ⊂ (Kσ )(δ rσ − ε)⊂
fσ (U), for some ε > 0. Recall that for any two incomparable finite strings

H α(Kσ ∩Kτ) = 0 (part (iii) of Proposition 2.1.3). We get that

H α(K)rα
σ (1+θ α)< H α(K)(rα

σ + rτ
α) = H α(Kσ )+H α(Kτ) (9.6.1)

and the latter is bounded above by

n

∑
i=1

| fσ (Ui)|α =
n

∑
i=1

rα
σ |Ui|α ≤ H α(K)rα

σ (1+θ α).

This contradicts H α(K)< ∞ (Proposition 2.1.3(i)).

Step 2: For any 0 < b < 1 define the minimal cut-set (as in Definition 2.2.3)

πb = {σ : rσ ≤ b < rσ ′},

where σ ′ is obtained from σ by erasing the last coordinate. Take

θ = rmin,

and let δ = dist(K,Uc) as above. Note that any distinct σ ,τ ∈ πb are incompa-

rable and rσ > rminb ≥ rminrτ ; hence by Step 1, dH(Kσ ,Kτ)≥ δ rσ .
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Fix 0 < ε < 1 such that (1+2ε)rmax < 1, and denote

G = {y : dist(y,K)< ε}.

Write Gσ for fσ (G). To simplify notation, assume |K| = 1. (We leave the re-

duction to this case as an exercise for the reader.)

Next, for every string v define

Γ(v) = {σ ∈ π|Gv| : Kσ ∩Gv 6= /0},

and denote γ = supv #Γ(v). We claim

γ < ∞. (9.6.2)

This is due to Bandt and Graf (1992), but their argument may be simplified as

follows.

Proof of (9.6.2) Let B be a closed ball of radius 4, centered in K. Observe

that for a string v,

f−1
v (Kσ )⊂ B for all σ ∈ Γ(v). (9.6.3)

Indeed Kσ ∩ Gv 6= /0 implies that dist(y,Kv) ≤ rσ + εrv for all y ∈ Kσ . The

definition of Γ(v) guarantees that |Kσ | ≤ |Gν |, and this implies | f−1
ν (Kσ )| ≤

|Gν | ≤ 1 + 2ε . Thus dist( f−1
v (y),K) < 1 + 3ε , and hence |y| < 4, which is

(9.6.3).

Now, distinct σ , τ ∈ Γ(v) satisfy

dH(Kτ ,Kσ )≥ δ rσ > δ rminrv.

Hence, dH( f−1
v (Kτ), f−1

v (Kσ ))> δ rmin for all v.

By the Blaschke Selection Theorem, the closed bounded subsets of a totally

bounded metric space form a totally bounded space in the Hausdorff metric

(see Lemma A.2.4 in Appendix A). Thus, #Γ(v) is bounded by the maximal

number of closed subsets of B that are δ rmin-separated in the Hausdorff metric.

This proves (9.6.2).

For the remainder of the proof, we fix v that maximizes #Γ(v).

Step 3: We claim that

Γ(σv) = {στ : τ ∈ Γ(v)} (9.6.4)

for all strings σ , where στ denotes the concatenation of σ and τ .



9.6 The open set condition is necessary 293

Proof Let τ ∈ Γ(v), i.e.,

rτ ≤ |Gv|< rτ ′ and Kτ ∩Gv 6= /0.

Applying fσ , it follows that

rστ ≤ |Gσv|< rστ ′ and Kστ ∩Gσv 6= /0,

i.e., στ ∈ Γ(σv). Thus, τ → στ is a one-to-one mapping from Γ(v) to Γ(σv);

by maximality of #Γ(v) it must be onto. This proves (9.6.4).

Step 4: dist(K j,Kiσv)≥ εriσv for all j 6= i in {1,2, . . . , ℓ} and any string σ .

Proof For any string jτ , Step 3 implies jτ 6∈ Γ(iσv). Hence, by the definition

of Γ(iσv), for jτ ∈ π|Gv|, the sets K jτ and Giσv must be disjoint, so

dist(K jτ ,Kiσv)≥ εriσv.

Since π|Giσv| is a cut-set, K j is the union of such K jτ .

Step 5: Denote G∗ = {y : dist(y,K)< ε/2}. Then, V =
⋃

σ G∗
σv gives the OSC.

Proof Clearly V is open and fi(V ) =
⋃

σ G∗
iσv ⊂ V . Assume that i 6= j but

∃y ∈ fi(V )∩ f j(V ). Then, ∃σ ,τ such that y ∈ G∗
iσv ∩G∗

jτv. There are points

y1 ∈ Kiσv and y2 ∈ K jτv satisfying d(y1,y) <
ε
2
riσv and d(y2,y) <

ε
2
r jτv. This

implies (without loss of generality) that d(y1,y2) < εriσv which contradicts

Step 4.

This completes the proof of Theorem 9.6.1.

The following corollary is useful when studying self-similar tilings (see

Kenyon, 1997).

Corollary 9.6.2 Let K ⊂Rd be a self-similar set of similarity dimension d. If

K has positive d-dimensional Lebesgue measure, then K has nonempty interior.

Proof Since H d(K)> 0, Theorem 9.6.1 implies that there is a bounded open

set V 6= /0, with the sets f j(V )⊂V pairwise disjoint for 1 ≤ j ≤ ℓ. The identity

ℓ

∑
j=1

H d( f j(V )) =
ℓ

∑
j=1

rd
j H

d(V ) = H d(V )

implies that the open set V\⋃ℓ
j=1 f j(V̄ ) has zero H d-measure, and is there-

fore empty. It follows that V̄ ⊂ ⋃ℓ
j=1 f j(V̄ ) and since the opposite inclusion is

obvious,

V̄ =
ℓ⋃

j=1

f j(V̄ ).
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By uniqueness of the attractor, K = V̄ .

This corollary can be applied to the projections of a self-similar set K con-

tained in a triangle with vertices {P1,P2,P3} defined using the similitudes

f j(x) =
1

3
x+

2

3
Pj,

for 1 ≤ j ≤ 3. This is a variation of the Sierpiński gasket, and has dimension 1

(see Figure 9.6.1).

Figure 9.6.1 A 1-dimensional gasket.

Let Πθ denote orthogonal projection to the line in direction θ . Then

Πθ ◦ f j = f̃ j ◦Πθ ,

where

f̃ j(t) =
1

3
t +

2

3
Πθ (Pj).

Therefore, the projection Πθ (K) is self-similar:

Πθ (K) =
3⋃

j=1

f̃ j(Πθ (K)).

Since Πθ (K) has similarity dimension 1 and is contained in a line, Corol-

lary 9.6.2 implies that Πθ (K) contains intervals if H 1(Πθ (K)) > 0. Kenyon

(1997) proved this implication before Schief’s Theorem was available, and

used it to show there are only countably many such θ . We note that a theorem

of Besicovitch (1938a) implies that H 1(Πθ (K)) = 0 for (Lebesgue) almost

every θ .

9.7 Notes

In 1919 Besicovitch was motivated by a problem involving Riemann integra-

bility (see Exercise 9.18) to construct a set of zero area in the plane that con-

tained a line segment in every direction. Because of World War I and the Rus-

sian revolution, his original paper (Besicovitch, 1919) was not widely known
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and the result was republished as Besicovitch (1928). Around the same time

Kakeya (1917) and Fujiwara and Kakeya (1917) were considering the problem

of the smallest area plane region in which a unit length segment can be con-

tinuously turned around. This was solved by Besicovitch using a slight mod-

ification of his original construction (see Exercise 9.9). Perron (1929) gave a

simpler version of Besicovitch’s construction, and this was further simplified

in Schoenberg (1962). Pál (1921) proved Kakeya and Fujiwara’s conjecture

that the equilateral triangle is the convex body with smallest area in which a

needle can be continuously turned around. Besicovitch’s proof that it can be

done in arbitrarily small area uses a multiply connected region, but Cunning-

ham (1971) showed that it can also be done in a simply connected region of

arbitrarily small area. The same paper also considers star-shaped regions and

gives upper and lower bounds for the area of the optimal region.

Tom Körner proved that “most” Besicovitch sets have measure zero in a

topological sense, i.e., he shows in Körner (2003) that measure zero sets form a

residual set in a certain compact collection of Besicovitch sets in the Hausdorff

metric. See Exercise 9.19.

The short construction of a Besicovitch set in Theorem 9.1.1, due to the first

author, is new. It is motivated by the random construction in Section 9.4 due to

Babichenko et al. (2014). In that paper, a stronger version of Lemma 9.4.1 was

established, which implies that this random construction also yields an optimal

Besicovitch set.

Kahane’s construction of a Besicovitch set discussed in Section 9.5 is ac-

tually a special case of a construction due to Besicovitch himself using du-

ality (Besicovitch, 1964). Duality in this case refers to associating a line L in

R2 \{0} with the point on L that is closest to 0, inverted through the unit circle.

Statements about sets of lines are then translated into statements about point

sets (and conversely), which are sometimes easier to deal with. See Section

7.3 in Falconer (1990). See Exercises 9.22–9.27 where this idea is used. One

such application is the construction of a set of open rays in the plane whose

union has zero area, but whose endpoints have positive area (Exercise 9.24).

Surprisingly, similar examples occur naturally in dynamics. Schleicher (2007)

used the dynamics of cosine maps to decompose the plane C = R∪L where

each point in L is the endpoint of a curve connecting it to ∞, the curves are

disjoint and dim(R) = 1. See also Karpińska (1999).

What happens to the definition of Besicovitch sets if we replace line seg-

ments by pieces of k-planes? Is there a set K of zero n-measure in Rn so

that every k-plane in Rn contains a ball with a translate inside K? At present

no examples are known with k > 1. Marstrand (1979) showed this was im-

possible for k = 2, n = 3 and Falconer (1980) showed it was impossible for
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k > n/2. Bourgain (1991) improved this to 2k−1 + k > n and this was fur-

ther improved to (1+
√

2)k−1 + k > n by Oberlin (2010). Oberlin also showed

that for any pair (k,n), such a set (if it exists) must have dimension at least

n− (n−k)/(1+
√

2)k. For proofs of some of these results and a more detailed

discussion, see Mattila (n.d.).

Other authors have considered sets containing at least one translate of every

member of some family of curves, e.g., (Wisewell, 2005), or sets that contain

segments in some Cantor set of directions, e.g., (Bateman and Katz, 2008).

It is an open problem to find the rate of decay of the Favard length of the nth

generation of the four-corner Cantor set described in Section 9.5. It is fairly

easy to prove that 1/n is a lower bound (see Exercise 9.7) and this estimate

has been improved to (logn)/n in Bateman and Volberg (2010). The best

current upper bound is a power law of the form Fav(Kn) ≤ Cτ n−τ for any

τ < 1/6, given by Nazarov et al. (2010) and improving earlier estimates in

Peres and Solomyak (2002) and Mattila (1990). The situation is different for

the Favard length of “random” examples constructed in Peres and Solomyak

(2002), where the decay is exactly of order 1/n almost surely.

Figure 9.7.1 Projections of K2 onto angles between 0 and π/2. Each curve rep-

resents the length of a different generation g = 2, . . .8 of the Cantor set projected.

Theorem 9.5.3 implies these graphs tend to zero a.e. as g ր ∞. Estimating the

area under the nth graph is a well known open problem (see the Notes at the end

of the chapter).

A result of Besicovitch says that any E ⊂ R2 of finite 1-measure can be

decomposed into a regular and irregular part; the regular part projects to zero
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length in at most one direction and the irregular part projects to zero length in

almost every direction. The regular part can be covered by a countable union of

rectifiable curves and the irregular part hits any rectifiable curve in zero length.

Falconer (1985) proved using duality that given a measurable set E ⊂ R2,

there is a measurable set K so that the projection Πθ (K) onto the line Lθ

through the origin equals E ∩ Lθ a.e. for a.e. θ (an explicit construction in

higher dimensions is given in Falconer (1986)). We will outline the proof of

this and some related results in Exercises 9.20–9.27. The three dimensional

version of Falconer’s result says that, in theory, one can build a “digital sun-

dial”, whose shadow shows the time of day. As of this writing, such devices

are actually available for purchase.

Davies (1971) first proved that a planar Besicovitch set must have dimension

2. The Kakeya conjecture states that the dimension of a Besicovitch–Kakeya

set in Rd should be d; this is currently an intensively investigated problem at

the crossroads of harmonic analysis, geometric measure theory, additive com-

binatorics and discrete geometry. Wolff (1995) proved the Hausdorff dimen-

sion is ≥ (d+2)/2 in d dimensions. This improved an estimate (d+1)/2 that

was previously known and based on estimates for X-ray and k-plane transforms

due to Drury (1983) and Christ (1984). Bourgain (1999) improved Wolff’s es-

timate to ≥ 13
25

d + 12
25

, and Katz and Tao (2002) improved it to (2−
√

2)(d −
4) + 3 (which is better than Wolff’s result when d ≥ 5). In the same paper

they prove the Minkowski dimension must be at least d/α +(α − 1)α where

α ≈ 1.675.

The Kakeya conjecture would follow from certain estimates for maximal

functions defined in terms of averages over long, narrow tubes. See Exercises

9.41–9.45 for more precise statements. A detailed, but highly readable, de-

scription of the connections between Kakeya sets, harmonic analysis, PDE and

combinatorics in given in Izabella Łaba’s survey (Łaba, 2008). Fefferman’s re-

sult started the intense investigation of the connections between Besicovitch

sets and Fourier analysis which continues to the present day. It is interesting

to note that Fefferman had done so much great work by 1978 that his Fields

medal citation by Carleson (1980) doesn’t even mention the disk multiplier

problem.

If F is a finite field with q elements and z,y ∈F n then L = {z+ay : a ∈F}
is the line through z in direction y. A Kakeya set K ⊂ F n is a subset that

contains some line in direction y for every y ∈ F n. Zeev Dvir showed in 2009

that any Kakeya set in F n has at least Cnqn elements answering a question of

Tom Wolff (1999). Exercises 9.30–9.37 outline the surprisingly short proof.

The finite field case captures many of the features of the continuous case, but

Dvir’s result is the analog of saying a Besicovitch set in Rn must have positive
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n-measure; a distinct difference due to there being “more” lines in the finite

field case. A near optimal value of Cn is given in Dvir et al. (2009), and further

applications of Dvir’s method are given in Dvir and Wigderson (2011), Elekes

et al. (2011), Ellenberg et al. (2010), Guth (2010), Quilodrán (2009/10), Saraf

and Sudan (2008).

The proof of necessity of the open set condition given in Section 9.6, is a

simplification of the original proof in Schief (1994), which made use of Ram-

sey’s Theorem on graph coloring.

9.8 Exercises

• Exercise 9.1 Show that the 1/4 Cantor set in the plane is irregular, i.e., its

intersection with any rectifiable curve has zero length.

Exercise 9.2 Construct a closed set K in R2 of zero area that contains a line

in every direction.

Exercise 9.3 If g : [0,1]→ [0,1] is smooth, construct a closed set K in R2 of

zero area that contains an arc of the form {(t,ag(t)+ b)} for every a ∈ [0,1].

See Figure 9.8.1 for the cases when g(t) = t2/2 and g(t) = 1
2
(1+ sin(t)).

Figure 9.8.1

Exercise 9.4 For 0 < α < 1, Construct a compact set E ⊂ [0,1] of dimension

α and with zero α-measure that contains a line segment of slope t for every

t ∈ E.

Exercise 9.5 Give an elementary proof of Lemma 9.5.4 by covering F by

open intervals {Ii} such that ∑i |Ii| ≤ (1− δ )−1|F |, and proving one of them

has the desired property.
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Exercise 9.6 Show that if K is the union of N unit line segments in the plane,

then

area(K(ε))≥CεN/ logN.

• Exercise 9.7 Prove that the Favard length of the nth generation of K2 is

& n−1, where K2 is the four corner Cantor set set discussed in Section 9.5.

Exercise 9.8 Given two parallel lines in the plane, and any ε > 0 there is a

set E of area < ε so that a unit segment can be continuously moved from one

line to the other without leaving E. Hint: Figure 9.8.2.

ε

ε

Figure 9.8.2 Hint for Exercise 9.8

Exercise 9.9 Use Exercise 9.8 and the triangles constructed in Section 9.2

to construct a Kakeya set, i.e., a set of arbitrarily small area in which a unit

segment can be continuously turned around 180◦.

Exercise 9.10 Show that a Kakeya set (as in Exercise 9.9) must have positive

area.

Exercise 9.11 Show that a Kakeya set for a unit needle inside {|z|< r} must

have area at least π(1− r)2.

Exercise 9.12 Show there are Kakeya sets of arbitrarily small area inside D.

This is due to Cunningham (1971).

Exercise 9.13 Show that if a great circle on the unit sphere S in R3 is con-

tinuously moved so that it returns to its original position but with the opposite

orientation, the motion must cover every point of the sphere. Show that if a

half-great-circle is continuously reversed it must sweep out area at least 2π

(half the sphere) and this can be attained. This is also due to Cunningham

(1974).
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Exercise 9.14 Show that an arc of a great circle on S of length < π can can

be continuously moved so that it returns to its original position but with the

opposite orientation, inside a set of arbitrarily small area. If the arc has length

in [π,2π), then area needed is at least 2π is needed and 2π + ε suffices (for

any ε > 0). See Cunningham (1974).

Exercise 9.15 Let C be the middle thirds Cantor set. Show that C −C =

{x− y : x,y ∈C} contains all numbers in [0,1].

Exercise 9.16 Let C be the middle thirds Cantor set. Use the Exercise 9.15

to show that K = (C× [0,1])∪ ([0,1]×C) contains rectangles with every pair

of side lengths ≤ 1 (Kinney, 1968).

Exercise 9.17 If the projection of E ⊂R2 in direction θ contains an interval,

must its projection also contain an interval for all directions close enough to

θ? For any directions other than θ?

• Exercise 9.18 By a theorem of Lebesgue, a function is Riemann integrable

on Rd if the set where it is discontinuous has d-measure zero. Show that there

is a Riemann integrable function on R2 that fails to be Riemann integrable on

some line in every direction. Thus the 2-dimensional integral can’t be evalu-

ated by iterating 1-dimensional integrals in any coordinate system. It was this

problem that led Besicovitch to invent Besicovitch sets.

Exercise 9.19 This exercise outlines a proof for R2 of Körner’s 2003 result

that “most” Besicovitch sets have measure zero. Let Kt be the collection of

compact sets K in the plane defined as follows: K ∈ Kt if: (1) K consists of

finitely many disjoint, non-trivial, closed line segments of slope t; and (2) the

vertical projections of these segments are contained in and cover [0,1] and are

disjoint except for endpoints. Let K be the closure of Kt in the Hausdorff

metric. Justify the notation by showing the closure is independent of t.

For K ∈K , let Kt = {(x,y+tx) : (x,y)∈K} and let m(K, t) be the Lebesgue

measure of the horizontal projection of Kt . Prove:

1. If K ∈ K , E = {{(t,y+ tx) : (x,y) ∈ K, t ∈ [0,1]} is a compact set that

contains a unit line segment of every slope in [0,1].

2. m(K, t) = 0 for all t ∈ [0,1] implies E has zero area.

3. m(K, t) is upper semi-continuous in K, i.e., for any ε > 0, m(K, t)<m(K′, t)+
ε if K′ is close enough to K in the Hausdorff metric (depending on K and

t).

4. If K ∈ K0, then m(K, t)≤ ε for |t| ≤ ε .
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5. For s ∈ [0,1], {K ∈ K : ∃t ∈ [s,s+ ε ] s.t. m(K, t) ≥ 2ε} is closed and dis-

joint from K−s, hence nowhere dense in K .

6. {K ∈ K : ∃t ∈ [0,1] s.t. m(K, t)> 0} is first category in K .

7. Zero area Besicovitch sets form a residual set in K .

• Exercise 9.20 Suppose I is a line segment in R2 parallel to the x-axis and

suppose ε ,ρ > 0 are given. Construct a set E consisting of a finite union of

line segments contained in a ρ-neighborhood of I, so that for θ ∈ [−π
4
,0],

Πθ (E)⊃ Πθ (I) and for θ ∈ [0, π
4
], Πθ (E) has 1-measure less that ε .

• Exercise 9.21 Suppose I is a line segment in R2 parallel to the x-axis

and suppose ε ,ρ ,δ ,α > 0 are given. Construct a set E consisting of a fi-

nite union of line segments contained in a ρ-neighborhood of I, so that for

θ ∈ J1 = [−π
4
,−δ ], Πθ (E) ⊃ Πθ (I) and for θ ∈ J2 = [0, π

4
], Πθ (E) \Πθ (I)

has 1-measure less that ε .

Exercise 9.22 For each x ∈ R2, and line L through the origin, the orthogonal

projection of x onto L sweeps out a circle with diameter [0,x] and the line L

rotates 180◦. We will call this circle C(x) and for a set E ∈ R2 we let C(E) be

the union of all C(x), x ∈ E. See Figure 9.8.3. We take as a basis of open sets

in R2 \{0} quadrilaterals bounded by circles C(x) and lines through the origin,

as shown in the figure.

Suppose V is an open subset of R2 and z ∈C(V ). Show there is a sequence

of basis elements Nk that all contain z and sets Ek ⊂ V , each a union of open

balls, so that Nk ⊂C(Ek) and C(Ek)\Nk has 2-measure tending to 0.

Π  (  )xθ

C(E)
E

0

θ

x

C(x)

L

Figure 9.8.3 The definitions for Exercise 9.22.

• Exercise 9.23 There exists a Borel set K ⊂R2 of zero area so that if z 6∈ K,

then there an x ∈ K so that C(x)\K = z.

Exercise 9.24 Show there is a set of open rays in the plane whose union has

zero area, but whose endpoints have postive area.
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Exercise 9.25 Use Exercise 9.23 and the fact that the map z → 1/z sends

circles through the origin to straight lines to prove there is a set of full measure

N in R2 so that for every z ∈ N there is a line L so that L∩N = z. This is

called a Nikodym set and existence was first proved in Nikodym (1927), with

a simplification given in Davies (1952). Also see Theorem 4 of Cunningham

(1974).

• Exercise 9.26 If A ∈ R2 is compact, then there is a compact K ⊂ R2 so

that A ⊂ C(K) and C(K) \E has zero area. In other words, Πθ (K) = E ∩Lθ

a.e. for a.e. θ . The 3-dimensional version of this is Falconer’s “digital sundial”

(Falconer, 1986).

Exercise 9.27 For any compact E ⊂R2 there is set K that is a union of lines,

contains E and has the same area as E.

Exercise 9.28 Construct a compact set of area zero that has zero Favard

length, but hits every circle centered at the origin with radius between 1 and 2.

Exercise 9.29 Show there is a compact set of zero area that contains a circle

of every radius between 0 and 1. See Figure 9.8.4.

Figure 9.8.4 A set of zero area containing circles with an interval of radii.

Exercise 9.30 Exercises 9.30–9.37 describe Zeev Dvir’s result on finite field

Kakeya sets.

Fix d and use induction on n to prove that if f ∈ F [x1, . . . ,xn] is a non-zero
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polynomial of degree d then it has at most d ·qn−1 zeros in F n. This is due to

Schwartz (1980) and Zippel (1979).

Exercise 9.31 Find a bijection between subsets of size k from n elements with

repetition allowed, to subsets of k distinct elements from n+ d − 1 elements.

Deduce that the number of monomials of degree d in n variables is
(

d+n−1
n−1

)
.

Exercise 9.32 If K ⊂ F n is any subset with fewer than
(

d+n−1
n−1

)
elements

then there is a non-zero homogeneous polynomial g of degree d that vanishes

on K.

Exercise 9.33 If K ⊂ F n , let K′ = {cx : x ∈ K,c ∈ F}. If g,K are as in

Exercise 9.32, show g also vanishes on K′.

• Exercise 9.34 We say K is a (δ ,γ)-Kakeya set if there is a set X ∈F n with

at least δqn elements so that for every x ∈ X there is a line in direction x that

hits K in at least γq points. For such a K show that g also vanishes on X .

Exercise 9.35 Use Exercise 9.30 to show that if K is a (δ ,γ)-Kakeya set in

F n then it has at least
(

d+n−1
n−1

)
elements, d = ⌊qmin(δ ,γ)⌋−2.

• Exercise 9.36 Set γ = δ = 1 and deduce that if K is a Kakeya set in F n

then it has at least Cnqn−1 elements.

• Exercise 9.37 If K is a Kakeya set in F n then it has at least Cnqn ele-

ments. Dvir credits the observation that this follows from the previous result

independently to Noga Alon and Terence Tao.

• Exercise 9.38 Prove that if K ⊂ Rd contains a unit line segment in every

direction, then dimM (K)≥ (d +1)/2

• Exercise 9.39 Khinchin’s Inequality: if a = (a1, . . . ,an) is a unit vector in

Rn and x = (x1, . . . ,xn) is a random n-vector of ±1’s, prove ‖a · x‖p ≍ ‖a‖2.

Exercise 9.40 Use Khinchin’s inequality to finish the proof of Fefferman’s

Disk Multiplier Theorem instead of the vector valued estimate in Lemma 9.3.3.

The idea is to define bounded functions f =( f1, . . . , fn) supported on R1, . . .Rn,

so that applying the disk multiplier gives functions g(g1, . . . ,gn) so that |g j|>
c > 0 on R̃ j. Then Khinchin’s inequality says that there is some choice a =

(a1, . . . ,an) ∈ {−1,1}n such that

‖a ·g‖p
p ≥C

∥∥(∑1R̃ j

)1/2∥∥p

p
,

which implies a ·g has large Lp norm compared to a · f .
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Exercise 9.41 Define Bourgain’s maximal function on Rd

Mδ
B f (u) = sup

R

∫

R
| f (y)|dxdy,

where u is a unit vector in Rd and the supremum is over all δ -neighborhoods of

unit line segments parallel to u. This operator was introduced by Jean Bourgain

(1991) who conjectured that it satisfies

‖Mδ
B f (u)‖Lp(Sd−1) = O(δ (d/p)−1+ε)‖ f‖Lp(Rd),

for all ε > 0 and 1 ≤ p ≤ d. Show that if this inequality holds for some p ∈
[1,d], then any Besicovitch–Kakeya set K in Rd has Hausdorff dimension at

least p.

Exercise 9.42 Define Córdoba’s maximal function on Rd

Mδ
C f (x) = sup

x∈R

∫

R
| f (y)|dxdy,

where the supremum is over all δ -neighborhoods of unit line segments con-

taining x. Like Bourgain’s maximal operator, this is conjectured to satisfy

‖Mδ
C f (x)‖Lp(Rd) = O(δ (d/p)−1+ε)‖ f‖Lp(Rd),

for all ε > 0 and 1 ≤ p ≤ d. Show that if this inequality holds for some p ∈
[1,d], then any Nikodym set N in Rd has Hausdorff dimension at least p. (A

Nikodym set is defined in Exercise 9.25.)

Exercise 9.43 Show the conjectured Lp bounds for both the Bourgain and

Córdoba maximal functions are sharp (except for the multiplicative constant)

for all p ∈ [2,∞]. For p = 2 consider f (x) = 1 if |x| ≤ δ , f (x) = δ/|x| if δ <

|x| ≤ 1 and f (x) = 0 otherwise. If p > 2, use the indicator function of the union

of rectangles constructed in Fefferman’s disk multiplier example to show the

bound for Córdoba’s maximal function is sharp. Use a Besicovitch–Kakeya set

to show the bound for Bourgain’s is sharp.

Exercise 9.44 Prove the L2 bound in R2 ‖Mδ f‖2 ≤ (log 1
δ )

1/2‖ f‖2, for Bour-

gain’s maximal function. This gives an alternate proof that a Besicovitch–

Kakeya set in R2 has dimension 2.

• Exercise 9.45 Prove the L2 bound on R2, ‖Mδ f‖2 ≤ (log 1
δ )

1/2‖ f‖2, for

Córdoba’s maximal function. This proves that a Nikodym set in R2 has dimen-

sion 2.
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• Exercise 9.46 Show that a bounded, measurable function m on Rd defines

a Lp bounded Fourier multiplier if and only if there is a constant C < ∞ so that

|
∫

m(x) f̂ (x)ĝ(−x)dx| ≤C‖ f‖p‖g‖q,

where 1
p
+ 1

q
= 1.

Exercise 9.47 If a bounded, measurable function m on Rd defines an Lp

bounded Fourier multiplier, then we denote the operator norm on Lp by |m|p.

Show |m|q = |m|p where 1
p
+ 1

q
= 1 are conjugate exponents. Thus Fefferman’s

Theorem for p > 2 implies the case 1 < p < 2.

Exercise 9.48 If a bounded, measurable function m on Rd defines a Lp

bounded Fourier multiplier of norm |m|p then ‖m‖∞ ≤ |m|p. (Use ‖m‖∞ = |m|2,

|m|p = |m|q (the conjugate exponent) and Riesz interpolation.)

• Exercise 9.49 If a continuous function m on Rd defines an Lp bounded

Fourier multiplication operator, show that its restriction to Rk ⊂ Rd defines a

Lp bounded multiplier on Rk.

Exercise 9.50 Extend Exercise 9.49 to the indicator function of a disk (which

is not continuous). Define a sequence of continuous functions that converge

pointwise and boundedly to the indicator of the unit ball and then apply Ex-

ercise 9.49 and the Lebesgue Dominated Convergence Theorem. Thus if the

ball multiplier were Lp bounded on Rd for some 1 < p < ∞, then it would Lp

bounded on Rk for any 1 ≤ k < d. This result is due to de Leeuw (1965), but

the proof we have sketched here is due to Jodeit (1971).
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The Traveling Salesman Theorem

In this chapter we introduce Peter Jones’ β -numbers and use them to estimate

the length of a shortest curve Γ containing a given set E ⊂ R2 to within a

bounded factor:

H 1(Γ)≍ |E|+ ∑
Q∈D

β 2
E(3Q)|Q|,

where the sum is over all dyadic squares, |E|= diam(E), and βE(3Q) measures

the deviation of E ∩ 3Q from a line segment. This result is Jones’ Traveling

Salesman Theorem (TST). Finding the absolute shortest path through a finite

set is the classical traveling salesman problem (hence the name of the theo-

rem) and is one of the most famous “intractable” problems of combinatorial

optimization. Our proof uses Crofton’s formula for computing the length of a

curve Γ in terms of the number of times a random line hits Γ and interprets the

number β 2
Γ(Q) as approximately the probability that a line hitting Q will hit

Γ∩3Q in at least two points separated by distance approximately |Q|. We will

also give an application of the TST to estimating the dimension of “wiggly”

sets.

10.1 Lines and length

If A,B are quantities that depend on some parameter then A . B means that

A is bounded by a constant times B, where the constant is independent of the

parameter. It is equivalent to writing A = O(B) or A ≤ C ·B, with a uniform

constant C. If A . B and B . A then we write A ≍ B, i.e., their ratio is bounded

above and below by constants that are independent of the parameter.

Each line L ⊂ R2 \ {0} is uniquely determined by the point z ∈ L that is

closest to the origin. If we write z = reiθ with (r,θ) ∈ R× [0,π), then dµ =

306
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drdθ defines a measure on the space of lines (lines through the origin have

measure zero). We claim this measure is invariant under Euclidean isometries.

First, a rotation by angle φ of the plane becomes the

(r,θ)→ (r,θ +φ)

map on lines and this clearly preserves drdθ . See Figure 10.1.1. The transla-

tion (x,y)→ (x+ t,y) in the plane induces the map

(r,θ)→ (r+ t cosθ ,θ)

on lines and this also preserves drdθ measure. It is easy to see reflection across

the real line preserves µ and hence it is preserved by all Euclidean isometries,

as claimed. The dilation (x,y)→ (ax,ay) for a > 0 becomes the map

(r,θ)→ (ar,θ),

on lines and hence Euclidean similarities multiply dµ by the dilation factor a.

Finally, consider the affine stretch:

θ

r

θ+φ t sin θ

θ
r t

Figure 10.1.1 The effect of isometries on the space of lines. Rotation and transla-

tion act as a translation and a skew translation in (r,θ) coordinates.

Lemma 10.1.1 The affine stretch (x,y)→ (x,by), b≥ 1, multiplies µ measure

by at most a factor of b2 above and b−1 below.

Proof The vertical affine stretch multiplies the slope of a line by b and hence

the induced map on angles is

τ(θ) = arctan(
1

b
tan(θ)).

See Figure 10.1.2. Assuming b > 1, using the chain rule and applying some

basic trigonometric identities, we can compute the derivative of this map as

τ ′(θ) =
b

1+(b2 −1)cos2 θ
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and hence b−1 ≤ τ ′ ≤ b. The stretch changes r by multiplying it by

λ = b
sinτ(θ)

sinθ
=

b√
(b2 −1)cos2 θ +1

,

which is clearly between 1 and b. Thus the affine stretch in (r,θ) coordinates

has a derivative matrix that is upper triangular and whose diagonal elements

are in [b−1,b] and [1,b] respectively. Therefore the determinant is bounded

between b−1 and b2 at every point.

θ
r

ar

λ r r τ
θ

θ

Figure 10.1.2 Dilation in the plane multiplies r and leaves θ alone. A vertical

affine stretch (x,y)→ (x,by) sends (r,θ)→ (λ r,τ) as described in the text. The

measure of the space of lines is multiplied by a non-constant function bounded

between b−1 and b2.

It is easy to see that both the upper and lower bounds in Lemma 10.1.1 are

approximately sharp by fixing some 0 < β < 1 and considering the set of lines

that hit both of the vertical line segments [0, iβ ] and [1,1+ iβ ]. The measure

of this set is (see Exercise 10.4)

2(
√

1+β 2 −1)≍ β 2.

If we apply the vertical stretch (x,y) → (x,y/β ) the line segments become

unit length and the measure of lines hitting them is 2(
√

2− 1) ≍ 1 (again by

Exercise 10.4). On the other hand, if we apply the stretch (x,y)→ (βx,y) the

two segments are mapped to two sides of β and the set of lines hitting both is

2β (
√

2−1)≍ β .

The following simple result is one of the key estimates we will need:

Lemma 10.1.2 Let S = [z,w] be a unit length segment in the plane and as-

sume |z| ≤ 100. The µ measure of lines that hit both S and I = [0,1] is & Im(z)2.

Proof We can use Lemma 10.1.1 to reduce to the case Im(z) ≥ 1, where the

estimate holds by compactness.
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The other key fact we need is a well known formula of Crofton.

Lemma 10.1.3 If Γ is a planar straight line graph,

ℓ(Γ) =
1

2

∫
n(Γ,L)dµ(L),

where n(Γ,µ) = #(L∩Γ) is the number of points in Γ∩L.

Proof Both sides are additive for disjoint pieces of Γ, so it suffices to prove it

for line segments. Linearity of the integral and invariance of µ imply that for

segments, length is a multiple of the integral. For Γ = [0,1], we have ℓ(Γ) = 1

and ∫
n(Γ,L)dµ(L) =

∫ π

0
|cosθ |dθ = 2,

so the multiple is 1
2
.

A simple computation shows the formula is also correct for circles. It ex-

tends to all rectifiable curves by a limiting argument (Exercise 10.7), but to

avoid technicalities we will only prove the following version (recall that H 1

denotes 1-dimensional Hausdorff measure):

Lemma 10.1.4 For any path connected set E,

H 1(E)≍
∫

n(E,L)dµ(L).

Proof Suppose E is covered by disks D j = D(x j,r j) so that x j ∈ E. For each

disk, choose a path γ j ⊂ E ∩D j that connects x j to a point y j ∈ ∂D j. Any line

that hits the segment [x j,y j] must also hit γ j and hence for any line

n(E,L)≥ n(
⋃

j

γ j,L)≥ n(
⋃

j

[x j,y j],L).

Integrating over L gives
∫

n(E,L)dµ(L)≥ 2∑
j

|y j − x j|= 2∑
j

r j & H 1(E).

To prove the other direction let nε(E,L) be the maximal size of an ε-net in

E ∩ L (points in E ∩ L that are at least distance ε apart). As ε ց 0, we have

nε(E,L)ր n(E,L), so the Monotone Convergence Theorem implies
∫

nε(E,L)dµ(L)ր
∫

n(E,L)dµ(L).

But if we cover E by disks {D j} with radii ≤ ε/4, then nε(E,L) is less than

n(∪∂D j,L) (any two points of the ε-net must be in disjoint disks and hence L
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crosses two disk boundaries between them). Thus if we cover by disks whose

radii satisfy ∑r j ≤ 2H 1(E), then
∫

nε(E,L)dµ(L)≤
∫

n(∪∂Dk,L)dµ(L)≤ 4π ∑r j ≤ 8πH 1(E).

For any set E let L(E) be the set of lines hitting E, i.e.,

L(E) = {L : L∩E 6= /0}.

Recall that |E| denotes the diameter of E.

Lemma 10.1.5 For a compact, path connected set Γ, |Γ| ≍ µ(L(Γ)).

Proof Choose z,w ∈ Γ so |z−w|= |Γ|. Then any line that hits [z,w] also hits

Γ so

µ(L(Γ))≥ µ(L([z,w])) = 2|z−w|= 2|Γ|.

For the other direction, the disk D = D(z, |z−w|) contains Γ, so

µ(L(Γ))≤ µ(L(D)) = 2π|Γ|.

In fact, for connected sets, µ(L(Γ)) is the perimeter of the convex hull of Γ

(Exercise 10.2).

10.2 The β -numbers

In this section we define Peter Jones’ β -numbers and prove they can be used to

approximate the length of a connected set (assuming some facts to be proven

in the following sections). First we review the definition of dyadic squares.

For n ∈Z, we let Dn denote the grid of nth generation closed dyadic squares

Q = [ j2−n,( j+1)2−n]× [k2−n,(k+1)2−n], j,k ∈ Z

and D is the union of Dn over all integers n. The side length of such a square

is denoted ℓ(Q) = 2−n and (as usual) its diameter is denoted |Q|=
√

2ℓ(Q). It

is convenient to expand the collection of dyadic squares by translating every

square by the eight complex numbers ±1/3, ±i/3, ±(1+ i)/3 and ±(1− i)/3.

Let D∗ denote the union of D and all squares obtained in this way. For a

given dyadic square Q let D∗
0 (Q) denote its translates by 1

3
ℓ(Q)(a+ ib) where

a,b ∈ {−1,0,1}. It is easy to show D∗
0 (Q)⊂ D∗ (see Exercise 10.19).

For λ > 0, λQ denotes the square concentric with Q such that |λQ|= λ |Q|.
It would be very convenient if λQ were always contained in an ancestor of Q

of comparable size, but this is not the case (e.g., 2 · [0,1]2 is not contained in

any dyadic square). This is why we introduce the translated squares D∗; λQ is
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contained in an element of D∗ of comparable size. Checking this is left to the

reader. See Exercises 10.18 and 10.20.

Fix a set E ⊂ R2 and for each square Q define

βE(Q) = |Q|−1 inf
L∈L(Q)

sup
z∈E∩Q

dist(z,L).

This number measures, in a scale invariant way, how far E deviates from being

on a line segment. See Figure 10.2.1.

Q

E

β2 |Q|

Figure 10.2.1 The definition of βE(Q).

Define the set of lines

S(Q,Γ) = {L : L∩Γ∩1
2

3
Q 6= /0 and L∩Γ∩3Q\2Q 6= /0}.

2

3
1  Q

Q

2Q

3Q

Figure 10.2.2 The definition of S(Q,Γ).

Note that S(Q,Γ) is a subset of the set of lines that hit 3Q∩Γ in at least two

points that are separated by ≥ 1
6
ℓ(Q). This has measure zero if 3Q∩Γ lies on

a line segment, so like β , it measures how far 3Q∩Γ deviates from lying on

a line. In fact, we shall prove that it measures this deviation in almost exactly

the same way that β 2 does:
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Theorem 10.2.1 Suppose Γ is path connected and |Q| ≤ |Γ|. Then there is a

Q∗ ∈ D∗
0 (Q) so that

β 2
Γ

(
2

11

12
Q

)
|Q|. µ(S(Q∗,L)). β 2

Γ(3Q)|Q|.

Moreover,

∑
D∗

µ(S(Q∗,Γ))≍ ∑
D

β 2
Γ(3Q)|Q|.

Fix a line L and let S(L,Γ) be the collection of squares Q ∈ D∗ so that

L ∈ S(Q,Γ). For any such Q, we can choose points z ∈ L∩Γ∩ 1 2
3
Q and w ∈

L∩Γ∩ 3Q \ 2Q that are as close together as possible. This associates to each

Q a pair of points in L ∩ Γ∩ 3Q. Since z,w ∈ 3Q and |z−w| ≍ |Q| only a

bounded number of squares can be associated to any pair of points. Thus the

number N(L,Γ) of squares in S(L,Γ) is O(n(L,Γ)2). In fact, a much better

two-sided linear bound holds:

Theorem 10.2.2 With notation as above, n(L,Γ)≍ 1+N(L,Γ).

These results will be proven in the next two sections. Using them, we can

prove the following result of Peter Jones:

Theorem 10.2.3 If Γ is path connected , then

H 1(Γ)≍ |Γ|+ ∑
Q∈D

β 2
Γ(3Q)|Q|. (10.2.1)

Proof Lemmas 10.1.4 and 10.1.5 plus Theorems 10.2.1 and 10.2.2 give

|Γ|+ ∑
Q∈D

β 2
Γ(3Q)|Q| ≍ |Γ|+ ∑

Q∗∈D∗
µ(S(Q∗,Γ))

≍
∫

L(Γ)
dµ(L)+

∫

L(Γ)
∑

Q∗∈D∗
1S(Q∗,Γ) dµ(L)

≍
∫

L(Γ)
[1+N(L,Γ)]dµ

≍
∫

n(L,Γ)dµ

≍ H 1(Γ).

Corollary 10.2.4 If Γ is connected, then the number N of dyadic squares of

side length 2−n that hit Γ satisfies

N & 2n

[
|Γ|+ ∑

Q∈Dk,k≤n

β 2
Γ(3Q)|Q|

]
.
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Proof The union of the boundaries of the squares in Dn that hit Γ form a

connected set γ of length ≍ N2−n. Moreover, Γ ⊂W , where W is the union of

these closed squares. Thus for dyadic squares Q ∈ Dk, k ≤ n we have βγ(Q) =

βW (Q)≥ βΓ(Q). Thus

2−nN & |γ |+ ∑
Q∈D

β 2
γ (3Q)|Q|

& |γ |+ ∑
Q∈Dk,k≤n

β 2
γ (3Q)|Q|

≥ |Γ|+ ∑
Q∈Dk,k≤n

β 2
Γ(3Q)|Q|.

Theorem 10.2.3 has several important applications including the study of the

Cauchy integral and harmonic measure, but these require too much technical

background to present here. Instead, we shall use Corollary 10.2.4 to prove that

a connected set that “wiggles” at all points and all scales must have dimension

> 1. Although this seems obvious, the only proof known to the authors uses

Theorem 10.2.3.

Theorem 10.2.5 There is a c > 0 so the following holds. Suppose Γ is a

closed, path connected set in the plane and βΓ(3Q)≥ β0 > 0 for every square

Q with Q∩Γ 6= /0 and |Q| ≤ 1
3
|Γ|. Then dim(Γ)≥ 1+ cβ 2

0 .

Proof Suppose Q is any dyadic square hitting Γ with |Q| ≤ 1
3
|Γ|. To simplify

notation, we rescale so Q = [0,1]2 and |Γ|> 3
√

2. Fix some integer k > 0 and

fill 2Q \Q with dyadic squares of size 2−k. Group them into 2k−1 concentric

square “annuli” of thickness 2−k. Since Γ connects Q to 2Qc it must hit each

of these annuli and hence at least 2k−1 of the sub-squares. See Figure 10.2.3.

Thus

∑
Q∈Dk

β 2
Γ(3Q)|Q| ≥ 2k−1β 2

0 2−k =
1

2
β 2

0 ,

and hence for n ≥ 1

n

∑
k=1

∑
Q∈Dk

β 2
Γ(3Q)|Q| ≥ 1

2
nβ 2

0 .

By Corollary 10.2.4 the number of dyadic squares in Dn hitting Γ ∩ 2Q is

N & nβ 2
0 2n. By throwing away at most 8

9
of the squares, we can assume the re-

maining ones have disjoint doubles and these doubles lie inside 2Q. By choos-

ing n large enough (but still n . β−2
0 ), we can assume N ≥ 2n+1.

Now fix n as above and a square Q0 that hits Γ and satisfies |Q0| ≤ 1
3
|Γ|. Now

build generations of sub-squares of Q0, so that each jth generation square Q

has side length 2− jnℓ(Q0), so that all these squares have disjoint doubles 2Q,
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Figure 10.2.3 As Γ crosses 2Q \Q, it intersects 2k−1 “rings” of smaller dyadic

squares and so hits at least one from each ring.

so that each Q hits Γ, and each doubled square 2Q contains 2n+1 squares of

generation j+1. We define a measure µ by setting µ(2Q) = 2− j(n+1) for each

of the 2 j(n+1) distinct jth generation squares Q. Thus

µ(2Q) = 2− j(n+1) = (2− jn)1+ 1
n ≤ |2Q|1+cβ 2

0 ,

since n . β−2
0 . From this it is easy to see that µ(Q). |Q|1+cβ 2

0 for any Q ∈ D

and this proves the theorem.

A set E satisfying the hypothesis of Theorem 10.2.5 is called uniformly

wiggly. Such sets occur in many parts of analysis and dynamics, especially

in situations where a set has some form of self-similarity. Some examples are

discussed in Exercises 10.35–10.39. Note that the proof of Theorem 10.2.5

only requires the & direction of (10.2.1) in Theorem 10.2.3 (although this is

the more difficult direction).

10.3 Counting with dyadic squares

In this section we prove Theorem 10.2.2; this describes an alternative way of

counting how many times a line L hits a path connected set Γ using dyadic

squares. The proof follows the n-dimensional argument of Okikiolu (1992),

although the notation has been changed somewhat.

Recall from above that Dn denotes the dyadic squares of side length 2−n and

D =
⋃

n Dn. Each Q ∈ Dn is contained in a unique dyadic square Q↑ ∈ Dn−1

called its “parent”. More generally, Q↑k denotes the unique (n−k)th generation

dyadic square containing Q (Q’s kth ancestor). In the other direction, D(Q)

denotes the collection of all dyadic sub-squares of Q (Q’s descendants), Dk(Q)
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is the collection of (n+k)th generation dyadic sub-squares (the kth generation

descendants) and D1(Q) are the children of Q.

The proof of Theorem 10.2.2 is broken into a number of simple lemmas. We

need to give an upper and lower bound, and we will do each of these, first in R

and then in R2.

Lemma 10.3.1 If 0 ≤ x < y ≤ 1 then there is at least one dyadic interval in

I ∈ D with one of these points in I, the other in 3I \ 2I and 1
2
|x− y| ≤ |I| ≤

2|x− y|.
Proof Let J be the smallest dyadic interval containing both x and y (there

is one since x,y ∈ [0,1] and the points are distinct). If m is the midpoint of J

then x < m < y (otherwise both points would be in the left or right half of J,

a smaller dyadic interval). Let J1 be the smallest dyadic interval containing x

whose right endpoint is m and let J2 be the smallest dyadic interval containing

y whose left endpoint is m. First suppose |J1| ≤ |J2|. Note that

1

2
|x− y| ≤ 1

2
(|J1|+ |J2|)≤ |J2| ≤ 2|m− y| ≤ 2|x− y|.

Let I be the dyadic interval such that |I| = |J2| and J1 ⊂ I. Then x ∈ J1 ⊂ I ⊂
2I and y ∈ J2 ⊂ 3I but y 6∈ 2I since y must be in the right half of J2 by the

minimality of J2. If |J1|> |J2| then the roles of x and y may be reversed.

Lemma 10.3.2 If 0 ≤ x < y ≤ 1 then the number of closed dyadic intervals I

with y ∈ 2I and x ∈ 3I\2I is uniformly bounded.

Proof If x,y ∈ 3I, then |I| ≥ (y− x)/3, so there are only a bounded number

of dyadic intervals that satisfy the lemma and have length ≤ 4|y− x|. We will

show there is at most one interval I satisfying the lemma with length > 4|x−y|,
by assuming there are two such and deriving a contradiction.

If |I| ≥ 4|x− y|, let I′ be the adjacent dyadic interval of the same length

to the left of I. The center of I′ is exactly the right endpoint of 2I. Since x

is not in 2I we deduce that the center of I′ is between x and y. Now suppose

there is a second pair of such intervals J,J′. Without loss of generality, assume

|J| ≥ 2|I| ≥ 8|x − y|. Then since I′ ∩ J′ 6= /0 (they both contain x) we have

I′ ⊂ J′. Thus I′ lies in one half of J′ or the other. In particular the centers of I′

and J′ cannot coincide and in fact they must differ by at least 1
2
|I′| ≥ 2|x− y|.

However, both centers are between x and y so differ by at most |x− y|. This is

a contradiction, so there is no second interval J.

Next we give the 2-dimensional versions of the last two results.

Lemma 10.3.3 If z,w ∈ [0,1]2 are distinct, then there is Q ∈ D∗ so that one

of these points is in 1 2
3
Q, the other is in 3Q\2Q.
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Proof The line through z and w makes an angle of ≤ 45◦ with either the ver-

tical or horizontal axis. Assume it is the horizontal axis (otherwise we simply

reverse the roles of the two axes in the following argument). Let x and y be

the vertical projections of z and w onto the horizontal axis. By assumption,

|z−w|/
√

2 ≤ |x− y| ≤ |z−w|. By Lemma 10.3.1 there is at least one dyadic

interval in I ∈ D with one of x,y in I, the other in 3I \2I and

1

2
√

2
|z−w| ≤ 1

2
|x− y| ≤ |I| ≤ 2|x− y| ≤ 2|z−w|.

By relabeling the points, if necessary, we may assume x ∈ I.

Let x′ and y′ be the horizontal projections of z,w onto the vertical axis and

suppose x′ is below y′ (otherwise reflect the following proof over a horizontal

line). Choose a closed dyadic interval J′ on the vertical axis containing x′ with

|J′|= |I|. Our assumption on L implies

|x′− y′| ≤ |x− y| ≤ 3|J′|.

If x′ is in the upper third of J′, then let J = J′+ i|J′| (vertical translation by

|J′|). See Figure 10.3.1. If x′ is in the middle third of J′, let J = J′+ i 2
3
|J′| and

if x′ is in the lower third of J′, let J = J′+ i 1
3
|J′|. In every case, it is easy to

check that x′ ∈ 1 2
3
J and y′ ∈ 3J. In every case set Q = I × J ∈ D∗ and

1

2
√

2
|z−w| ≤ 1

2
|x− y| ≤ ℓ(Q)≤ 2|x− y| ≤ 2|z−w|.

Note that z ∈ I×1 2
3
J ⊂ 1 2

3
Q and w ∈ 3Q, but w 6∈ 2Q since y 6∈ 2I. This proves

the lemma.

Lemma 10.3.4 If z,w ∈ R2 are distinct, then there are only a uniformly

bounded number of squares Q ∈ D∗ such that z ∈ 2Q and w ∈ 3Q\2Q.

Proof If Q has the desired property, then projecting onto one of the two coor-

dinate axes, we must get a dyadic interval I = P(Q) so that x = P(z) ∈ 2I and

y = P(w) ∈ 3I\2I. By Lemma 10.3.2 there are only a finite number of possible

lengths for I, and thus for Q. Also, z ∈ 2Q for only boundedly many Q of a

given size, which proves the lemma.

Proof of Theorem 10.2.2 Suppose L ⊂ R2 is a line and as before, let n(L,Γ)

be the number of points in L∩Γ and let N(L,Γ) be the number of squares in

D∗ so that L ∈ S(Q,Γ). Either number may be infinite.

Suppose z,w ∈ L∩Γ are distinct. By Lemma 10.3.3, there is at least one Q

so that L ∈ S(Q,{z,w}) ⊂ S(Q,Γ). The boundary of 2Q must hit the segment



10.3 Counting with dyadic squares 317

y

31 2_ Q

x y

w

z

I

3Q
2Q

Q

x

J

Figure 10.3.1 The proof of Lemma 10.3.3. This illustrates the case when x is in

the upper third of J′. The other cases are similar.

(w,z] and can only hit L twice, so there are at least half as many Qs as there are

disjoint segments on L with endpoints in Γ. Thus

n(L,Γ)−1 ≤ 2N(L,Γ),

and this holds even if the left side is infinite.

Next we prove the opposite direction. If n(L,Γ) = ∞, we already know

N(L,Γ) = ∞, so we may assume L ∩ Γ is a finite set, say with n elements.

Given any Q ∈ S(L,Γ), by definition we can choose z ∈ L ∩ Γ ∩ 1 2
3
Q and

w ∈ (L∩Γ∩3Q)\2Q. Therefore by finiteness, there is a point z′ ∈ L∩Γ∩2Q

that is closest to w and a point w′ ∈ (L ∩ Γ ∩ 3Q) \ 2Q that is closest to z.

Note that z′,w′ must be adjacent on L in the sense that they are distinct and no

other point of L∩Γ separates them on L. Since L∩Γ has n points, there are

at most n−1 such adjacent pairs z′,w′, and by Lemma 10.3.4, only a bounded

number M of Qs can be associated to this pair in the way described. Thus

N(L,Γ)≤ M · (n(L,Γ)−1). This and the inequality derived eariler imply

1

M
(N(L,Γ)+1)≤ n(L,Γ)≤ 2(N(L,Γ)+1),

as desired.
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10.4 β and µ are equivalent

Next we prove Theorem 10.2.1, starting with the easier direction:

Lemma 10.4.1 Suppose Γ is connected and |Q| ≤ |Γ|. Then

µ(S(Q,Γ)). β 2
Γ(3Q)|Q|.

Proof Let β = βΓ(3Q). Since µ(L(Q))≍ |Q|, the inequality is trivially true if

β ≥ 1/100 so assume β < 1/100. Suppose W is a β |Q|-wide strip containing

Γ∩3Q. Any line in S(Q,Γ) must hit both short sides of some rectangle R⊂W ∩
(2Q\1 2

3
Q) that has long sides of length ≍ |Q| on the sides of W and short sides

of length ≍ β |Q|. By Exercise 10.5, the measure of this set is . β 2|Q|.

For the other direction, we start with a simple fact about D∗
0 (Q).

Lemma 10.4.2 If Q∗ ∈ D∗
0 (Q) then A = (3Q \ 2Q)∩ (3Q∗ \ 2Q∗) is a topo-

logical annulus whose inner and outer boundaries are at least distance 1
6
ℓ(Q)

apart. Furthermore, there is a curve γ ⊂ A that separates the boundaries of

2 1
12

Q and 2 11
12

Q and is distance ≥ 1
12
ℓ(Q) from each of these boundaries.

The proof is a picture; see Figure 10.4.1.

γ

γ

Q

Q*

2Q

2Q*

3Q*

3Q

Figure 10.4.1 A typical case of Lemma 10.4.2. The shaded region is A = (3Q \
2Q)∩ (3Q∗ \2Q∗). The bold square is the curve γ in Lemma 10.4.2.

Lemma 10.4.3 Suppose Γ is path connected, Q ∈ D , Γ∩Q 6= /0 and |Q| ≤
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1
3
|Γ|. Then there is a Q∗ ∈ D∗

0 (Q) so that

µ(S(Q∗,Γ))& β 2
Γ

(
2

11

12
Q

)
|Q|.

Proof Without loss of generality we may assume Q has side length 1. Note

that Γ hits both Q and 3Qc. Let β = βΓ(2
11
12

Q). Choose z∈ Γ∩∂Q and let D1 =

D(z, 1
12
). Choose w ∈ Γ∩ ∂D1 so that z and w are connected by a component

of Γ∩D1. Let S1 = [z,w] be the segment connecting them. Then S1 ⊂ 1 2
3
Q and

any line that hits S1 must also hit Γ∩ 1 2
3
Q. Let L be the line that contains S1

and let W0 ⊂W1 be the strips of width β/1000 and β/2 respectively, both with

axis L.

Case 1: Suppose there is a point

v ∈ Γ∩
(

2
11

12
Q\2

1

12
Q

)
\W0.

Since Γ is connected and has diameter ≥ 3|Q|, v can be connected to a point

u ∈ Γ with |u− v| = 1
24

by a subarc of Γ that stays inside D2 = D(v, 1
24
). Let

S2 = [u,v] be the segment connecting these two points and note that any line

that hits S2 also hits Γ∩D2 ⊂ 3Q \ 2Q. Since S2 has an endpoint outside W0,

the measure of the set of lines that hits both S1 and S2 is & β 2|Q| by Lemma

10.1.2.

W0

D1

D2

S1

S2

u

v
zw

Figure 10.4.2 In case 1, Γ is close to a line inside 2 1
12

Q, but not outside this

square. Therefore we can find inscribed arcs that are well separated and each is

not close to the line containing the other. This means the measure of lines hitting

both segments is bounded away from zero in terms of β .
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Case 2: Suppose that

Γ∩
(

2
11

12
Q\2

1

12
Q

)
\W0 = /0.

Thus there must be a point p∈Γ∩(2 1
12

Q\W1). Choose a point q with |p−q| ≤
1

12
that is connected to p by a subarc of Γ inside D3 = D(p, 1

12
) ⊂ 2 1

3
Q and

let S3 = [p,q]. As before, any line that hits S3 must also hit Γ∩D3. Choose

an element Q∗ ∈ D∗
0 (Q) (possibly Q itself) so that D3 ⊂ 1 2

3
Q∗ (it is easy to

check there is at least one). Let γ be the curve from Lemma 10.4.2. Γ must

hit γ at some point u, and u ∈ 2 11
12

Q \ 2 1
12

Q and is distance ≥ 1
12

from the

boundary of 2 11
12

Q\2 1
12

Q. Thus if D4 is a disk of radius 1
12

centered at u, then

D4 ⊂ 2 11
12

Q \ 2 1
12

Q. As before, we can find a radius S4 of D4 so that any line

that hits S4 also hits Γ∩D4. Moreover, p must be outside the strip of width

β/1000 whose axis is the line containing S4 (this strip is inside W1 because

our assumption implies S4 is close to W0 and close to parallel to L). Hence the

measure of the set of lines that hit both S4 and S3 is & β 2.

The two lemmas show that for a path connected set Γ and a square Q there

is a Q∗ ∈ D∗
0 (Q) so that

βΓ

(
2

11

12
Q

)2

|Q|. µ(S(Q∗,L)). βΓ(3Q)2|Q|. (10.4.1)

Thus β 2
Γ(3Q) roughly measures the probability that a line hitting Q hits Γ∩3Q

at least twice at points separated by ≍ |Q|.
The asymmetry between the left and right sides of (10.4.1) can be removed

by summing over all dyadic squares as follows. Suppose Q ∈ D and Q∗ ∈
D∗

0 (Q). Note that 3Q∗ ⊂ 3Q↑. Hence by Lemma 10.4.1

µ(S(Q∗,Γ)). β 2
Γ(3Q∗)|Q∗|. β 2

Γ(3Q↑)|Q↑|.

Thus relabeling Q↑ by Q,

∑
Q∗∈D∗

µ(S(Q∗,Γ)). ∑
Q∈D

β 2
Γ(3Q)|Q|.

For Q ∈ D , let Q↑∗ ∈ D∗
0 (Q

↑) be the square corresponding to Q↑ by Lemma

10.4.3. Note that 3Q ⊂ 2Q↑ ⊂ 2 11
12

Q↑, so we have

βΓ(3Q)2|Q|. βΓ

(
2

11

12
Q↑
)2

|Q↑|. µ(S(Q↑∗,L)),

and hence (relabeling Q↑∗ by Q∗),

∑
Q∈D

β 2
Γ(3Q)|Q|. ∑

Q∗∈D∗
µ(S(Q∗,Γ)). (10.4.2)
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This completes the proofs of Theorems 10.2.1 and 10.2.3.

10.5 β -sums estimate minimal paths

For a path connected set Γ, the β -sum estimates H 1(Γ) up to a bounded factor.

For a general set E it estimates the length of a shortest connected set containing

E. This result is known an Jones’ Traveling Salesman Theorem, the analysts’

Traveling Salesman Theorem or sometimes simply as the TST.

Theorem 10.5.1 If E ⊂R2 then there is a path connected set Γ containing E

so that

H 1(Γ)≍ |E|+ ∑
Q∈D

β 2
E(3Q)|Q|,

and this set has length comparable to the infimum of the lengths of all path

connected sets containing E.

Proof We only need to prove . since the other direction is immediate from

Theorem 10.2.1 and the fact that βE(Q)≤ βΓ(Q) if E ⊂Γ. Our proof is adapted

from an argument given by Garnett and Marshall (2005).

We describe an inductive construction of nested, connected sets Γ0 ⊃ Γ1 ⊃
Γ2 ⊃ ·· · that all contain E and whose limit will be the desired curve Γ. Each Γn

is a union of closed convex sets Rn and line segments
⋃

k≤n Sk. Each R∈Rn is

the convex hull of R∩E and Γn+1 is obtained from Γn by replacing each R∈Rn

by a union of two convex subsets that have disjoint interiors and possibly a line

segment.

If R is a closed convex region, we let

β (R) = sup
L

sup
z∈R

dist(z,L)/|R|,

where the first supremum is over all chords of R of length |R|. A diameter of R

will be a choice of L where the supremum is attained.

To start the induction, let R0 consist of one set; the convex hull of E. In gen-

eral, suppose R ∈ Rn and let I be a diameter. There are two cases to consider.

Let K be the middle third of I and let P be the orthogonal projection on I. Then

either P(E ∩R)∩K contains a point or it does not.

Case 1: Assume there a point z∈R∩E with P(z)∈K. Then P(z) divides I into

two segments I1 and I2. Let E1 = P−1(I1)∩E∩R and E2 = P−1(I2)∩E∩R and

let R1 and R2 be the convex hulls of these sets. Clearly they are subsets of R,
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both contain z on their boundaries and ∂R∩E ⊂ ∂R1∪∂R2, so that replacing R

by R1∪R2 keeps Γn+1 connected. See Figure 10.5.1. We let S be the degenerate

segment consisting of the point z.

Case 2: Assume P(E ∩R)∩K = /0. Let I1, I2 be the components of I \K and

define E1,E2 to be (as above) the parts of E ∩R that project onto I1, I2 respec-

tively and let R1,R2 be the convex hulls of these sets. We also add the shortest

possible segment S that connects E1 and E2. Again, replacing R by the union

of these three pieces keeps Γn+1 connected.

R1 R2
R

I S

R1

R2

R
I

Figure 10.5.1 Cases 1 and 2 of the construction. The convex set R is replaced by

two convex subsets and possibly a line segment connecting them.

In each case, we call R1,R2 the “children” of R and S the segment associated

to R. The collection Rn+1 is defined by replacing each element of Rn by its

two children and Sn+1 consists of all the segments associated to case 2 sets in

Rn. We define Γn as the union of all sets in Rn and
⋃

k≤n Sk. Then {Γn} is a

nested sequence of compact sets and Γ = ∩Γn is the desired set. To prove the

theorem, it suffices to show Γ has length bounded by the β -sum for E, and this

follows from

sup
n

[
∑

R∈Rn

|R|+
n

∑
k=1

∑
S∈Sk

|S|
]
. |E|+ ∑

Q∈D

β 2
E(3Q)|Q|. (10.5.1)

Lemma 10.5.2 If R is replaced by R1,R2,S in the construction, then

|R1|+ |R2|+
1

2
|S| ≤ |R|+O(β 2(R)|R|).

Proof In Case 1, |I1|, |I2| are both ≥ |R|/3 and |S|= 0. Since R1 is contained

in a |I1|×2β (R)|R| rectangle it has diameter bounded by
√
|I1|2 +β 2(R)|R|2 ≤ |I1|+O(β 2(R)|R|).

Adding this to the analogous estimate for R2 gives the desired estimate. Case

2 is easier, for

|R1|+ |R2|+
1

2
|S| ≤ 5

2
|R| ≤ |R|+2250β 2(R)|R|,
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if β (R)≥ 1/30 and if β (R)< 1/30, then

|R1|+ |R2|+
1

2
|S|

≤ |I1|+ |I2|+4β (R)|R|+ 1

2
(|R|− |I1|− |I2|+2β (R)|R|)

≤ 1

2
|R|+ 1

2
|I1|+

1

2
|I2|+5β (R)|R|

≤ |R|.

Note that

1

2
β (R)|R|2 ≤ area(R)≤ 2β (R)|R|2,

since there is a triangle of height β |R| and base |R| contained in R and R is con-

tained in a 2β (R)|R|×|R| rectangle. See Figure 10.5.2. The part of the triangle

that projects onto I1 has base length at least |R|/3 and height ≥ β (R)|R|/3 and

hence area ≥ β (R)|R|2/18 ≥ area(R)/36. Since R2 always omits the part of R

that projects onto I1, we have

area(R2)≤
35

36
area(R),

and the same holds for R1. See Figure 10.5.2.

β(  )R |R|

|R| |R|

Figure 10.5.2 On the left is the proof that the area of a convex region is compa-

rable to β (R)|R|2. The right shows that the area of R1 and R2 are smaller than the

area of R by a uniform factor.

Lemma 10.5.3 There is a M < ∞ so that if R ∈ Rn, R′ ∈ Rn+M and R′ ⊂ R,

then |R′| ≤ 1
2
|R|.

Proof Let λ = 35/36. By our previous remarks, after M steps the area goes

down by λ M and hence if R′ ⊂ R and R′ ∈ Rn+k, then

1

2
β (R′)|R′|2 ≤ area(R′)≤ λ k area(R)≤ λ k2β (R)|R|2.
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If |R′| ≥ |R|/2, then

β (R′)≤ 48λ kβ (R)≤ 48λ k,

is as small as we wish. But if β (R′) is small enough, then it is easy to see

that each of its “children” has diameter ≤ 3
4
|R′|. So in either case, after k+ 1

generations, the diameters must drop by a factor of at least 3/4. So after M =

3(k+1), the diameters must drop by (3/4)3 < 1/2.

For Q ∈ D let R(Q,n) be the collections of convex sets R ∈ Rn such that

ℓ(Q)/2 < |R| ≤ ℓ(Q) and R∩Q 6= /0. Let R(Q) =
⋃

n≥0 R(Q,n). Elements of

R(Q,n) have disjoint interiors, but elements of R(Q) need not. However, if

two elements overlap, then one is contained in the other and the smaller is

obtained from the larger by applying the construction a finite number of times.

Because of Lemma 10.5.3, the number of times is uniformly bounded by M.

Thus elements of R(Q) have bounded overlap, i.e., any point is contained in

at most O(1) elements of R(Q).

Lemma 10.5.4 With notation as above,

∑
R∈R(Q)

β 2(R)|R|. β 2
E(3Q)|Q|.

Proof Let W be the strip in the definition of βE(3Q). Every R that hits Q and

has diameter ≤ ℓ(Q) is contained in 3Q. Since W is convex, every such R is

also contained in W . Since no point is in more than M of the Rs, and since the

boundary of a convex set has zero area,

∑
R(Q)

β (R)|Q|2 . ∑area(R)≤ M · area(3Q∩W )≤ 18MβE(3Q)|Q|2,

and hence

∑
R∈R(Q)

β (R). βE(3Q).

For positive numbers, ∑a2
n ≤ (∑an)

2, and this proves the lemma.

The lemma implies

∑
R∈Rk+1

|R|+ 1

2
∑

S∈Sk+1

|S|−∑
Rk

|R| ≤ ∑
Rk

β 2(R)|R|.

Now sum this for k = 1, . . . ,n, use telescoping series and the fact that every R
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is in some R(Q),

∑
Rn+1

|R|+ 1

2

n

∑
k=1

∑
S∈Sk+1

|S| ≤ |E|+O(
n

∑
k=1

∑
R∈Rk

β 2(R)|R|)

≤ |E|+O( ∑
Q∈D

∑
R∈R(Q)

β 2(R)|R|)

≤ |E|+O( ∑
Q∈D

β 2
E(Q)|Q|).

If we multiply both sides by 2, we get (10.5.1) and this completes the proof of

Theorem 10.5.1.

Corollary 10.5.5 If Γ is connected, then the number N of dyadic squares of

side length 2−n that hit Γ satisfies

N ≍ 2n

[
|Γ|+ ∑

Q∈Dk,k≤n

β 2
Γ(3Q)|Q|

]
.

Proof The & direction was proven in Corollary 10.2.4. For the other direction

let E ⊂ Γ be a 2−n+2-net, i.e., a finite set so that any two points of E are at least

distance 2−n+2 apart but every point of Γ is within 2−n+3 of E. If E has M

points then M ≍ N. Any path containing E has length & 2−nM since the path

has length ≥ 2−n in each of the disjoint disks D(z,2−n), z ∈ E. Thus if γ is a

path connected set containing E such that H 1(γ) is within a factor of 2 of the

infimum over all such sets, then

N . 2nH 1(γ). 2n

(
|E|+ ∑

Q∈D

β 2
E(3Q)|Q|

)

. 2n

(
|Γ|+ ∑

Q∈Dk,k≤n

β 2
Γ(3Q)|Q|

)
,

since βE(Q)≤ βΓ(Q) for any Q and βE(3Q) = 0 if ℓ(Q)≤ 1
3
2−n+2.

Theorem 10.5.6 If Γ is path connected and bounded, and if βΓ(3Q)≤ β for

every Q ∈ D , then the upper Minkowski dimension of Γ is 1+O(β 2).

Proof We may suppose that Γ ⊂ [0,1]2 and that β is small. Let Cn ⊂ Dn be

the squares that hit Γ and let Nn = #(Cn). Let

bn = |Γ|+ ∑
Q∈Dk,k≤n

β 2
Γ(3Q)|Q|.

By Corollary 10.5.5 there is a M < ∞ so that Nn ≤ M2nbn. Thus

bn ≤ bn−1 +β 2Nn2−n ≤ bn−1 +β 2Mbn,
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and so,

bn ≤
1

1−β 2M
bn−1 ≤ (1+2Mβ 2)bn−1 ≤ (1+2Mβ 2)n|Γ|,

if β is small enough. Thus

Nn . 2n(1+β 2)n ≤ (2n)1+log2(1+β 2) = (2−n)−1−O(β 2),

which proves the theorem.

10.6 Notes

The classical traveling salesman problem asks for the shortest path that vis-

its every point of a finite set in the plane or a edge-weighted network. It

is a famous example of an NP-hard problem (meaning that if it could be

solved in polynomial time, so could a host of other apparently difficult prob-

lems). For subsets of Rd , for any fixed dimension d, it is possible to build

a (1+ ε)-approximation to an optimal path for any ε > 0 in polynomial time

due to celebrated independent results of Arora (1998) and Mitchell (1999), for

which they were both awarded the 2010 Gödel prize. Such a method is called

a polyniomial time approximation scheme (PTAS). For subsets of a metric

space, 3
2
-approximation is the best known (see Exercise 10.10) and for a gen-

eral weighted graph any C-approximation is NP-hard (see Exercise 10.12). For

more background and details see Har-Peled (2011) and Mitchell (2004).

Jones originally proved his traveling salesman theorem to study the Lp bound-

edness of the Cauchy integral on graphs of Lipschitz functions and it has found

many applications to this and other problems. For example, it forms part of the

deep work of David, Mattila, Melnikov, Semmes, Tolsa, Verdera and others

on analytic capacity and Vitushkin’s conjecture, see e.g., Jones (1991), David

(1998), Tolsa (2003), Mattila et al. (1996), Dudziak (2010). Bishop and Jones

used it to study the geometric properties of 2-dimensional harmonic measure

(Bishop and Jones, 1990, 1994a).

Jones’ original proof of Theorem 10.2.3 (Jones, 1990) uses quite of bit of

machinery from complex analysis. First, he shows that the bound (10.2.1) is

correct if Γ is a Lipschitz graph. i.e., has form

Γ = {(a+ iA(x)) : x ∈ [a,b]},

for some A satisfying the Lipschitz condition

sup
x 6=y

|A(x)−A(y)|
|x− y| = M < ∞.
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An M-Lipschitz domain is a region whose boundary can be written as a union

of M arcs, each of which (after rotation) is the graph of an M-Lipschitz func-

tion. Then he shows that a simply connected region Ω that is bounded by a

rectifiable curve can be decomposed into a union of domains Ω = ∪Ω j, each

of which are Lipschitz domains and so that ∑ℓ(∂Ω j). ℓ(∂Ω). This step uses

a powerful technique of Carleson called the “corona construction” (e.g., Gar-

nett, 1981) applied to the Riemann mapping from the disk onto Ω. Jones then

shows the β -sum for the original domain can be bounded using the β -sums

and areas of the Lipschitz subdomains. Finally, if Γ is any rectifiable planar

curve, then Γ divides the plane into at most countably many simply connected

regions {Wj} and he estimates the β -sum for Γ in terms of the β -sums for

these regions. This proves the desired result, but this approach is limited to

two dimensions (because it uses the Riemann mapping) and is rather indirect

compared to the proof of sufficiency. Okikiolu (1992) replaces Jones complex

analytic approach by a much more geometric argument (our proof was based

on hers) that extends to Rn, and Schul (2005, 2007b, 2007c) has shown TST

holds in Hilbert space (in particular, the constants on Rn do not blow up with

n). His theorem requires a reformulation where dyadic cubes are replaced by

2−n-nets centered on the set; the moral is that in high dimensions one must

concentrate on the set and ignore the empty space around it.

TST on the Heisenberg group is considered in Ferrari et al. (2007) and Juillet

(2010). A version for metric spaces (using Menger curvature in place of the β s)

has been given by Hahlomaa (2005, 2008, 2007) and Schul (2007b, 2007a).

TST has also been generalized from sets to measures by Lerman (2003): he

considers the question of finding conditions on a positive measure in Rd that

imply a certain fraction of its mass will live on a curve of given length. See

also Hahlomaa (2008).

The uniformly wiggly condition arises in various contexts that involve some

form of self-similarity (see Exercises 10.35-10.39), but many interesting sets

satisfy only a “β is large at most points and most scales” condition. This is

common in Julia sets, Kleinian limit sets and many random examples, but so

far dimension estimates need to be handled on a case-by-case basis, using extra

information about each situation. For example, Jones’ Theorem was exploited

in Bishop et al. (1997) to show that the frontier of planar Brownian motion

(i.e., the boundaries of the complementary components) has dimension > 1

(and amusingly makes use of a tiling of the plane by fractal Gosper islands

instead of the usual dyadic squares). This result has since been superseded by

the work of Lawler, Schramm and Werner (see Lawler 1996, (Lawler et al.,

2001a, 2001b, 2001c, 2002) who showed the Brownian frontier has dimension



328 The Traveling Salesman Theorem

4/3, verifying a conjecture of Mandelbrot. Also see related work of Aizenman

and Burchard (1999).

A version of Theorem 10.2.5 for “wiggly metric spaces” is given by Azzam

(2015).

Theorem 10.2.5 can be used to prove Bowen’s dichotomy: a connected limit

set of a co-compact Kleinian group is either a circle (or line) or has dimen-

sion > 1 (indeed, it is uniformly wiggly). Sullivan (1984) showed Bowen’s

result was true if R = Ω/G is a Riemann surface of finite area, although the

uniformly wiggliness may fail. Bishop (2001) showed dim > 1 still holds if

R = Ω/G is recurrent for Brownian motion (equivalently, R has no Green’s

function). However, this is sharp: Astala and Zinsmeister showed that for any

Riemann surface R that is transient for Brownian motion we can write R =

Ω/G where ∂Ω is rectifiable but not a circle. Related examples are given in

Bishop (2002). In Bishop and Jones (1997) it is proven that the limit set of

a finitely generated Kleinian group is either totally disconnected, a circle, or

has dimension > 1. There are similar generalizations of Bowen’s dichotomy

to non-hyperbolic, connected Julia sets. See Zdunik (1990), Urbański (1991),

Hamilton (1995).

Theorem 10.5.6 is due to Mattila and Vuorinen (1990). One consequence

is that if f is a K-quasiconformal mapping of the plane, then dim( f (R)) =

1+O(k2) where k = (K −1)/(K +1). A mapping is K-quasiconformal if

limsup
r→0

max|x−y|=r | f (x)− f (y)|
min|x−y|=r | f (x)− f (y)| ≤ K.

More recently, Smirnov (2010) has proved that dim( f (R))≤ 1+ k2, verifying

a conjecture of Astala. See Prause and Smirnov (2011).

10.7 Exercises

Exercise 10.1 Suppose γ is a curve connecting points a,b ∈ R2 and S is the

segment [a,b]. Prove that any line that hits S also hits γ (this fact was used

several times throughout the chapter).

Exercise 10.2 If K is convex, prove that µ(L(K)) is the boundary length of

K. If K is connected, then it is the boundary length of the convex hull of K.

Exercise 10.3 If K1 ⊂ K2 are convex sets with perimeters L1,L2, then the

probability that a line that hits K2 also hits K1 is L1/L2.

• Exercise 10.4 Suppose {a,b,c,d} are the vertices (in counterclockwise
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order) of a convex quadrilateral Q. Show that the measure of the set S of lines

that hit both [a,b] and [c,d] is

µ(S) = |a− c|+ |b−d|− |b− c|− |a−d|.

Exercise 10.5 Show that the set of lines that intersect both β -long sides of a

β ×1 rectangle has µ-measure 2
√

1+β 2 −2.

Exercise 10.6 What is the probability that a unit line segment dropped at

random onto the plane will hit Γ = {(x,y) : y ∈ Z}? This is the Buffon Needle

problem.

Exercise 10.7 Suppose Γ is a rectifiable Jordan arc (a 1-to-1 image of an

interval [a,b] under an absolutely continuous map γ with |γ ′| = 1 a.e.). Show

that ℓ(Γ) = |b−a|= 1
2

∫
n(Γ,L)dµ(L).

Exercise 10.8 If K is convex then A = area(K) =
∫ |L∩K|dL (recall |E| is

the diameter of E). Thus the average length of chord of K is πA/L, where and

L is the perimeter of K.

Exercise 10.9 The minimal spanning tree (MST) of a planar point set V is

a tree with these points as vertices that has minimum total edge length. Show

that the MST of an n point set can be constructed in time O(n2 logn) using

Kruskal’s algorithm (Kruskal, 1956): add edges in order of increasing length,

but skipping edges that would create a cycle. Deduce that the solution to TSP

on V can be computed to within a factor of 2 in polynomial time.

Exercise 10.10 There must be an even number 2N of vertices O where the

minimal spanning tree (MST) has odd degree, so we can choose a minimal

perfect matching (N non-adjacent edges of the complete graph on O that min-

imize total length). Prove that adding these edges to MST creates a graph G

with all even degrees whose total edge length is less than 3/2 the TSP solution

for V . Taking an Eulerian circuit for G and shortening it by skipping previously

visited vertices gives the desired path. This is the Christofides algorithm.

Exercise 10.11 Show the Christofides algorithm works in polynomial time.

The main point is to show the minimal perfect matching M can be constructed

in polynomial time. An O(n4) method is due to Edmonds (1965). See also

Gabow (1990).

Exercise 10.12 Show that if there is a polynomial time algorithm for comput-

ing a C-approximation to TSP for a general weighted graph for any C <∞, then

finding a Hamiltonian path is also possible in polynomial time. The latter is a
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well known NP-hard problem, so even approximately solving TSP on a general

weighted graph is NP-hard. There are polynomial time (1+ ε)-approximation

methods for TSP in R2, due to Arora (1998) and Mitchell (1999).

Exercise 10.13 Give an explicit estimate for the constant in Lemma 10.1.2.

Exercise 10.14 Given a set E and a disk D = D(x, t) define

βE(x, t) =
1

t
inf
L

sup
z∈E∩D

dist(z,L),

where the infimum is taken over all straight lines L hitting D. Show that
∫ ∞

0

∫

R2
βE(x, t)

dxdt

t

is comparable to the sum over dyadic squares in (10.2.1).

Exercise 10.15 If E is a set in the plane, show that there is a connected set Γ

containing E that attains the minimum 1-dimensional Hausdorff measure over

all connected sets containing E.

Exercise 10.16 Show that the shortest Γ in Exercise 10.15 need not be unique.

Exercise 10.17 Consider the snowflake curves in Figure 10.7.1 formed by a

variation on the usual construction, where at the nth stage we add to each edge

of length r a centered isosceles triangle of base r/3 and height ran/6. Show

that the resulting curve has finite length if and only if ∑n a2
n < ∞.

Figure 10.7.1 A rectifiable and non-rectifiable snowflake. These were formed

with the sequences an = n−1 and an = n−1/2. See Exercise 10.17.

Exercise 10.18 Prove that for any disk D in the plane there are squares

Q1,Q2 ∈D∗ with Q1 ⊂ D ⊂ Q2 and such that |Q2|/|Q1| is uniformly bounded.

Exercise 10.19 Prove that D∗
0 (Q)⊂ D∗. In particular, D∗

0 (Q) consists of the

elements of D∗ that are the same size as Q and are contained in 1 2
3
Q.

Exercise 10.20 Show that for any Q ∈ D and λ > 0, there is a Q′ ∈ D∗ so

that λQ ⊂ Q′ and |Q′| ≍ λ |Q|. The number of different Q’s that are associated

to a single Q′ in this way is uniformly bounded.
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Exercise 10.21 If Γ is a connected rectifiable set, show there is a arc-length

preserving map γ to some circle to Γ that is 2 to 1 almost everywhere.

Exercise 10.22 A set Γ is called Ahlfors regular (or Ahlfors–David regular

or David regular) if there is a C < ∞ such that C−1r ≤ H 1(Γ∩B(x,r))≤Cr

for every x ∈ Γ and r ∈ (0, |Γ|]. Show that a curve Γ is Ahlfors regular iff there

is a C < ∞ such that

∑
Q′⊂Q

βΓ(Q
′)2|Q′| ≤C|Q|,

for all dyadic squares Q. David (1984) showed that these are exactly the class

of curves for which the Cauchy integral is a bounded operator on L2(Γ). They

also arise in the Hayman–Wu problem (Bishop and Jones, 1990).

Exercise 10.23 A Jordan curve Γ satisfies Ahlfors’ three point condition if

there is a C < ∞ such that for any two points x,y ∈ Γ and z ∈ Γ(x,y) we have

|x− z|+ |z−y| ≤ (1+C)|x−y|. The three point condition characterizes quasi-

conformal images of a circle or line segment, so curves with the property are

also called quasicircles or quasiarcs. Show that a quasicircle in R2 must have

upper Minkowski dimension strictly less than 2.

Exercise 10.24 A rectifiable Jordan curve Γ is called chord-arc (or Lavren-

tiev) if there is a C < ∞ such that for any two points x,y ∈ Γ, the shorter arc on

Γ between x and y has length ≤C|x− y|. Show that Γ is chord-arc iff it is both

a quasicircle and Ahlfors regular.

Exercise 10.25 Construct a rectifiable quasicircle that is not a chord-arc

curve.

Exercise 10.26 Show that for every ε > 0 there is a δ > 0 so that if F is a set

with βF(Q)≤ δ for every Q then F lies on a curve Γ with βΓ(Q)≤ ε for every

Q. This is due to Fang (1990).

Exercise 10.27 Suppose ∑Q βE(3Q)2ℓ(Q)<∞. Prove that E is contained in a

connected set Γ with H 1(Γ) bounded as in Theorem 10.5.1 and also satisfying

the following condition: if x,y∈ Γ, then there is a connected set γ ⊂ Γ such that

x,y ∈ γ and H 1(γ)≤C|x−y|. See Jones (1990), Kenyon and Kenyon (1992),

Bishop (2010), Azzam and Schul (2012).

Exercise 10.28 Given a square Q let L be a minimizing line in the definition

of βE(3Q). Let E∗ denote the orthogonal projection of E ∩ 3Q onto L. Then

(L∩ 3Q) \E∗ consists of intervals. Let γE(3Q) be the length of the longest
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such interval divided by ℓ(Q). Show that if E lies on a rectifiable curve Γ, then

∑
Q∈D

γE(3Q)2|Q| ≤C(|E|+H 1(Γ)).

See Bishop and Jones (1990).

Exercise 10.29 Given a square Q and a set E let

δE(Q) =
1

|Q| inf
L

d(E ∩3Q,L∩3Q),

where d denotes the Hausdorff distance between sets, i.e.,

d(E,F) = max
x∈E

dist(x,F)+max
y∈F

dist(y,F).

Use the previous exercise to show that Jones’ Theorem can be restated as fol-

lows: E lies on a rectifiable curve iff

∑
Q∈D :|Q|≤|E|

δE(Q)2ℓ(Q)< ∞.

See Bishop and Jones (1990).

Exercise 10.30 Define β̂E(Q) by measuring the distance to the best approxi-

mating circle (instead of the best approximating line). Show that Jones’ Theo-

rem still holds, i.e., E lies on a rectifiable curve iff

|E|+ ∑
Q∈D

β̂E(3Q)2|Q|< ∞.

Exercise 10.31 Show there exists a C > 0 such that if E is a compact set of

diameter 1 and if for every x ∈ E

∑
x∈Q

βE(3Q)2 ≤ M,

then K lies in a rectifiable curve of length at most CeCM (Bishop and Jones,

1994b).

Exercise 10.32 (Bishop and Jones, 1994b) Suppose Γ is a curve. Prove that

except for a set of H 1 measure 0, x is a tangent point of Γ iff

∑
x∈Q

βE(Q)2 < ∞.

Exercise 10.33 Show that the estimate ε = Cβ 2
0 is sharp in Theorem 10.2.5

(except for the choice of C) by building snowflakes that attain this bound.
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Exercise 10.34 Is Theorem 10.2.5 still true if we drop the assumption that E

is connected?

Exercise 10.35 If Γ is a self-similar connected set in R2, show that it is either

a line segment or uniformly wiggly.

• Exercise 10.36 Suppose Ω is a bounded, simply connected plane domain

and G is a group of Möbius transformations each of which map Ω 1-1, onto

itself and so that the quotient space Ω/G is compact. Show that ∂Ω is either a

circle or uniformly wiggly.

• Exercise 10.37 The Julia set J of a polynomial P is a compact invariant

set for P and is called hyperbolic if all critical points of P and their iterates

remain outside an open neighborhood U of J . Prove that a connected hyper-

bolic Julia set is either an analytic curve or uniformly wiggly.

• Exercise 10.38 A holomorphic function on the unit disk is called Bloch if

||g||B = |g(0)|+ sup
z∈D

|g′(z)|(1−|z|2)< ∞.

This is a Möbius invariant norm. g is called “maximal Bloch” if

sup
0<r<1

inf
τ
‖g◦ τ(rz)‖B > 0,

where the infimum is over Möbius self-maps of the unit disk. Show that if

f : D→ Ω is conformal and g = log f ′ is maximal Bloch, then ∂Ω is uniformly

wiggly.

Figure 10.7.2 f -image of circle where f ′(z) = exp(.4∑10
n=1 einz2n

). This is a uni-

formly wiggly curve coming from an maximal Bloch function. See Exercise

10.39.
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• Exercise 10.39 Show g(z)=∑∞
n=1 zbn

is maximal Bloch if b is large enough.

It is a theorem of Nehari that if log f ′ = εg, then f is conformal if ε is small

enough, so this provides an example of a domain with uniformly wiggly bound-

ary via Exercise 10.38. See Figure 10.7.2.

• Exercise 10.40 Construct f so Ω = ∂ f (D) is uniformly wiggly, but f is

not maximal Bloch.

Exercise 10.41 A curve Γ is called locally flat if βΓ(Q) → 0 as ℓ(Q) → 0.

Construct an example of a non-rectifiable, locally flat curve.

Exercise 10.42 If Γ is a locally flat curve, show dim(Γ) = 1.

Exercise 10.43 An analytic function ϕ on D is in the little Bloch space, B0,

if |ϕ ′(z)|(1− |z|) → 0 as |z| → 1. Show that if f is conformal then f (∂D) is

locally flat iff log f ′ is in the little Bloch space.

Exercise 10.44 If f is a continuous function on R whose graph Γ is uniformly

wiggly, show that f is nowhere differentiable. Is there such a function?

Exercise 10.45 If f is a function on [0,1], define its deviation from linearity

on an interval I ⊂ [0,1] as

α( f , I) = inf
a,b∈R

sup
x∈I

| f (x)− (ax+b)|
|I| .

Let Cε ⊂ D be the collection of dyadic intervals such that α( f , I) ≥ ε . If f is

1-Lipschitz, show that

∑
I∈Cε

|I|. ε−2.

Thus the graph of f is close to a line at “most” points and scales. This is a

quantitative version of Rademacher’s Differentiation Theorem for Lipschitz

functions and has been extended in several directions by Cheeger and others.

See Cheeger and Kleiner (2009) and its references.

Exercise 10.46 Three distinct points x,y,z ∈ R2 determine a circle (or line)

in the plane and we let c(x,y,z) be the reciprocal of the radius of this circle

(c = 0 if the points are collinear). Show that

c(x,y,z) =
2dist(x,Lyz)

|x− y| · |x− z| ,

where Lyz is the line through y and z.
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• Exercise 10.47 If Q ∈ D∗, x ∈ 1 2
3
Q and y ∈ 3Q\2Q, show that

∫∫

γ∩3Q
c2(x,y,z)dµ(z). β 2

γ (3Q)|Q|.

• Exercise 10.48 The Menger curvature of a measure µ on R2 is defined as

c2(µ) =
∫∫∫

c2(x,y,z)dµ(x)dµ(y)dµ(z).

If µ is arclength measure on an Ahlfors regular curve Γ, show c2(µ).H 1(Γ).

This inequality was used by Melinkov and Verdera to give a short, geometric

proof of the boundedness of the Cauchy integral on Lipschitz graphs (Mel-

nikov and Verdera, 1995). See Tolsa (2014) for much more about Menger cur-

vature, rectifiable measures, singular integrals and analytic capacity.

Exercise 10.49 Show the inequality in Exercise 10.47 does not reverse, i.e.,

if γ = [−1,1]∪ [0, iβ ], and Q = [−1,1]2, then
∫∫

γ∩3Q
c2(x,y,z)dµ(z). β 3

γ (3Q)|Q|.

(However, the inequality in Exercise 10.48 does reverse, e.g., Theorem 38 of

Pajot (2002).)



Appendix A

Banach’s Fixed-Point Theorem

Here we record the well known fact that a strict contraction on a complete

metric space has a unique fixed point, followed by proofs of completeness for

two of the most interesting metric spaces: the space of compact subsets of a

complete space and the space of measures on a compact space.

A.1 Banach’s Fixed-Point Theorem

Theorem A.1.1 Let K be a complete metric space. Suppose that T : K → K

satisfies d(T x,Ty)≤ λd(x,y) for all x,y ∈ K, with 0 < λ < 1 fixed. Then T has

a unique fixed point z ∈ K. Moreover, for any x ∈ K, we have

d(T nx,z)≤ d(x,T x)λ n

1−λ
.

Proof If T x = x and Ty = y, then

d(x,y) = d(T x,Ty)≤ λd(x,y).

Thus, d(x,y) = 0, so x = y, so a fixed point is unique (if it exists).

As for existence, given any x ∈ K, we define xn = T xn−1 for each n ≥ 1,

setting x0 = x. Set a = d(x0,x1), and note that d(xn,xn+1)≤ λ na. If k > n, then

by triangle inequality,

d(xn,xk)≤ d(xn,xn+1)+ · · ·+d(xk−1,xk)

≤ a
(
λ n + · · ·+λ k−1

)
≤ aλ n

1−λ .

This implies that
{

xn : n ∈ N
}

is a Cauchy sequence. The metric space K is

complete, whence xn → z as n → ∞. Note that

d(z,T z)≤ d(z,xn)+d(xn,xn+1)+d(xn+1,T z)≤ (1+λ )d(z,xn)+λ na → 0

336
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as n → ∞. Hence, d(T z,z) = 0, and T z = z.

Thus, letting k → ∞ in (A.1) yields

d(T nx,z) = d(xn,z)≤
aλ n

1−λ
.

It is not sufficient, however, for distances to decrease in order for there to be

a fixed point, as the following example shows.

Example A.1.2 Consider the map T : R→ R given by

T (x) = x+
1

1+ exp(x)
.

Note that, if x < y, then

T (x)− x =
1

1+ exp(x)
>

1

1+ exp(y)
= T (y)− y,

implying that T (y)−T (x)< y− x. Note also that

T ′(x) = 1− exp(x)
(
1+ exp(x)

)2
> 0,

so that T (y)−T (x)> 0. Thus, T decreases distances, but it has no fixed points.

This is not a counterexample to Banach’s Fixed-Point Theorem, however, be-

cause there does not exist any λ ∈ (0,1) for which |T (x)−T (y)|< λ |x−y| for

all x,y ∈ R.

This requirement can sometimes be relaxed, in particular for compact metric

spaces.

Theorem A.1.3 (Compact Fixed-Point Theorem) If K is a compact metric

space and T : K → K satisfies d(T (x),T (y)) < d(x,y) for all x 6= y ∈ K, then

T has a fixed point z ∈ K. Moreover, for any x ∈ K, we have T n(x)→ z.

Proof Let f : K → R be given by f (x) = d (x,T x). It is easy to check that f

is continuous; since K is compact, there exists z ∈ K such that

f (z) = min
x∈K

f (x). (A.1)

If T z 6= z, then f (T (z)) = d(T z,T 2z)< d(z,T z) = f (z), and we have a contra-

diction to the minimizing property (A.1) of z. This implies that T z = z.

Finally, we observe that iteration converges from any starting point x. Let

xn = T nx, and suppose that xn does not converge to z. Then for some ε > 0,

the set S = {n|d(xn,z)≥ ε} is infinite. Let {nk} ⊂ S be an increasing sequence

such that yk = xnk
→ y 6= z. Now

d(Tyk,z)→ d(Ty,z)< d(y,z). (A.2)
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But T nk+1−nk−1(Tyk) = yk+1, so

d(Tyk,z)≥ d(yk+1,z)→ d(y,z)

contradicting (A.2).

A.2 Blaschke Selection Theorem

Let (X ,d) be a metric space and let Cpt(X) denote the collection of non-empty

compact subsets of X . Endow Cpt(X) with the Hausdorff metric, whose defi-

nition we recollect below.

Definition A.2.1 For a compact subset K of a metric space (X ,d) define

Kε to be the the set of points at distance less than ε from K, that is Kε =

{x ∈ X : d(x,K) < ε}. If K1 and K2 are two compact subsets of (X ,d) define

the Hausdorff distance between K1 and K2 as dH(K1,K2) = inf{ε > 0 : K1 ⊂
Kε

2 ,K2 ⊂ Kε
1}.

Theorem A.2.2 (Blaschke Selection Theorem) If (X ,d) is a compact metric

space, then (Cpt(X),dH) is also compact.

In fact, the following two lemmas show something slightly stronger.

Lemma A.2.3 If (X ,d) is a complete metric space, then (Cpt(X),dH) is also

complete.

Lemma A.2.4 If (X ,d) is a totally bounded, then (Cpt(X),dH) is also totally

bounded.

It is a basic result in metric topology (see, for example, Folland (1999a)) that

a metric space is compact if and only if it is complete and totally bounded, so

the above two lemmas imply Theorem A.2.2. This result will be used through-

out this section.

Let B(x,ε) denote the ball in the metric space (X ,d) with the center x and

radius ε .

Proof of Lemma A.2.3 Let {Kn} be a Cauchy sequence in Cpt(X) and de-

fine K =
⋂

n

⋃
j>n K j. We claim that K ∈ Cpt(X) and that the sequence (Kn)

converges to K in metric dH .

To prove compactness of K, we show that K is complete and totally bounded.

Since X is complete, the closed subset K is also complete. To prove that K

is totally bounded, fix ε > 0. Consider N such that dH(Kn,KN) < ε , for all
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n ≥ N. Cover the compact set KN with L balls of radius ε and denote the cen-

ters of these balls by {xi}, i = 1, . . . ,L. Because Kn ⊂ Kε
N , for all n ≥ N and

KN ⊂⋃L
i=1 B(xi,ε), we see that Kn ⊂

⋃L
i=1 B(xi,3ε) (actually the sets B(xi,2ε)

would suffice to cover Kn, but since we are considering open balls, we use

the larger sets B(xi,3ε)). Since K is also equal to
⋂

n≥N

⋃
j>n K j, we get that

K ⊂⋃L
i=1 B(xi,4ε). This proves that K is totally bounded. Hence, K is compact,

that is, an element of Cpt(X).

Next, we prove that the sequence (Kn) converges to K in Hausdorff metric

dH . As in the previous paragraph, given ε > 0 we choose N so that dH(Kn,KN)<

ε for all n ≥ N. Hence we have the inclusion
⋃

n>N Kn ⊂ K2ε
N , which implies

K ⊂ K2ε
N . To prove the opposite inclusion, for all i ≥ 0 let Ni be a sequence

of integers such that dH(KNi
,Kn) < ε/2i for all n ≥ Ni (we take N0 = N).

Fix an arbitrary y0 ∈ KN and for all i ≥ 1 choose points yi ∈ KNi
such that

d(yi,yi−1) < ε/2i. Then (yi) is a Cauchy sequence and, since (X ,d) is com-

plete, converges to some y∞ ∈ X . By construction ym ∈ ⋃ j≥Ni
K j for all m ≥ i,

which implies that y∞ ∈⋃ j≥Ni
K j. Since this holds for any i, we obtain y∞ ∈ K.

Clearly we have that d(y0,y∞) < 2ε , which implies that KN ⊂ K2ε , hence

dH(KN ,K) ≤ 2ε . Therefore, limn dH(Kn,K) = 0. This establishes the fact that

(Cpt(X),dH) is complete.

Proof of Lemma A.2.4 We begin by fixing an ε > 0. Since (X ,d) is totally

bounded, there exists an ε-net {x j}L
j=1 for X , that is X ⊂⋃L

j=1 B(x j,ε). Let S be

the collection of all non-empty subsets of {x j}L
j=1. Clearly, S is a finite subset

of Cpt(X). Given any K ∈ Cpt(X), consider the set A = {x j : d(x j,K) < ε}.

Observe that K ⊂⋃{B(x j,ε) : x j ∈ A}, which implies K ⊂ Aε . Moreover, since

d(x,K)< ε , for any x ∈ A, we have A ⊂ Kε . Hence, dH(K,A)≤ ε . This proves

that S is a finite ε-net for Cpt(X). Since ε was arbitrary, we conclude that

(Cpt(X),dH) is totally bounded.

A.3 Dual Lipschitz metric

In this section we study the properties of the space of probability measures on

a compact metric space. As before let (X ,d) be a metric space. By C(X) denote

the space of real valued continuous functions on X and let Lip(X) stand for the

set of functions in C(X) which are Lipschitz continuous. For g ∈ Lip(X), let

Lip(g) stand for the Lipschitz constant of g, that is

Lip(g) = sup
x 6=y

|g(x)−g(y)|
d(x,y)

.
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If g ∈ Lip(X) is a 1-Lipschitz function, that is Lip(g)≤ 1, we will simply call

it a Lip-1 function. The aim of this section is to prove the compactness of the

space defined as follows.

Definition A.3.1 Let P(X) denote the set of probability measures on a com-

pact metric space (X ,d). The metric L on the space P(X) given by

L(ν ,ν ′) = sup
Lip(g)≤1

∣∣∣
∫

gdν −
∫

gdν ′
∣∣∣,

is called the dual Lipschitz metric.

Observe that
∣∣∣
∫

gdν −
∫

gdν ′
∣∣∣=
∣∣∣
∫
(g+ c)dν −

∫
(g+ c)dν ′

∣∣∣,

for all constants c, Lip-1 functions g and measures ν ,ν ′ ∈ P(X). Thus in the

definition of L it suffices to take supremum over Lip-1 functions g which van-

ish at some fixed point x0 ∈ X . Since X is compact, for any such function g we

have ‖g‖∞ ≤ diam(X). We will use this observation in the proofs that follow.

First of all, we need to demonstrate that L as defined above is indeed a met-

ric. This easy proof is deferred to Lemma A.3.5. Given the fact that (P(X),L)

is a metric space, we proceed to prove that it is compact.

Theorem A.3.2 For a compact metric space (X ,d), the space of probability

measures on X with the dual Lipschitz metric (P(X),L) is compact.

We will give two proofs of this theorem. The first one has the virtue of

being elementary, whereas the second one involves a nice characterization of

the topology induced by the metric L.

We think of a measure as a functional on an appropriate function space (the

space C(X) or Lip(X)), defined in the canonical way by integration:

µ( f ) =
∫

f dµ .

We will use the fact that Lipschitz functions are dense in the set of continuous

functions on the compact metric space X in the usual sup norm; the proof of

this is deferred to Lemma A.3.4.

First proof of Theorem A.3.2 In order to prove that (P(X),L) is compact, we

show that it is complete and totally bounded.

To show completeness, let (µn) be a Cauchy sequence in (P(X),L). By

the definition of L, the real numbers µn(g) form a Cauchy sequence for each

Lip-1 function g and by scaling, for any Lipschitz function g. Since Lipschitz

functions are dense in C(X) (see Lemma A.3.4), this is true for any function
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f ∈ C(X). As a result, and since R is complete, for each f ∈ C(X) the se-

quence (µn( f )) converges to a limit λ ( f ). Since f 7→ µn( f ) are positive linear

functionals on C(X), the same is true for f 7→ λ ( f ).

Also note that

|λ ( f )|= lim
n

∣∣∣
∫

f dµn

∣∣∣≤ lim
n

∫
‖ f‖∞ dµn ≤ ‖ f‖∞.

This implies that λ is a bounded linear functional on C(X). By the Riesz Rep-

resentation Theorem, the functional λ is given by integration against a non-

negative Borel measure µ ; that is

λ ( f ) =
∫

f dµ ,

for all f ∈ C(X). By taking f to be the constant function 1, we deduce that

µ is in fact a probability measure. We claim that limn L(µn,µ) = 0. To see

this, recall that µn is a Cauchy sequence in L, fix ε > 0 and let N be such

that |µn(g)− µm(g)| < ε for all Lip-1 functions g, and all m,n ≥ N. Letting

m → ∞ implies that |µn(g)− µ(g)| ≤ ε , for all Lip-1 functions g and all n ≥
N. Thus L(µn,µ) ≤ ε for all n ≥ N. Since ε > 0 was arbitrary, we have that

limn L(µn,µ) = 0.

Next we show that (P(X),L) is totally bounded. Fix ε > 0 and take an ε-

net {x j}N
j=1 for the compact space (X ,d). Write X as the disjoint union X =

⋃N
j=1 D j, where D j = B(x j,ε)\

⋃
i< j B(xi,ε). Given any µ ∈ P(X) construct its

discrete approximation

µ̃ =
N

∑
j=1

µ(D j)δx j
,

where δx j
is the delta mass at the point x j. For any Lip-1 function g, we have

|∫ gdµ − ∫ gdµ̃ | ≤ ∑L
j=1 µ(D j)ε = ε . Therefore, L(µ , µ̃) ≤ ε . We will now

approximate the set of all possible such µ̃ (as µ ranges over P(X)) by a finite

set of discrete probability measures. For this, first fix an integer K. Given any

µ ∈ P(X), set p j =
1
K
⌊Kµ(D j)⌋, for all 1 ≤ j ≤ N −1 and pN = 1−∑N−1

j=1 p j.

Define the measure γ(µ) = ∑N
j=1 p jδx j

. For any Lip-1 function g vanishing at

some fixed x0 ∈ X we have

∣∣∣
∫

gdµ̃ −
∫

gdγ(µ)
∣∣∣≤

N

∑
j=1

‖g‖∞|µ(D j)− p j|

≤ diam(X)

(
N−1

∑
j=1

1

K
+

N −1

K

)
.
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By the remark after Definition A.3.1, we obtain

L(µ̃,γ(µ))≤ diam(X)
2(N −1)

K
.

Choosing K = 2N diam(X)/ε , we get L(µ̃,γ(µ))< ε . Thus the set {γ(µ),µ ∈
P(X)} is a 2ε-net in (P(X),L). Note that the set

{(p1, . . . , pN) : K p j ∈ Z+,
N

∑
j=1

p j = 1}

is finite, which implies that the set {γ(µ),µ ∈ P(X)} is finite. Therefore, the

space (P(X),L) is totally bounded. This completes the proof of the theorem.

Next, we embark upon the second approach to Theorem A.3.2. First define

M (X) as the space of finite (signed) Borel measures on X . The basic idea is

to show that P(X) is a closed subset of the unit ball of M (X) in the weak*

topology. The proof is then completed by showing that L metrizes the weak*

topology on P(X), induced from M (X). First we recall some basic notions

required for this approach.

We consider the Banach space (C(X),‖.‖∞) and recall the standard fact (see,

for example, Rudin (1987)) that its dual is M (X) with the norm

‖µ‖= sup
f∈C(X),‖ f‖∞≤1

∣∣∣
∫

f dµ
∣∣∣. (A.1)

As before, we view the elements of M (X) as linear functionals on C(X) acting

via integration: µ( f )=
∫

f dµ . For a fixed f and varying µ , the same recipe de-

fines a (continuous) linear functional on M (X), namely µ 7→ µ( f ). The weak*

topology on M (X) is given by the convergence of all such linear functionals,

that is, it is the topology in which a sequence (µn) converges to µ if and only

if
∫

f dµn →
∫

f dµ , for all f ∈C(X).

Lemma A.3.3 Let (X ,d) be a compact metric space. Let M (X) be the set

of finite signed Borel measures on the space X. Then the metric L on P(X) ⊂
M (X) metrizes the weak* topology on P(X) (induced from the weak* topology

on M (X)).

Proof The fact that L is indeed a metric will be demonstrated in the subse-

quent Lemma A.3.5. Given that L is a metric on P(X), we show that a sequence

of probability measures (µn) converges to µ ∈ P(X) in the weak* topology if

and only if limn L(µn,µ) = 0.

Let us suppose that limn L(µn,µ) = 0. By the definition of the metric L,

for each Lip-1 function g we have
∫

gdµn → ∫
gdµ . By scaling, this is true
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for any Lipschitz function g on X , and since by Lemma A.3.4 the Lipschitz

functions are dense in (C(X),‖.‖∞), we obtain that limn

∫
f dµn =

∫
f dµ , for

each f ∈C(X). Therefore µn → µ in the weak* sense.

For the reverse direction, let µn → µ in the weak* sense. We want to show

that limn L(µn,µ) = 0. Fix an arbitrary point x0 ∈ X and by Lip1 denote the

space of Lip-1 functions which vanish at x0, endowed with the sup norm. By

Lemma A.3.6 this space is compact. Given ε > 0 consider an ε-net {gk}N
k=1

for Lip1. Let n0 be an integer such that for any n ≥ n0 we have

∣∣∣
∫

gk dµn −
∫

gk dµ
∣∣∣≤ ε

for all 1 ≤ k ≤ N. Then, for any g ∈ Lip1, choosing gi to be an element of the

ε-net such that ‖g−gi‖∞ ≤ ε , we obtain for any n ≥ n0,

∣∣∣
∫

gdµn −
∫

gdµ
∣∣∣≤
∣∣∣
∫
(g−gi)dµn

∣∣∣

+
∣∣∣
∫
(g−gi)dµ

∣∣∣+
∣∣∣
∫

gi dµn −
∫

gi dµ
∣∣∣≤ 3ε .

Thus by the remark after Definition A.3.1, we have that L(µn,µ)≤ 3ε for any

n≥ n0. Since ε > 0 was arbitrary, this implies that the sequence (µn) converges

to µ in the dual Lipschitz metric L.

Next we deduce Theorem A.3.2 from Lemma A.3.3.

Second proof of Theorem A.3.2 The set of probability measures P(X) is pre-

cisely the set of elements of M (X) which satisfy

(i) µ( f )≥ 0 for all f ∈C(X) such that f ≥ 0,

(ii) µ(1) = 1.

Both of these conditions are weak* closed. Moreover,

‖µ‖= sup
‖ f‖∞≤1

∣∣∣
∫

f dµ
∣∣∣= 1,

for all µ ∈ P(X). Thus P(X) is a weak* closed subset of the unit ball of

(M (X), | · |). By the Banach–Alaoglu Theorem, the unit ball in (M (X), | · |)
is compact in the weak* topology. Therefore the set P(X) is compact in the

weak* topology. By Lemma A.3.3, the topology on P(X) induced by the met-

ric L is the same as the weak* topology inherited from M (X). This completes

the proof that (P(X),L) is a compact metric space.

We now complete the proof of the auxiliary lemmas which were invoked in

the above proof several times. Some of them are useful observations in their

own right.
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Lemma A.3.4 For any compact metric space (X ,d), the space Lip(X) of

Lipschitz functions is dense in C(X).

Proof We first prove that Lip(X) is an algebra over R. Indeed, if f ,g∈Lip(X)

and α ∈ R, then f +g,αg are in Lip(X). For the product f g we write

( f g)(x)− ( f g)(y) = f (x)g(x)− f (y)g(y)

= f (x)(g(x)−g(y))+g(y)( f (x)− f (y)).

Since ‖ f‖∞ and ‖g‖∞ are finite, this representation allows us to conclude that

f g is also a Lipschitz function. Hence Lip(X) is an algebra which contains

all constant functions on X . Hence, by the Stone–Weierstrass Theorem, the

algebra Lip(X) is dense in C(X).

Lemma A.3.5 The space (P(X),L) as defined in Definition A.3.1 is a metric

space.

Proof We note that reflexivity and the triangle inequality for L are completely

straightforward. The only thing that remains to be proven is that if L(µ1,µ2) =

0 then µ1 = µ2. The condition L(µ1,µ2) = 0 implies that
∫

gdµ1 =
∫

gdµ2 for

all g ∈ Lip(X). Since, by Lemma A.3.4, the set Lip(X) is dense in C(X), we

obtain
∫

f dµ1 =
∫

f dµ2 for all f ∈C(X). By Riesz Representation Theorem,

this gives µ1 = µ2, as desired.

Lemma A.3.6 For any compact metric space (X ,d) and x0 ∈ X, the set of

Lip -1 functions which vanish at x0 is compact in (C(X),‖.‖∞).

Proof We will show that the set of Lip-1 functions which vanish at x0 ∈ X

form a bounded, equicontinuous and closed subset of (C(X),‖.‖∞). The de-

sired result will then follow from the Arzela–Ascoli Theorem. Equicontinuity

is a direct consequence of the fact that these functions are Lip-1. Closedness in

‖.‖∞ is also clear, because given a sequence (gn) of functions in C(X) converg-

ing to g and satisfying both conditions |gn(x)−gn(y)| ≤ d(x,y) and gn(x0) = 0,

the limit function g also satisfies both conditions. Because g is Lip-1 and sat-

isfies g(x0) = 0 and X is a compact metric space, we have ‖g‖∞ ≤ diam(X),

which proves the boundedness. This completes the proof of the lemma.

We note that on P(X), the dual Lipschitz metric

L(ν ,ν ′) = sup
Lip(g)≤1

∣∣∣
∫

gdν −
∫

gdν ′
∣∣∣,

is the same as the Wasserstein metric given by

W (ν ,ν ′) = inf
µ

∫ ∫
d(x,y)dµ(x,y),
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where µ ranges over all possible couplings of ν and ν ′. We refer the interested

reader to pages 420–421 of Dudley (2002).



Appendix B

Frostman’s lemma for analytic sets

In Chapter 3 we proved Frostman’s lemma for compact sets, but stated that it

held for all Borel sets. Here we prove that claim. Not only does this generalize

Frostman’s lemma, it allows for easy generalizations of many other results

whose proofs used Frostman’s lemma. We shall actually define an even larger

class of sets, the analytic sets, and prove two facts. First, the analytic sets form

a σ -algebra containing the open sets and hence every Borel set is analytic.

Second, every analytic set of positive α-measure contains a compact subset of

positive α-measure.

B.1 Borel sets are analytic

A Polish space is a topological space that can be equipped with a metric that

makes it complete and separable.

Definition B.1.1 If Y is Polish, then a subset E ⊂Y is called analytic if there

exists a Polish space X and a continuous map f : X → Y such that E = f (X).

Analytic sets are also called Souslin sets in honor of Mikhail Yakovlevich

Souslin. The analytic subsets of Y are often denoted by A(Y ) or Σ1
1(Y ). In any

uncountable Polish space there exist analytic sets which are not Borel sets, see

e.g., Proposition 13.2.5 in Dudley (2002) or Theorem 14.2 in Kechris (1995).

By definition, if g : Y → Z is a continuous mapping between Polish spaces and

E ⊂Y is analytic, then g(E) is also analytic. In other words, continuous images

of analytic sets are themselves analytic, whereas it is known that continuous

images of Borel sets may fail to be Borel sets. This fact is the main reason

why it can be useful to work with analytic sets instead of Borel sets. The next

couple of lemmas prepare for the proof that every Borel set in a Polish space

is analytic.

346
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We first show that analytic sets have a nice representation in terms of se-

quences. Let N∞ be the space of all infinite sequences of nonnegative integers

equipped with the metric given by d((an),(bn)) = e−m, where m = max{n ≥
0: ak = bk for all 1 ≤ k ≤ n} (this space is also sometimes denoted NN).

Lemma B.1.2 For every Polish space X there exists a continuous mapping

f : N∞ → X such that X = f (N∞). Moreover, for all (bn)∈N∞, the sequence of

diameters of the sets f ({(an) : an = bn for 1 ≤ n ≤ m}) is converging to zero,

as m ↑ ∞.

Proof Given a Polish space X we construct a continuous and surjective map-

ping f : N∞ → X . Fix a metric ρ making X complete and separable. By sepa-

rability, we can cover X by a countable collection of closed balls B( j), j ∈ N

of radius one. We continue the construction inductively. Given closed sets

X(a1, . . . ,ak), for (a1, . . . ,ak) ∈ Nk, we write X(a1, . . . ,ak) as the union of

countably many non-empty closed sets X(a1, . . . ,ak, j), j ∈ N of diameter at

most 2−k; we can do this by covering X(a1, . . . ,ak) by countably many closed

balls of diameter ≤ 2−k with centers in X(a1, . . . ,ak) and then intersecting

these balls with X(a1, . . . ,ak). Given (an) ∈ N∞ the set
⋂∞

k=1 X(a1, . . . ,ak) has

diameter zero, hence contains at most one point. By construction all the sets

are non-empty and nested, so if we choose a point xk ∈ X(a1, . . . ,ak) it is

easy to see this forms a Cauchy sequence and by completeness it converges

to some point x . Since each X(a1, . . . ,ak) is closed it must contain x and hence⋂∞
k=1 X(a1, . . . ,ak) contains x. Define f ((an)) = x.

By construction, if (bn) ∈N∞, the set f ({(an) : an = bn for 1 ≤ n ≤ m}) has

diameter at most 2−m+3 → 0, which implies continuity of f . Finally, by the

covering property of the sets, every point x ∈ X is contained in a sequence of

sets B(a1, . . . ,ak), k ∈ N, for some infinite sequence (ak) which implies, using

the nested property, that f ((an)) = x and hence f (N∞) = X , as required.

Lemma B.1.3 If E ⊂ X is analytic, then there exists a continuous mapping

f : N∞ → X such that E = f (N∞). Moreover, for any sequence (kn) ∈ N∞,

∞⋂

m=1

f
(
{(an) : an ≤ kn for 1 ≤ n ≤ m}

)
= f
(
{(an) : an ≤ kn for all n ≥ 1}

)
.

Proof If E ⊂ X is analytic, there exists a Polish space Y and g1 : Y → X

continuous with g1(Y ) = E. From Lemma B.1.2 we have a continuous map-

ping g2 : N∞ → Y such that Y = g2(N
∞). Letting f = g1 ◦ g2 : N∞ → X gives

f (N∞) = E.

Fix a sequence of positive integers k1,k2, . . . and note that the inclusion

⊃ in the displayed equality holds trivially. If x is a point in the set on the
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left hand side, then there exist am
n with am

n ≤ kn for 1 ≤ n ≤ m such that

ρ(x, f ((am
n : n ≥ 1)))< 1

m
. We successively pick integers a1,a2, . . . with the

property that, for every n, the integer an occurs infinitely often in the col-

lection {am
n : am

1 = a1, . . . ,a
m
n−1 = an−1}. Then there exists m j ↑ ∞ such that

a
m j

1 = a1, . . . ,a
m j

j = a j and hence (a
m j
n : n ≥ 1) converges, as j → ∞, to (an).

Since f is continuous, ρ(x, f ((a
m j
n : n ≥ 1))) converges to ρ(x, f ((an))) and by

construction also to zero, whence x = f ((an)). This implies the x is contained

in the set on the right hand side in the displayed equation.

Our next task is to show that every Borel set is analytic. We will use several

times the simple fact that the finite or countable product of Polish spaces is

Polish, which we leave for the reader to verify.

Lemma B.1.4 Open and closed subsets of a Polish space are Polish, hence

analytic.

Proof Let X be Polish and ρ a metric making X a complete and separable

metric space. If C ⊂ X is closed then the metric ρ makes C complete and

separable, hence C is a Polish space. If O ⊂ X is open, let Y = {(x,y) : y =

1/ρ(x,Oc)} ⊂ X ×R. Then Y is a closed subset of the Polish space X ×R and

hence itself a Polish space. As Y and O are homeomorphic, O is Polish.

Lemma B.1.5 Let E1,E2, . . .⊂ X be analytic sets. Then

1.

∞⋃

i=1

Ei is an analytic set;

2.

∞⋂

i=1

Ei is an analytic set.

Proof For every analytic set Ei ⊂ X there exists a continuous fi : N∞ → X

such that fi(N
∞) = Ei. Then f : N∞ → X given by f ((an)) = fa1

((an+1)) is

continuous and satisfies f (N∞) =
⋃∞

i=1 Ei, as required to show (a).

Now look at continuous mappings fi : Xi → X with fi(Xi) = Ei. Define a

continuous mapping g : ∏∞
i=1 Xi → X∞ by g(x1,x2, . . .) = ( f1(x1), f2(x2), . . .).

The diagonal ∆ ⊂ X∞ is closed, and so is g−1(∆), by continuity of g. In partic-

ular, Y = g−1(∆) is a Polish space and it is easy to see that f1(Y ) =
⋂∞

i=1 Ei,

proving (b).

Lemma B.1.6 If X is Polish, then every Borel set E ⊂ X is analytic.

Proof The collection {S⊂X : S and Sc are analytic} of sets contains the open

sets by Lemma B.1.4 and is closed under countable unions by Lemma B.1.5.

As it is obviously closed under taking the complement it must contain the
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Borel sets, which, by definition, is the smallest collection of sets with these

properties.

It is a theorem of Souslin that if both A and Ac are analytic, then A is Borel.

Thus the collection of sets considered in the previous proof are exactly the

Borel sets.

B.2 Choquet capacitability

The main step in the extension of Frostman’s Lemma to Borel sets is a technical

device called the Choquet Capacitability Theorem, which we now introduce.

Definition B.2.1 Let X be a Polish space. A set function Ψ defined on all

subsets of X is called a Choquet capacity if

(a) Ψ(E1)≤ Ψ(E2) whenever E1 ⊂ E2;

(b) Ψ(E) = inf
O⊃Eopen

Ψ(O) for all E ⊂ X ;

(c) for all increasing sequences {En : n ∈ N} of sets in X ,

Ψ
( ∞⋃

n=1

En

)
= lim

n→∞
Ψ(En).

Given Ψ we can define a set function Ψ∗ on all sets E ⊂ X by

Ψ∗(E) = sup
F⊂Ecompact

Ψ(F).

A set E is called capacitable if Ψ(E) = Ψ∗(E).

Theorem B.2.2 (Choquet Capacitability Theorem) If Ψ is a Choquet capac-

ity on a compact metric space X, then all analytic subsets of X are capacitable.

Proof Let E = f (N∞)⊂ X be analytic. We define sets

Sk = f
(
{(an) : a1 ≤ k}

)
.

The sequence of sets Sk, k ≥ 1, is increasing and their union is E. Hence, by (c),

given ε > 0 we can find k1 ∈ N such that S1 := Sk1 satisfies

Ψ(S1)≥ Ψ(E)− ε

2
.

Having found S1, . . . ,Sm−1 and k1, . . . ,km−1 we continue the sequence by defin-

ing

Sk
m = f

(
{(an) : ai ≤ ki for i ≤ m−1, am ≤ k}

)
,
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and as the sequence of sets Sk
m, k ≥ 1, is increasing and their union is Sm−1 we

find km ∈ N with Ψ(Sm)≥ Ψ(Sm−1)− ε2−m. We conclude that

Ψ(Sm)≥ Ψ(E)− ε for all m ∈ N.

Denoting by Sm the closure of Sm we now define a compact set

S =
∞⋂

m=1

Sm.

By Lemma B.1.3 S is a subset of E. Now take an arbitrary open set O⊃ S. Then

there exists m such that O ⊃ Sm and hence Ψ(O)≥ Ψ(Sm)≥ Ψ(E)− ε . Using

property (b) infer that Ψ(S)≥ Ψ(E)− ε and, as ε > 0 was arbitrary, Ψ∗(E)≥
Ψ(E). As Ψ∗(E)≤ Ψ(E) holds trivially, we get that E is capacitable.

We now look at the boundary ∂T of a tree. Recall from Lemma 3.1.4 that ∂T

is a compact metric space. For any edge e we denote by T (e) ⊂ ∂T the set of

rays passing through e. Then T (e) is a closed ball of diameter 2−|e| (where |e|
is tree distance to the root vertex of the endpoint of e further from the root) and

also an open ball of diameter r, for 2−|e| < r ≤ 2−|e|+1. Moreover, all closed

balls in ∂T are of this form. If E ⊂ ∂T then a set Π of edges is called a cut-set

of E if every ray in E contains at least one edge of Π or, equivalently, if the

collection T (e), e ∈ Π, is a covering of E. Recall from Definition 4.5 that the

α-Hausdorff content of a set E ⊂ ∂T is defined as

H α
∞ (E) = inf

{
∑∞

i=1 |Ei|α : E1,E2, . . . is a covering of E
}

= inf
{

∑e∈Π 2−α |e| : Π is a cut-set of E
}
,

where the last equality follows from the fact that every closed set in ∂T is

contained in a closed ball of the same diameter.

Lemma B.2.3 The set function Ψ on ∂T given by Ψ(E) =H α
∞ (E) is a Cho-

quet capacity.

Proof Property (a) holds trivially. For (b) note that given E and ε > 0 there

exists a cut-set Π such that the collection of sets T (e), e ∈ Π, is a covering of

E with Ψ(E) ≥ ∑e∈Π 2−α |e|− ε . As O =
⋃

e∈E T (e) is an open set containing

E and Ψ(O) ≤ ∑e∈Π 2−α |e| we infer that Ψ(O) ≤ Ψ(E)+ ε , from which (b)

follows.

We now prove (c). Suppose E1 ⊂ E2 ⊂ . . . and let E =
⋃∞

n=1 En. Fix ε > 0

and choose cut-sets Πn of En such that

∑
e∈Πn

2−α |e| ≤ Ψ(En)+
ε

2n+1
. (B.1)
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For each positive integer m we will prove that

∑
e∈Π1∪···∪Πm

2−α |e| ≤ Ψ(Em)+ ε . (B.2)

Taking the limit as m → ∞ gives

Ψ(E)≤ ∑
e∈Π1∪...

2−α |e| ≤ lim
m→∞

Ψ(Em)+ ε .

Taking ε → 0 gives Ψ(E) ≤ limm→∞ Ψ(Em). Since the opposite inequality is

obvious, we see that (B.2) implies (c).

For every ray ξ ∈ E we let e(ξ ) be the edge of smallest order in ξ ∩⋃n Πn.

Note that Π = {e(ξ ) : ξ ∈ E} is a cut-set of E and no pair of edges e1,e2 ∈ Π

lie on the same ray. Fix a positive integer m and let Q1
m ⊂ Em be the set of rays

in Em that pass through some edge in Π∩Π1. Let Π1
m be the set of edges in Πm

that intersect a ray in Q1
m. Then Π1

m is a cut-set for Q1
m and hence for Q1

m ∩E1,

and hence Π1
m ∪ (Π1 \Π) is a cut-set for E1. From our choice of Π1 in (B.1)

and the fact that Ψ(E1) is a lower bound for any cut-set sum for E1 we get

∑
e∈Π1

2−α |e| ≤ Ψ(E1)+
ε

4
≤ ∑

e∈Π1
m∪(Π1\Π)

2−α |e|+
ε

4
.

Now subtract the contribution from edges in Π1 \Π on both sides, to get

∑
e∈Π∩Π1

2−α |e| ≤ ∑
e∈Π1

m

2−α |e|+
ε

4
.

Now iterate this construction. Suppose 1 ≤ n < m and Π1
m, . . . ,Π

n
m are given.

Set Π∗
n+1 = Πn+1 \ (Π1 ∪ . . .∪Πn) and let Qn+1

m be the set of rays in Em that

pass through some edge in Π∩Π∗
n+1. Let Πn+1

m be the set of edges in Πm that

intersect a ray in Qn+1
m . Then, as above, Πn+1

m is a cut-set for Qn+1
m ∩En+1,

and hence Πn+1
m ∪ (Πn+1 \ (Π∩Π∗

n+1)) is a cut-set for En+1. Using (B.1) and

subtracting equal terms as before gives

∑
e∈Π∩Π∗

n+1

2−α |e| ≤ ∑
e∈Πn+1

m

2−α |e|+
m

∑
n=1

ε

2n+2
.

Adding up the m inequalities thus obtained and using (B.1) we get

∑
e∈Π∩(Π1∪···∪Πm)

2−α |e|≤
m

∑
n=1

( ∑
e∈Πn

m

2−α |e|+
ε

2n+1
)≤ ∑

e∈Πm

2−α |e|+
ε

4
≤Ψ(Em)+ε .

This is (B.2) and completes the proof.

The following is immediate from Lemma B.2.3.
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Corollary B.2.4 If an analytic set E ⊂ ∂T has H α(E)> 0, then there exists

a compact set A ⊂ E with H α(A)> 0.

Proof Recall that by Proposition 1.2.6 Hausdorff content and Hausdorff mea-

sure vanish simultaneously. Hence, if E is analytic and H α(E) > 0, then

Ψ(E) > 0. Lemma B.2.3 implies that there exists a compact set A ⊂ E with

Ψ(A)> 0, and therefore H α(A)> 0.

All that remains to be done now is to transfer this result from the boundary

of a suitable tree to Euclidean space.

Theorem B.2.5 Let E ⊂ Rd be a Borel set and assume H α(E) > 0. Then

there exists a closed set A ⊂ E with H α(A)> 0.

Proof We find a hypercube Q ⊂ Rd of unit sidelength such that H α(E ∩
Q) > 0, and a continuous mapping Φ : ∂T → Q from the boundary of the 2d-

ary tree T to Q, mapping closed balls T (e) onto compact dyadic subcubes of

sidelength 2−|e|. The α-Hausdorff measure of images and inverse images under

Φ changes by no more than a constant factor. Indeed, for every B ⊂ ∂T , we

have |Φ(B)| ≤
√

d|B|. Conversely, every set B ⊂ Q of diameter 2−k lies in the

interior of the union of no more than 3d compact dyadic cubes of sidelength

2−k, whence the edges corresponding to these dyadic cubes form a cut-set

of Φ−1(B). Therefore, H α(E ∩Q) > 0 implies H α(Φ−1(E ∩Q)) > 0. As

Φ−1(E ∩Q) is a Borel set and hence analytic we can use Corollary B.2.4 to

find a compact subset A with H α(A) > 0. Now Φ(A) ⊂ E ∩Q is a compact

subset of E and H α(Φ(A))> 0, as required.

Given a Borel set E ⊂ Rd with H α(E) > 0 we can now pick a closed set

A⊂ E with H α(A)> 0, apply Frostman’s lemma to A and obtain a probability

measure on A (and, by extension, on E) such that µ(D)≤C|D|α for all Borel

sets D ⊂ Rd . The proof of Theorem B.2.5 also holds for Borel sets E with

Hausdorff measure H ϕ(E)> 0 taken with respect to a gauge function ϕ .

We have adapted the proof of Theorem B.2.5 from Carleson (1967). For a

brief account of Polish spaces and analytic sets see Arveson (1976) For a more

comprehesive treatment of analytic sets and the general area of descriptive set

theory, see the book of Kechris (1995). There are several variants of Choquet’s

Capacitabiltiy Theorem. See, for example, Bass (1995) for an alternative treat-

ment and for other applications of the result, e.g., the infimum of the hitting

times of Brownian motion in a Borel set defines a stopping time.



Appendix C

Hints and solutions to selected exercises

Solution 1.11: ≈ 1.63772 and ≈ 1.294874

Hint 1.24: Show An has the form
(

Fn+1 Fn

Fn Fn−1

)
,

where Fn is the nth Fibbonaci number. Alternatively, compute the eigenvectors

and eigenvalues of A.

Solution 1.58: Consider 5-adic intervals and consider an iterative construction

that maps the first, third and fifth subintervals isometrically, shrinks the second

and expands the fourth.

Hint 1.59: Define a positive sequence of functions on [0,1] by s0 = 1, mn+1 =

mn +(2xn − 1)1mn≥0. This defines a positive measure µ on [0,1] that satisfies

µ(I) = O(|I| log |I|−1) for all intervals. Show that the support of µ has positive

ϕ-measure for the gauge ϕ(t) = t log 1
t
. Deduce that the random walk {sn(x)}

tends to infinity on a set of x′s of dimension 1.

Solution 1.65: Let Ak denote the event that k is minimal such that |Sk| ≥ h.

Then by Pythagoras, ES2
n1Ak

≥ ES2
k1Ak

≥ h2P(Ak).

Hint 2.11: Since the sets are self-similar, the α-measure of any subarc is finite

and postive. Consider the arc from an endpoint x to an interior point y; and map

y to the point on the second arc whose corresponding arc has the same measure.

Show this is bi-Lipschitz.
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Hint 2.14: Let {B(xi,
δ
4
)}m

i=1 be a maximal collection of disjoint balls of radius
δ
4

contained in B(0,1). Attach to each K ≤ N the collection of balls B(xi,
δ
4
)

which intersect EK , and verify this mapping is one to one. Also see Lemma

A.2.4.

Hint 2.27: If the lacunarity ratio satisfies q> 2 then it is easy to find such an α

by a nested interval construction. The general case was first proved by Khint-

chine (1926). For applications and improved bounds, see Katznelson (2001)

and Peres and Schlag (2010).

Hint 2.49: The quotient of Ω by the group G is a Riemann surface that has

a hyperbolic metric that is the projection of the hyperbolic metric on Ω. This

implies the orbit of a point in Ω is separated in the hyperbolic metric. Therefore

there can only be bounded number in a hyperbolic unit ball and hence in any

Whitney square. The the Whitney series associated to Ω is “bigger” than the

Poincaré series associated to G.

Hint 3.6: Take Ei so that the corresponding tree has 1 child at levels (4k +

2i)≤ n < (4k+2i+ i) and 2 children otherwise.

Hint 3.8: Take A = R×Y, and B = X ×R where X ,Y ⊂ [0,1] are Borel sets

of dimension zero so that dim(X ×Y ) = 1 as in Example 3.2.3. Observe that

A∩B = X ×Y, and dim(A∩ (B+ x)) = dim(X ×Y ) for any x. This example is

due to Krystal Taylor.

Hint 3.9: Let B =
⋃

n Bn where Bn corresponds to ε = 1/n and the Bn are

chosen to have a compact union.

Hint 3.16: Given a measure on the boundary of the tree, form a new measure

by swapping two subtrees with the same parent. The average of these two

measure has smaller or equal engergy and gives the same mass to both sub-

trees. Doing this for all pairs gives the evenly distributed measure in the limit.

Hint 3.11: See Section 3 of Newhouse (1970). For more on this topic see

Solomyak (1997).

Hint 3.23: The variance of Zn can be given in terms of f ′n(1) and f ′′n (1), which

can be computed by induction and the chain rule.

Hint 3.32: Define a measure on K by µ(I) = P(I ∩K ∩A 6= /0).
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Hint 4.15: Define a measure on K by µ(I) = P(I ∩ K ∩ A 6= /0). Show the

random affine set in the previous problem has upper Minkowski dimension

≤ 2−b. Hint: at generation k partition each of the approximately (nmp)k sur-

viving rectangles into (n/m)k squares of side length n−k. This gives (pn2)k =

n(2−b)k squares of size n−k.

Hint 4.16: Consider horizontal slices. Each such slice is a random Cantor set

obtained by partitioning an interval into n subintervals and retaining each with

probability p. If np > 1, these sets have Hausdorff dimension 1−b. Now use

the Marstrand Slicing Theorem.

Hint 5.6: If x is a local strict maximum of f then there is a horizontal line

segment of positive length r in R2 that is centered at (x, f (x)) and only hits the

graph of f at this point. If x and y are two such points with the same r, then

it is easy to check |x− y| > r/2 (use the Intermediate Value Theorem). Thus

there are only countable many points with r > 1/n for any positive integer n

and hence at most countably many such points.

Hint 5.9: Prove this for step functions and then approximate.

Hint 5.10: Use the natural parameterization of a snowflake curve to build ex-

amples.

Hint 5.11: First show E = f [0,1] has positive area. Then show there is a

square Q so that if we divide it into n2 equal sized disjoint subsquares, then

every subsquare is hit by E. Label them in the order they are hit and show

adjacent squares have labels with bounded differences. Prove there is no such

labeling.

Hint 5.13: In this case f ′ exists and f is the integral of f ′. Apply the Riemann–

Lebesgue Lemma to f ′.

Hint 5.14: There are at least three ways to do this: (1) directly from the defi-

nition, (2) use the previous exercise or (3) prove that a Lipschitz function must

be differentiable somewhere.
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Hint 5.16: Use the trigonometric identity

sin
(

k+
1

2

)
x− sin

(
k− 1

2

)
x = 2sin

x

2
coskx,

to “telescope” the sum

2sin(x/2)[
1

2
+ cos(x)+ · · ·+ cos(nx)] = sin(n+

1

2
)x− sin(x/2).

Hint 5.17: Use the previous exercise to write

Fn(x) =
1

2nsin(x/2)

[
sinx/2+ · · ·+ sin

(
n− 1

2

)
x
]

=
1

2nsin(x/2)
[Im(eix/2)+ · · ·+ Im(ei(n− 1

2 )x)]

=
1

2nsin(x/2)
Im[eix/2(1+ · · ·+(ei(n−1)x)]

=
1

2nsin(x/2)
Im
[
eix/2

(1− einx

1− eix

)]
.

Now use the fact that sin(x) = (eix − e−ix)/2i to get

Fn(x) =
1

2nsin(x/2)
Im
(

einx/2 sin(nx/2)

sin(x/2)

)

=
1

2nsin(x/2)

( sin(nx/2)2

sin(x/2)

)

=
1

2n

( sin(nx/2)

sin(x/2)

)2

.

Hint 5.19: Use Plancherel’s Formula and the summation formulas for k and

k2.

Hint 5.20: If Fn is the Fejér kernel then f ∗Fn is a trigonometric polynomial.

Use the estimates of the previous exercise to show f ∗Fn → f uniformly as

n → ∞.

Hint 5.23: It is known that the graph of a Zygmund class function, considered

as a curve in the plane, has tangents on a set of positive linear measure (the

graph is a quasicircle, Jerison and Kenig (1982), with no twist points so the

points with a tangent have positive linear measure McMillan (1969); see also

Garnett and Marshall (2005)..
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Hint 5.26: Show the derivative of f is zero at local extreme points. Then for

intervals (a,b) consider f (x)− L(x) where L is affine and L(a) = f (a) and

L(b) = f (b).

Hint 5.30: Find a smooth function g so that | f (x)−g(x)| ≤ ε |x|/2. Then apply

the Weierstrass Approximation Theorem to g′.

Hint 5.35: Choose coefficients bn so that

bkbk+1 = 0,
∞

∑
k=−∞

bk(nk+1 −nk)
α < ∞, limsup

k→∞
bknα

k = ∞,

and prove

f (x) =
∞

∑
k=−∞

bk(e
inkx − eink+1x),

has the desired properties. Use Exercise 5.12 and the estimate

|einx − eimx| ≤Cα |m−n|α |x|α .

Hint 5.49: Take ∑∞
n=1 2−n f (x− rn) where f is the Cantor singular function

and {rn} is dense in R.

Solution 6.6: Let Ak,n be the event that B((k+1)2−n)−B(k2−n)> c
√

n2−n/2.

Then Lemma 6.1.6 implies

P(Ak,n) = P(B(1)> c
√

n)≥ c
√

n

c2n+1
e−c2n/2.

If 0 < c <
√

2log(2) then c2/2 < log(2) and 2nP(Ak,n)→ ∞. Therefore,

P(
2n⋂

k=1

Ac
k,n) = [1−P(Ak,n)]

2n ≤ e−2nP(Ak,n) → 0 as n → ∞.

The last inequality comes from the fact that 1− x ≤ e−x for all x. By consider-

ing h = 2−n, one can see that

P

(
∀h B(t +h)−B(t)≤ c

√
h log2 h−1

)
= 0 if c <

√
2log2.
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Solution 6.8: Suppose that there is a t0 ∈ [0,1] such that

sup
h∈[0,1]

B(t0 +h)−B(t0)

hα
≤ 1, and

inf
h∈[0,1]

B(t0 +h)−B(t0)

hα
≥−1.

If t0 ∈
(

k−1
2n , k

2n

)
for n > 2, then the triangle inequality gives
∣∣∣∣B
(k+ j

2n

)
−B
(k+ j−1

2n

)∣∣∣∣≤ 2
( j+1

2n

)α
.

Fix l ≥ 1/(α − 1
2
) and let Ωn,k be the event

(∣∣∣B
(k+ j

2n

)
−B
(k+ j−1

2n

)∣∣∣≤ 2

[
j+1

2n

]α

for j = 1,2, . . . , l

)
.

Then

P(Ωn,k)≤
[
P

(
|B(1)| ≤ 2n/2 ·2 ·

( l +1

2n

)α
)]l

≤
[

2n/2 ·2 ·
( l +1

2n

)α
]l

since the normal density is less than 1/2. Hence

P

(
2n⋃

k=1

Ωn,k

)
≤ 2n ·

[
2n/2 ·2

( l +1

2n

)α
]l

=C
[
2(1−l(α−1/2))

]n

,

which sums. Thus

P

(
limsup

n→∞

2n⋃

k=1

Ωn,k

)
= 0.

Solution 6.11: {τA ≤ t}= ⋂
n≥1

⋃
s∈[0,t]∩Q

{dist(B(s),A)≤ 1
n
} ∈ F0(t).

Solution 6.12: Conditional on B(a) = x > 0 we have

P(∃t ∈ (a,a+ ε) : B(t) = 0|B(a) = x) = P( min
a≤t≤a+ε

B(t)< 0|B(a) = x).

But the right hand side is equal to

P( max
0<t<ε

B(t)> x) = 2P(B(ε)> x),

using the reflection principle.

By considering also the case where x is negative we get

P(∃t ∈ (a,a+ ε) : B(t) = 0) = 4

∫ ∞

0

∫ ∞

x

e−
y2

2ε − x2

2a

2π
√

aε
dydx.
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Computing this last integral explicitly, we get

P(∃t ∈ (a,a+ ε) : B(t) = 0) =
2

π
arctan

√
ε

a
.

Solution 6.13: 0.471573, 0.355983, 0.283858, 0.235402.

Solution 7.2: (a) Let τ be bounded with integer values. Write

|Bτ |2 =
∞

∑
k=1

(|Bk|2 −|Bk−1|2)1k≤τ . (C.1)

If Zk = Bk −Bk−1 and Ft is the σ -field determined by Brownian motion in

[0, t], then

E[|Bk|2 −|Bk−1|2|Fk−1] = E[|Zk|2 +2Bk−1 ·Zk|Fk−1] = d.

The expected size of |Zk|2 is d, since this is Brownian motion run for time 1

(See ???). Given the conditioning, Bk−1 is constant and Zk has mean zero, so

their product has zero expectation. Since the event {k ≤ τ} is Fk−1 measur-

able, we deduce that E[|Bk|2 −|Bk−1|21k≤τ ] = dP(k ≤ τ). Therefore by (C.1),

E(|Bτ |2) = d
∞

∑
k=1

P(k ≤ τ) = dE(τ).

(b) Next, suppose that τ is integer valued but unbounded. Applying (C.1) to

τ ∧n and letting n → ∞ yields E|Bτ |2 ≤ dEτ by Fatou’s Lemma. On the other

hand, the strong Markov property yields independence of Bτ∧n and Bτ −Bτ ∧n

which implies that E(|Bτ |2)≥Eτ ∧n. Letting n → ∞ proves (C.1 ) in this case.

By scaling, (C.1) also holds if τ takes values that are multiples of a fixed ε .

(c) Now suppose just that Eτ <∞ and write τℓ = 2ℓ⌊τ2−ℓ⌋. Then (C.1) holds

for the stopping times τℓ, which increase to τ as ℓ → ∞. Combining Fatou’s

Lemma with independence as in part (b) yields (C.1).

Solution 7.4: The expected exit time is

Ex

∫
1B(t)∈Ω(x)dt

and the second moment is

Ex

∫ ∞

0

∫ ∞

0
1B(t)∈Ω(x)1B(s)∈Ω(x)dsdt
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The integral written as the sum of two integrals over s≤ t and t ≤ s respectively.

Then

Ex

∫

∞

∫

s≤t
1B(t)∈Ω(x)1B(s)∈Ω(x)dsdt

= Ex

∫ ∞

0

∫ t

s
1B(t)∈Ω(x)1B(s)∈Ω(x)dsdt

= Ex

∫ ∞

0

∫ ∞

s
1B(t−s)+B(s)∈Ω(x)1B(s)∈Ω(x)dtds

= Ex

∫ ∞

0

∫ ∞

0
1B(u)+B(s)∈Ω(x)1B(s)∈Ω(x)duds

= Ex

∫ ∞

0
1B(u)+B(s)∈Ω(x)du

∫ ∞

0
1B(s)∈Ω(x)ds

= α2.

The s ≥ t also contributes at most α2, so the second moment is at most 2α2.

Hint 7.5: Suppose f = u + iv. Considering u(z) = Re(z) and Im(z) shows

that u and v are harmonic functions, so f is smooth. Considering Re(z2) and

Im(z2) shows that uv and u2 −v2 are harmonic. Taking the Laplacians of these

shows the vectors (ux,uy) and (vx,vy) are perpendicular and the same length,

and these facts imply the Cauchy–Riemann Equations hold for either u+ iv or

u− iv

Solution 7.10: Green’s function G(x,y) is the density of the expected time a

Brownian path started at y spends at x. The conformal map sends a Brownian

path in V to a Brownian path in u changing the time by a factor of | f ′(x)|2
while the path is near x. This factor is also the Jacobian of f , so area changes

by the same factor. Thus the density is invariant under f , as claimed.

Solution 7.11: Let p(x,y, t)= (1/2πt)exp(−|x−y|2/2t) be the transition prob-

abilities for Brownian motion in the plane. What is the expected time between

0 and T that a path started at y spends at 0 before leaving D? The total time it

spends at 0, minus the time it spends there after its first exit from D is

∫ T

0
p(s,x,y)ds−

∫ T−t

0
p(s,x,z)dsdµ(z, t),

where µ is the hitting distribution of a Brownian motion started at y hitting

z ∈ ∂D at time t ≤ T . Let

µ(T ) = µ(∂D× [0,T ]) = P(By hits ∂D before T ).
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Then the difference of integrals above can be written as

(1−µ(T ))
∫ T

0
p(s,x,y)ds

+
∫ ∫ T

0
p(s,x,y)− p(s,x,z)dsdµ(z, t)

+
∫ T

T−t
p(s,x,z)dsdµ(z, t).

The first term is the probability that a Brownian motion started at y has not

yet hit the unit circle, times the expected time it spends at 0 before T . The

first factor dies exponentially fast, while the second is trivially bounded by T ,

so this term tends to zero. The third term is the expected time that a Brownian

motion started at y spends at 0 between T −t and T . This is bounded by O((T −
t)/

√
T ), so for a fixed t this tends to zero as T → ∞, so the integral against the

measure µ also tends to zero.

The main term is the middle term and to complete the proof we claim that

for y ∈ D, z ∈ ∂D,

∫ T

0
p(s,0,y)− p(s,0,z)ds → 1

π
log

1

|y| .

To prove this, note that the integral on the left tends to
∫ ∞

0
p(s,0,y)− p(s,0,z)ds

=
1

2π

∫ ∞

0
(exp(−|x− y|2/2t)− exp(−1/2t))

dt

t

=
1

2π

∫ ∞

0

∫ 1/2t

|x−y|2/2t
exp(−s)ds

dt

t

=
1

2π

∫ ∞

0
exp(−s)

∫ 1/2s

|x−y|2/2s

1

t
dtds

=
1

π
log

1

|y| .

Thus GD(0,y) =
1
π log 1

|y| . Using the conformal self-map of the disk f (z) =

(z− x)/(1− x̄z) we see that

GD(x,y) = GD( f (x), f (y)) =
1

π
log |1− x̄y

x− y
|.

Hint 7.12: Show that reflection over the unit sphere is conformal, i.e., x 7→
x/|x|2. But the image of Brownian motion under this map converges to 0 almost

surely if d ≥ 3.



362 Hints and solutions to selected exercises

Hint 7.14: Let f : D→ Ω be conformal and define

v(z) =
1

1−|z|2 − log | f ′(z)|,

on D and V (z) = v( f−1(z)) on Ω. Assume the distortion estimate (Koebe’s
1
4
-Theorem)

| f ′(z)|(1−|z|2)≃ dist( f (z),∂Ω

and use it to prove that

V (z) =
1

dist(z,∂Ω)
+O(1),

and then show

0 < c ≤ EV (zn+1)−V (zn)≤C < ∞,

by considering what happens to v on D. This shows the expected distance to

the boundary decays exponentially. Use the law of large numbers to show that

almost every walk converges exponentially quickly to ∂Ω.

Hint 7.16: Assume to the contrary that there is a set A ⊂ [0,1] such that

dimA > 1
2

and f is α-Hölder continuous on A. As f is still α-Hölder con-

tinuous on the closure of A, we may assume that A itself is closed. Let Z be

the zero set of W , then Exercise 7.15 implies that dim(A∩Z)> 0 with positive

probability. Then the α-Hölder continuity of f |A and Lemma 5.1.3 imply that,

with positive probability,

dim( f ,W )(A∩Z) = dim( f (A∩Z )×{0}) = dim f (A∩Z)

≤ 1
α dim(A∩Z)< 2dim(A∩Z),

which contradicts the fact that ( f ,W ) is almost surely dimension doubling. See

Balka and Peres (2014).

Hint 7.17: Let {W (t) : 0 ≤ t ≤ 1} be a linear Brownian motion which is inde-

pendent of B. By Kaufman’s Dimension Doubling Theorem (B,W ) is dimen-

sion doubling with probability one, thus applying Exercise 7.16 for an almost

sure path of B finishes the proof. See Balka and Peres (2014).

Hint 8.8: Fix β = logb d. Let µn denote the uniform distribution on the set An

defined in Example 8.1.5. The argument in that example implies that, for any

integer y, we have
∫

An
Fβ (x,y)dµn ≤Cn where C is a constant. However, if |ℓ−

n|> 1 and y ∈ Aℓ, direct inspection gives the better bound
∫

An
Fβ (x,y)dµn ≤C,
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possibly using a bigger constant C. Thus taking νm = 1
m ∑2m

n=m+1 µn, we deduce

that
∫

Fβ (x,y)dνm ≤ 1

m
(6Cm+

2m

∑
n=m+1

C)≤ 7C .

Since m is arbitrary, this implies positive asymptotic capacity of A at the critical

exponent β .

Hint 9.1: Consider a family of disjoint square annuli which surround each

generational square in the standard construction. A curve hitting E must cross

many of these annuli and hence have infinite length.

Hint 9.2: Modify the construction in Theorem 9.1.1, so that the {ak} are dense

in the whole real line. Alternatvely, extend the segments in the proof of Theo-

rem 9.5.2 to lines and show the resulting set still has zero area.

Hint 9.7: Using the Cauchy–Schwarz inequality as in the proof of Theorem

9.1.3, show it suffices to prove 1 ≤ ∫
(∑Q 1Πθ (Q)(x))

2dθ = O(n) where the

sum is over the 4n nth generation squares. Prove this estimate by expanding

the sum and grouping pairs of squares (Q,Q′) according to k = g(Q,Q′), the

maximal k so that Q,Q′ are contained in the same kth generation square. For

each k there are about 42n−k pairs with g(Q,Q′) = k and for each such pair∫
1Πθ (Q)(x)1Πθ (Q

′)(x)dθ = O(4−n ·4k−n).)

Hint 9.18: Choose f to be zero off a closed Besicovitch set and discontinuous

everywhere when restricted to any segment in the set. For example, set it to

be 0 or 1 at (x,y) depending on whether x is rational or not, and adjust the

definition for vertical lines (e.g., take a second copy and rotate). on the set,

e.g., equal to

Hint 9.20: Consider Figure C.1 that shows replacing a segment I by a union of

segments E. Note that for θ ∈ [−π
2
,0] the projection of E covers the projection

of I. Iterate the construction using segments with angles between 0 and π/4.

Figure C.1
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Hint 9.21: First do this for J1 = [−π
4
,−δ ], and J2 = [0, π

4
], using the previous

exercise. Then do it for J1 = [π
2
− α,π − δ ] and J2 = [0, π

2
− α − δ ] using

the observation that there is an affine transformation of the plane that sends

lines with angles 0, π
4
,−π

4
into lines with angles 0, π

2
−α −δ ,−π

2
respectively.

Finally, apply this case twice: first to the original segment I and then to all the

small segments in E but with the construction reflected with respect to the

y-axis.

Hint 9.23: For each j ≥ 1 write R2 \ {0} =
⋃

k N
j

k as a union of open basic

neighborhoods so that each N
j+1

k is contained in some N
j
p and choose {E

j
k} so

that C(E j
k ) covers N

j
k but area(C(E j

k ) \N
j

k ) ≤ 2−k− j, each E
j+1
k is is union of

disks and is contained in a component disk of some E
j
p. Let K j =

⋃
k(C(E j

k )\
N

j
k ) and X = liminfC j =

⋃
n

⋂
j>n K j. Show X has zero area. Show that if z 6= 0,

then z is in a nested sequence N
j1

k1
⊃ N

j2
k2

⊃ ·· · and z ∈C(Bk) where B1 ⊃ B2 ⊃
·· · are component disks of the E

j
k . Then x ∈⋂Bk satisfies z ∈C(x). Show that

z is the only point of Xc in C(x).

Hint 9.26: Write A as an intersection of nested open sets A1 ⊃ A2 ⊃ ·· · so that

area(Am \A) < 2−m. Use Exercise 9.22 to inductively build sets Em that are

unions of balls so that Am ⊂C(Em), area(C(Em)\Am)< 2−m and Em+1 ⊂ Em.

Show that K =
⋂

Em satisfies the result.

Hint 9.34: Show that if y ∈ X then there is z ∈ F n so that the line through

z in direction y hits k in at least d + 1 non-zero points {z+ aky}, where d =

⌊qmin(δ ,γ)⌋− 2. Show the d + 1 points wk = a−1
k z+ y are in K′ and hence

g(bk) = 0 for each k. If z = 0 then wk = y and we are done. Otherwise, g has

degree d and vanishes at d +1 points on a single line. Deduce that g vanishes

on the whole line and hence at y.

Hint 9.37: Prove that K has at least
(

q+n−1
n

)
elements by contradiction. If K

is smaller than this, show there is a non-zero polynomial g of degree d ≤ q−1

(not necessarily homogeneous) that vanishes on K. Let h be the homogeneous

part of g of degree d and prove h is the zero polynomial; a contradiction. To do

this, fix y ∈ F n and restrict g to a line L = {z+ay : a ∈ F}. Since g vanishes

on K, g(z+ ay) vanishes on F and is hence the zero polynomial. Thus the

coefficient of ad is zero, but this is the same as h(y). Since y was arbitrary h

vanishes everywhere.



Hints and solutions to selected exercises 365

Hint 9.38: Suppose not, i.e., area(K(δ ))< δ d−α for small enough δ . Choose

N ∼ δ 1−δ unit segments in K with angles differing by at least δ and let {Tk}
denote δ -neighborhoods of these segments. Show there is a point in at least

δ α−d different tubes. Show that the unions of these tubes have volume & δ α−1

and this gives a contradiction. This argument is due to Bourgain (1991).

Solution 9.39: Suppose 2 < p < ∞. Then ≥ is obvious by Hölder’s inequality.

To prove the other direction, let S = a · x and first prove P(S > r) < e−r2/2 by

proving

Eeλxk = cosh(λ )≤ eλ 2/2,

EeλS = Eeλa·x ≤ eλ 2/2,

and applying Chebyshev’s inequality. If p ≥ 2, by using the distribution func-

tion formula

exp |S|p =
∫ ∞

0
P(|S|> r)dr ≤ 2

∫
exp(−r2/p/2)dr =Cp.

The argument for 1 < p < 2 is analogous.

Hint 9.41: Suppose K is covered by dyadic boxes and B j is the union of

the boxes of size 2− j and choose {η j} > 0 so that ∑ j η j ≤ 1/100, say η j =

O(1/ j log2 j). Then if δ = 2− j0−1,

∑
j≥ j0

Mδ
B1B j

(u)≥ 1

10

for some j0 and some D ⊂ Dd−1 of positive measure. Hence there is a j > j0

so that
∫

D Mδ
B1B j

(u)≥ η jvol(D). However, if δ = 2− j+1, then

‖Mδ
B1B j

‖p . 2− j((d/p)−1+ε)vol(B j)
1/p,

from which we can deduce there are more than

2 j(p−ε)( j log2 j)−p

cubes in B j.

Hint 9.44: Choose a smooth ϕ so that 1[0,1] ≤ ϕ ≤ 2 and whose Fourier transf-

orm ϕ̂ ≥ 0 is supported in [−10,10]. If w=(x,y), let ψ(w)= δ−1ϕ(x)ϕ(δ−1y).
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If O denotes rotation by θ and z is the unit vector in direction θ +π/2, then

Mδ
B f (z)≤ sup

x
|
∫

f (y)ψ(x−O−1y)dy|

≤
∫

| f̂ (λ )||ψ̂(O−1λ )|dλ .

≤
∫ C/δ

0

∫ 2π

0
| f̂ (rw)||ϕ̂(r cos(ψ −θ))|rdrdψ.

Now apply Hölder’s inequality,

‖Mδ
B f‖2

L2(S1) ≤
∫ C/δ

0

∫ 2π

0

∫ 2π

0
| f̂ (rw)|2|ϕ̂(r cos(ψ −θ))|r2drdψ

×
∫ C/δ

0

∫ 2π

0
ϕ̂(r cos(ψ −θ))|r2drdψ

≤
∫ C/δ

0

dr

1+ r

∫ C/δ

0

∫ 2π

0
| f̂ (rw)|2rdrdψ

≤C(log
1

δ
)‖ f̂‖2

2.

Hint 9.45: By writing the operator as a sum of eight operators, we can reduce

to considering rectangles R with angle in [0,π/4]. By dividing the plane into

a grid of unit squares, and writing f as a sum of functions, each supported in

one square, show it suffices to assume f is supported in Q0 = [0,1]2. Divide 3Q

into δ -squares and for each such square Q, choose a 1× δ rectangle RQ ∈ R

that hits Q. Define

T g(x) = ∑
Q

area(RQ)
−1
∫

RQ

g(y)dy ·1Q(x).

It suffices to prove the bound for T with a constant independent of our choice

of rectangles (this is the standard way to linearize a maximal function). Show

that the adjoint of T is given by

T ∗h(y) = ∑
Q

area(RQ)
−1
∫

Q
h(y)dy1RQ

.

Given h∈ L2(3Q0), write h= h1+ · · ·+hM , M ≃ 3/δ by restricting h to disjoint

vertical strips of width δ in 3Q0. Decompose each hk = hk1+ · · · by restricting

to each δ ×δ square Qk j in the vertical strip. Then

|T ∗
f h(x)| ≤ ∑

Q

1

δ
‖hQ‖2δ1RQ

≤ ∑
Q

‖hQ‖2 ·1RQ
(x)
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Thus
∫

|T ∗hk(x)|2dx ≤
∫
(∑

j

‖h jk‖21R jk
(x))2dx

≤ ∑
jk

‖hkp‖2‖hkq‖2 area(Rkp ∩Rkq).

Now use area(RQ ∩RQ′)≤Cδ 2/(dist(Q,Q′)+δ ) to deduce

∫
|T ∗

f hk(x)|2 = O(δ )∑
p,q

‖hkp‖2‖hkq‖2

1+ |p−q| = O(δ log
1

δ
‖hk‖2

2),

and then

‖T ∗h‖2 = O((δ log
1

δ
)1/2 ∑

k

‖hk‖2) = O((log
1

δ
)1/2‖h‖2).

Hint 9.49: Take f ,ϕ smooth and compact support on Rd−k and g,ψ smooth

and compact support on Rk and apply Exercise 9.46 and Fubini’s Theorem to

deduce

I(x) =
∫

m(x,y)ĝ(y)ψ̂(y)dy

is a Fourier multiplier for Rk with norm ≤ |m|p ·‖g‖p ·‖ψ‖q. By Exercise 9.48,

|I(x)| is bounded pointwise by the same quantity, proving the result.

Hint 10.4: Let s be the intersection of the diagonals. By considering the trian-

gle bcs, show the set of lines hitting both bs and cs has measure |s−b|+ |s−
c|− |b− c|. Add the analogous result for the segments as and ds.

Hint 10.6: Think of the needle as fixed and consider a random line hitting the

disk D(0, 1
2
).

Hint 10.36: If the set is not uniformly wiggly then there is a sequence of

squares along which the β s tend to zero. The assumptions imply there are

group elements that map the parts of the boundary in these squares to “most

of” ∂Ω and properties of Möbius transformations imply the images are close

to circular arcs.

Hint 10.37: If it is not wiggly, then there is a sequence of squares along

which the β s tend to zero. Iterates of such a square map it univalently un-

til a critical point is encountered, which does not happen until it reaches size

δ = dist(J ,Uc). The Distortion Theorem for conformal maps then shows J

can be covered by a finite number of analytic arcs.
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Hint 10.38: First show the conformal map onto a half-plane is not maximal

Bloch. If ∂Ω is not uniformly wiggly, then Ω can be rescaled by linear maps

so as to converge to a half-plane and this gives a sequence of Möbius trans-

formations that violate the definition of maximal Bloch.) The maximal Bloch

condition is characterized geometrically by Jones (1989). The condition also

comes up elsewhere, as in O’Neill (2000).

Hint 10.39: If 1−|z| ≃ 2−n, show the nth term is larger than the parts of the

series that precede or follow it.

Hint 10.40: Construct Ω so it has at least one boundary point where the do-

main can be rescaled to converge to a half-plane.

Hint 10.47: Cut the integral into pieces with |y−x| ≃ 2−k|Q| for k= 1, . . . , | log2 β |,
and similarly around z and use the regularity of γ to estimate how much µ-mass

each piece has.

Hint 10.48: Use the previous exercise and the fact (proven in the text) that

every pair x,y is associated to at least one and at most a bounded number Qs.

This implies c2(µ) is bounded by the β -sum over D∗, which is bounded by

H 1(γ) by Theorem 10.2.3.
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gan Math. J., 43(2), 231–246.

Bishop, Christopher J. 1997. Geometric exponents and Kleinian groups. Invent. Math.,

127(1), 33–50.

Bishop, Christopher J. 2001. Divergence groups have theBowen property. Ann. of

Math. (2), 154(1), 205–217.

Bishop, Christopher J. 2002. Non-rectifiable limit sets of dimension one. Rev. Mat.

Iberoamericana, 18(3), 653–684.

Bishop, Christopher J. 2007. Conformal welding and Koebe’s theorem. Ann. of Math.

(2), 166(3), 613–656.

Bishop, Christopher J. 2010. Tree-like decompositions and conformal maps. Ann.

Acad. Sci. Fenn. Math., 35(2), 389–404.

Bishop, Christopher J., and Jones, Peter W. 1990. Harmonic measure and arclength.

Ann. of Math. (2), 132(3), 511–547.

Bishop, Christopher J., and Jones, Peter W. 1994a. Harmonic measure, L2 estimates

and the Schwarzian derivative. J. Anal. Math., 62, 77–113.

Bishop, Christopher J., and Jones, Peter W. 1997. Hausdorff dimension and Kleinian

groups. Acta Math., 179(1), 1–39.

Bishop, Christopher J., and Peres, Yuval. 1996. Packing dimension and Cartesian prod-

ucts. Trans. Amer. Math. Soc., 348(11), 4433–4445.

Bishop, Christopher J., and Steger, Tim. 1993. Representation-theoretic rigidity in

PSL(2,R). Acta Math., 170(1), 121–149.

Bishop, Christopher J., Jones, Peter W., Pemantle, Robin, and Peres, Yuval. 1997. The

dimension of the Brownian frontier is greater than 1. J. Funct. Anal., 143(2),

309–336.



372 References

Bishop, C.J., and Jones, P.W. 1994b. Harmonic measure, L2 estimates and the

Schwarzian derivative. J. D’Analyse Math., 62, 77–114.

Bourgain, J. 1987. Ruzsa’s problem on sets of recurrence. Israel J. Math., 59(2), 150–

166.

Bourgain, J. 1991. Besicovitch type maximal operators and applications to Fourier

analysis. Geom. Funct. Anal., 1(2), 147–187.

Bourgain, J. 1999. On the dimension of Kakeya sets and related maximal inequalities.

Geom. Funct. Anal., 9(2), 256–282.

Boyd, David W. 1973. The residual set dimension of the Apollonian packing. Mathe-

matika, 20, 170–174.

Brown, R. 1828. A brief description of microscopical observations made in the months

of June, July and August 1827, on the particles contained in the pollen of plants;

and on the general existence of active molecules in organic and inorganic bodies.

Ann. Phys., 14, 294–313.

Burdzy, Krzysztof. 1989. Cut points on Brownian paths. Ann. Probab., 17(3), 1012–

1036.

Burdzy, Krzysztof. 1990. On nonincrease of Brownian motion. Ann. Probab., 18(3),

978–980.

Burdzy, Krzysztof, and Lawler, Gregory F. 1990. Nonintersection exponents for Brow-

nian paths. II. Estimates and applications to a random fractal. Ann. Probab., 18(3),

981–1009.

Cajar, Helmut. 1981. Billingsley dimension in probability spaces. Lecture Notes in

Mathematics, vol. 892. Berlin: Springer-Verlag.

Calegari, Danny, and Gabai, David. 2006. Shrinkwrapping and the taming of hyperbolic

3-manifolds. J. Amer. Math. Soc., 19(2), 385–446.

Carleson, Lennart. 1967. Selected problems on exceptional sets. Van Nostrand Math-

ematical Studies, No. 13. D. Van Nostrand Co., Inc., Princeton, N.J.-Toronto,

Ont.-London.

Carleson, Lennart. 1980. The work of Charles Fefferman. Pages 53–56 of: Proceed-

ings of the International Congress of Mathematicians (Helsinki, 1978). Helsinki:

Acad. Sci. Fennica.

Chang, S.-Y. A., Wilson, J. M., and Wolff, T. H. 1985. Some weighted norm inequalities

concerning the Schrödinger operators. Comment. Math. Helv., 60(2), 217–246.

Charmoy, Philippe H. A., Peres, Yuval, and Sousi, Perla. 2014. Minkowski dimension

of Brownian motion with drift. J. Fractal Geom., 1(2), 153–176.

Chayes, J. T., Chayes, L., and Durrett, R. 1988. Connectivity properties of Mandelbrot’s

percolation process. Probab. Theory Related Fields, 77(3), 307–324.

Cheeger, Jeff, and Kleiner, Bruce. 2009. Differentiability of Lipschitz maps from met-

ric measure spaces to Banach spaces with the Radon-Nikodým property. Geom.

Funct. Anal., 19(4), 1017–1028.

Chow, Yuan Shih, and Teicher, Henry. 1997. Probability theory. Third edn. Springer

Texts in Statistics. New York: Springer-Verlag. Independence, interchangeability,

martingales.

Christ, Michael. 1984. Estimates for the k-plane transform. Indiana Univ. Math. J.,

33(6), 891–910.



References 373

Christensen, Jens Peter Reus. 1972. On sets of Haar measure zero in abelian Polish

groups. Pages 255–260 (1973) of: Proceedings of the International Symposium

on Partial Differential Equations and the Geometry of Normed Linear Spaces

(Jerusalem, 1972), vol. 13.

Colebrook, C. M. 1970. The Hausdorff dimension of certain sets of nonnormal num-

bers. Michigan Math. J., 17, 103–116.
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Birkhäuser/Springer, New York.

Fang, X. 1990. The Cauchy integral of Calderón and anayltic capacity. Ph.D. thesis,

Yale University.



References 375

Fefferman, Charles. 1971. The multiplier problem for the ball. Ann. of Math. (2), 94,

330–336.

Feller, William. 1966. An introduction to probability theory and its applications. Vol.

II. New York: John Wiley & Sons Inc.

Ferguson, Andrew, Jordan, Thomas, and Shmerkin, Pablo. 2010. The Hausdorff dimen-

sion of the projections of self-affine carpets. Fund. Math., 209(3), 193–213.

Ferrari, Fausto, Franchi, Bruno, and Pajot, Hervé. 2007. The geometric traveling sales-
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Kolmogoroff, A. 1929. Über das Gesetz des iterierten Logarithmus. Mathematische

Annalen, 101(1), 126–135.

Körner, T. W. 2003. Besicovitch via Baire. Studia Math., 158(1), 65–78.

Kruskal, Jr., Joseph B. 1956. On the shortest spanning subtree of a graph and the

traveling salesman problem. Proc. Amer. Math. Soc., 7, 48–50.

Kuipers, L., and Niederreiter, H. 1974. Uniform distribution of sequences. Wiley-

Interscience [John Wiley & Sons], New York-London-Sydney. Pure and Applied

Mathematics.

Łaba, Izabella. 2008. From harmonic analysis to arithmetic combinatorics. Bull. Amer.

Math. Soc. (N.S.), 45(1), 77–115.

Lalley, Steven P., and Gatzouras, Dimitrios. 1992. Hausdorff and box dimensions of

certain self-affine fractals. Indiana Univ. Math. J., 41(2), 533–568.

Lamperti, John. 1963. Wiener’s test and Markov chains. J. Math. Anal. Appl., 6, 58–66.

Larman, D.H. 1967. On the Besicovitch dimension of the residual set of arbitrary

packed disks in the plane. J. London Math. Soc., 42, 292–302.

Lawler, G. 1996. The dimension of the frontier of planar Brownian motion. Electron.

Comm. Probab., 1, no. 5, 29–47 (electronic).

Lawler, Gregory F. 1991. Intersections of random walks. Probability and its Applica-

tions. Boston, MA: Birkhäuser Boston Inc.
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Urbański, Mariusz. 1991. On the Hausdorff dimension of a Julia set with a rationally

indifferent periodic point. Studia Math., 97(3), 167–188.
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Hölder class, 79, 136

homogeneous sets, 54–57

Housworth, E.A., 152

Howroyd, J.D., 78, 114

Hsu, P.L., 44

Hunt, B.R., 175, 177

Hutchinson, J.E., 46, 52, 75

hyperbolic metric, 82

incomparable strings, 50, 291

integer Cantor sets, 243

intersecting Cantor sets, 29

intersection equivalence, 248

Izumi, M., 153

Izumi, S.I., 153

Jodeit, M., 305

Jones’ traveling salesman theorem, 321

Jones, P., 331



388 Index

Joyce, H., 114

k-splitting, 268

Kahane, J.-P., 115, 150, 153, 154, 194, 284

Kakeya conjecture, 297

Kakeya set, 263, 299

Kakutani’s algorithm, 235

Kakutani, S., 170, 190, 231, 235, 257

κ , 68
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Urbański, M., 78, 147, 150

Ursell, H.D., 149

Van der Corput set, 64

van der Corput, J.G., 77

vector valued inequality, 276

Verdera, J., 326

Vitali covering, 18

Vitushkin’s conjecture, 326

Volberg, A, 296

Volkmann, B., 40

von Koch snowflake, 8

Vuorinen, M., 328

Wald’s lemma, 206

walk on spheres algorithm, 235

Weierstrass approximation theorem, 152

Weierstrass function, 8

definition, 138

Minkowski dimension, 147

nowhere differentiable, 140, 144

Weierstrass, K., 140

Weiss, G., 154

Weiss, M., 154

Werner, W., 195, 327

Weyl’s equidistribution theorem, 80

Whitney decomposition, 68

Wiener measure, 194

Wiener, N., 170

wiggly set, 314

Williams, S.C., 115, 152

Winkler, P., 283

winning set, 43

Wintner, A., 35

Wolff, T., 297

Xiao, Y., 114

Yorke, J.A., 175



Index 391

Yushkevich, A.A., 177

zeros of Brownian motion, 183

Zinsmeister, M., 237, 328

Zipple, R, 303

Zygmund class, 152

Zygmund, A., 154, 170, 276


