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Preface

These notes grew out of lectures given three times a week in a fourth year under-
graduate course in complex analysis at McMaster University January to April 2009.
I�d like to thank all the students taking the course, in particular Martin Munoz and
Preston Wake, for a number of interesting observations and for correcting many
mistakes.

Analysis in the complex �eld C has many seemingly magical advantages over
analysis in the real �eld R. For example, if a function f from an open subset 
 � C
to C has at every point z 2 
, a derivative in the complex sense:

f 0 (z) = lim
w(2C)!z

f (w)� f (z)
w � z ;

then f actually has a power series expansion

f (z) =
1X
n=0

an (z � w)n ;

valid for all z 2 B (w;R) whenver B (w;R) � 
. In particular f is in�nitely
di¤erentiable in 
. This is in striking contrast to the situation for real-valued
functions f that are di¤erentiable on an interval in the usual real sense - the function
f (x) = x2 sin 1

x is di¤erentiable on the real line, but its derivative f
0 fails to be even

continuous at the origin. A famous example of Weierstrass exhibits a continuously
di¤erentiable function f that nowhere has a second derivative!

There is a plethora of special properties enjoyed by functions having a complex
derivative at every point in an open subset of the complex plane. These include in
particular Cauchy�s theorem and representation formula, the maximum modulus
principle, the open mapping theorem, uniform convergence and Montel�s theorem,
the residue theorem and many others as given in Rudin [5] and Boas [1]. An
application to the Prime Number Theorem is given following Stein and Shakarchi
[6] where a very important complex di¤erentiable function is studied - the Riemann
zeta function and Euler�s formula,

� (s) =
X
n=1

1

ns
=
Y
p

1

1� 1
ps

;

where the in�nite product is taken over all prime numbers.
On the other hand, the famous Riemann Mapping Theorem shows that there

are lots of these special functions, enough to realize any homeomorphism of the unit
disk to a proper subset of the plane by a biholomorphic function! This latter theo-
rem requires antidi¤erentiation, hence integration over paths, in simply connected
domains. We treat this matter using taxicab paths as introduced in [1], together
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vi PREFACE

with an elementary approach to the Jordan Curve Theorem for such paths initiated
in [6].

In the second part of these notes we turn to Carathéodory�s characterization
of when a Riemann map extends to a homeomorphism up to the boundary. This
introduces the study of continuous closed curves in the complex plane, including
simple boundary points and the Jordan Curve Theorem for general curves.

Moreover, we require for the �rst time Lebesgue�s theory of the integral in
order to obtain Fatou�s Theorem on the existence of radial limits for bounded
holomorphic functions in the unit disk. Lebesgue�s theory renders the space of
square integrable functions on the circle complete, and thus allows both the Cauchy
integral and the Poisson integral to integrate boundary values on the unit circle.
The Poisson integral has two important advantages over the Cauchy integral: its
much smaller size permits the study of radial limits, and its real (positive) values
permit the development of a theory of harmonic functions. Together with the
maximal theorem from real analysis, this circle of ideas provides one of the early
triumphs of Lebesgue�s integral over that of Riemann, which until then had su¢ ced
for the purposes of complex analysis.



Part 1

Complex Di¤erentiation



We begin Part 1 with a short review chapter on the concepts of di¤erentiation
using �eld and metric properties in R, and di¤erentiation using vector space and
metric properties in Rn. In Chapter 2, we introduce complex di¤erentiation using
�eld and metric properties in C, and compare this to the real di¤erentiation arising
in Chapter 1 from the identi�cation of C and R2. The striking Cauchy-Goursat the-
orem on complex derivatives is proved, along with Cauchy�s representation formula
and the consequent power series expansions of holomorphic functions. Chapter 3
develops the elementary properties of holomorphic functions; zeroes and singular-
ities, the maximum principle, uniform convergence and normal families, and the
open mapping theorem. Chapter 4 uses the pivotal Schwarz lemma and the theory
of simply connected domains to prove the Riemann Mapping Theorem. Finally,
Chapter 5 uses the residue theorem and analytic continuation of the Riemann zeta
function to prove the Prime Number Theorem.

Recall that the �eld of real numbers R can be constructed either from Dedekind
cuts of rational numbers Q, or from Weierstrass�Cauchy sequences of rational
numbers. A Dedekind cut � � Q is a "left in�nite interval open on the right" of
rational numbers that is associated with the "real number" on the number line that
marks its right hand endpoint. More precisely, a cut � is a subset of Q satisfying
(here p and q denote rational numbers)

� 6= ? and � 6= Q;
p 2 � and q < p implies q 2 �;
p 2 � implies there is q 2 � with p < q.

One can de�ne an ordered �eld structure on the set of cuts, and this is identi�ed
as the �eld R (see e.g. Chapter 1 of [4]). Alternatively, one can de�ne an ordered
�eld structure on the set of equivalence classes of Cauchy sequences in Q, and this
produces an ordered �eld isomorphic to R.

The �eld of complex numbers can now be easily constructed from the real linear
space R2 by de�ning the following multiplication on ordered pairs in R2:

(x; y) (u; v) = (xu� yv; xv + yu) ; (x; y) ; (u; v) 2 R2:
It is a routine matter to verify that a �eld structure is de�ned on R2 with addition
as usual in R2, multiplication as above, (0; 0) the additive identity, and (1; 0) the
multiplicative identity. It is customary to introduce an abstract symbol i and write

R2 = R (1; i) = fx+ iy : x; y 2 Rg :
Thus i represents the ordered pair (0; 1) and hence i2 = �1. The �eld constructed
above is now denoted C and an element z 2 C has a unique representation as
z = x+ iy where x and y are called the real and imaginary parts of z. As there is
no square root of �1 in the ordered �eld R, the number i was historically considered
"not real, but imaginary", and this accounts for the terminology used today.



CHAPTER 1

The Real Field

We take as known the real �eld R and its association with the "points in a
line". In addition to the �eld structure on R , we also consider the metric topology
given by the distance function

d (x; y) = jx� yj ; x; y 2 R:

With these algebraic and topological de�nitions in hand, we can proceed with
analysis, in particular the de�nition of the derivative f 0 of a function f : R! R.

1. The derivative of a real-valued function on R

Definition 1. Given a function f : R! R and a point x 2 R, we de�ne

(1.1) f 0 (x) = lim
y!x

f (y)� f (x)
y � x = lim

h!0

f (x+ h)� f (x)
h

;

for those x 2 R for which the limit exists.

We can also rewrite the second form of the limit using Landau�s "little oh"
notation as

(1.2) f (x+ h) = f (x) + f 0 (x)h+ o (h) ;

where o (h) denotes a function of h satisfying o(h)
h ! 0 as h ! 0. We say that

the function f is di¤erentiable at x if (1.1) (equivalently (1.2)) holds. From (1.2)
we note that if f is di¤erentiable at x then it is also continuous at x. From these
de�nitions it is easy to prove the standard "calculus" of derivatives. First we have
the calculus of the �eld operations.

Proposition 1. Suppose that f and g are both functions di¤erentiable at the
point x 2 R, and suppose that c 2 R represents the constant function. Then we
have

(1) (f + g)0 (x) = f 0 (x) + g0 (x) ;
(2) (cf)0 (x) = cf 0 (x) ;
(3) (fg)0 (x) = f 0 (x) g (x) + f (x) g0 (x) ;

(4)
�
f
g

�0
(x) = f 0(x)g(x)�f(x)g0(x)

g(x)2
provided g (x) 6= 0:

3



4 1. THE REAL FIELD

For example, to prove (3) we use the formulation (1.1) of derivative and the
corresponding properties of limits to obtain

(fg)
0
(x) = lim

y!x

(fg) (y)� (fg) (x)
y � x

= lim
y!x

�
f (y) g (y)� f (x) g (y)

y � x +
f (x) g (y)� f (x) g (x)

y � x

�
= lim

y!x

f (y)� f (x)
y � x lim

y!x
g (y) + f (x) lim

y!x

g (y)� g (x)
y � x

= f 0 (x) g (x) + f (x) g0 (x) :

Second we have the calculus of composition of functions, the so-called "chain rule".

Proposition 2. Suppose that f is di¤erentiable at x and that g is di¤erentiable
at y = f (x). Then

(1) (g � f)0 (x) = g0 (y) f 0 (x) = g0 (f (x)) f 0 (x) ;

(2)
�
f�1

�0
(y) = 1

f 0(x) =
1

f 0(f�1(y)) provided f is invertible near x:

For example, to prove (1) we use the Landau formulation (1.2) of derivative
and the corresponding properties of limits as follows. Write

f (x+ h1) = f (x) + f 0 (x)h1 + o1 (h1) ;

g (y + h2) = g (y) + g0 (y)h2 + o2 (h2) ;

and then with h2 = f 0 (x)h1 + o1 (h1) we have,

(g � f) (x+ h1) = g (f (x+ h1))

= g (f (x) + f 0 (x)h1 + o1 (h1))

= g (y + h2)

= g (y) + g0 (y)h2 + o2 (h2)

= (g � f) (x) + g0 (y) ff 0 (x)h1 + o1 (h1)g
+o2 (f

0 (x)h1 + o1 (h1))

= (g � f) (x) + g0 (y) f 0 (x)h1 + o3 (h1)

where it is easy to see that

o3 (h1)

h1
� g0 (y) o1 (h1) + o2 (f

0 (x)h1 + o1 (h1))

h1
! 0 as h1 ! 0:

To prove (2) we �rst note that since f is continuous and one-to-one, it follows
easily that f is open, hence f�1 is continuous. Then with obvious notation,

f�1 (y + k)� f�1 (y)
k

=
h

f (x+ h)� f (x) !
1

f 0 (x)

as k ! 0.

Example 1. There is a function f : R! R whose derivative f 0 : R! R exists
everywhere on the real line, but the derivative function f 0 is not itself di¤erentiable
at 0. For example

f (x) =

�
x2 sin 1

x if x 6= 0
0 if x = 0
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has these properties. Indeed,

f 0 (x) =

�
2x sin 1

x � cos
1
x if x 6= 0

0 if x = 0

fails even to be continuous at the origin.

1.1. Derivatives in Euclidean space. We can extend the de�nition of de-
rivative to functions f : Rn ! Rm from one Euclidean space to another using the
Landau formulation (1.2) together with the vector space structure of Rn and the
metric topology on Rn given by the distance function

d (x; y) =

vuut nX
k=1

jxk � ykj2; x = (xk)
n
k=1 ; y = (yk)

n
k=1 :

More precisely, we say that a function f : Rn ! Rm is di¤erentiable at x =
(xk)

n
k=1 2 Rn if there is an m� n matrix A (equivalently a linear map from Rn to

Rm) such that
f (x+ h) = f (x) +Ah+ o (h) ;

for all h 2 Rn and where the function o (h) taking values in Rm satis�es jo(h)jjhj ! 0

as h ! 0 = (0; :::; 0) in Rn. When such a matrix A exists, it is easily seen to be
unique and we de�ne the derivative Df (x) at x to be the linear map from Rn to
Rm with matrix representation A. If f : Rn ! Rm is di¤erentiable on all of Rn,
then Df : Rn ! L (Rn;Rm) where L (Rn;Rm) denotes the space of linear maps
from Rn to Rm. When Df (x) exists, we thus have
(1.3) f (x+ h) = f (x) +Df (x)h+ o (h) ; h 2 Rn;
which can be interpreted as stating that the linear map Df (x) is the "best linear
approximation" to the nonlinear map h ! f (x+ h) � f (x). In paricular, f is
continuous at x if it is di¤erentiable at x. The calculus in Proposition 1 extends
easily with obvious modi�cations to this setting with similar proofs.

Finally, we recall that the matrix representation [Df (x)] of f 0 (x) has entries
given by the partial derivatives

@fj
@xk

(x) = lim
�!0

fj (x1; :::; xk + �; :::; xn)� fj (x1; :::; xn)
�

;

of the components fj of f with respect to the kth variable xk:

(1.4) [Df (x)] =

�
@fj
@xk

(x)

�
1�j�m
1�k�n

=

24 @f1
@x1

(x) @f1
@xn

(x)

@fm
@xn

(x) @fm
@xn

(x)

35 :
The chain rule, Proposition 2, here takes the form

D (g � f) (x) = Dg (y)Df (x) ;

where f : Rn ! Rm is di¤erentiable at x and g : Rm ! Rp is di¤erentiable at
y = f (x), and where the matix representations of the derivatives satisfy

[D (g � f) (x)] = [Dg (y)] [Df (x)] ;
with the multiplication of [Dg (y)] and [Df (x)] on the right side being matrix
multiplication of a p �m matrix times an m � n matrix. The proof is similar to
that in the case m = n = 1 given above.





CHAPTER 2

The Complex Field

We also take as known the complex �eld C and its association with the "points
in the plane R2" where z = x + iy 2 C is associated with (x; y) 2 R2. The �eld
structure on C uses the multiplication rule

zw = (x+ iy) (u+ iv) = (xu� yv) + i (xv + yu) ;
where z = x + iy and w = u + iv. If we associate z = x + iy to the matrix�
x �y
y x

�
, then this multiplication corresponds to matrix multiplication:

[z] [w] =

�
x �y
y x

� �
u �v
v u

�
(0.5)

=

�
xu� yv �xv � yu
yu+ xv �yv + xu

�
= [zw] :

Since the matrix �
x �y
y x

�
= r

�
cos � � sin �
sin � cos �

�
is dilation by the nonnegative number r =

p
x2 + y2 and rotation by the angle

� = tan�1 yx in the counterclockwise direction, we see that if z has polar coordinates
(r; �) and w has polar coordinates (s; �), then zw has polar coordinates (rs; � + �).

We also consider the metric topology on C given by the distance function

d (z; w) =

q
jx� uj2 + jy � vj2; z = x+ iy; w = u+ iv;

which coincides with the usual distance function in the plane R2. With these
algebraic and topological de�nitions in hand, we can de�ne derivatives f 0 (x) of
functions f : C ! C at points x just as in (1.1) and (1.2), but where x; y; h now
denote complex numbers. Then the analogues of the two calculus propositions
above hold for the complex �eld as well.

Definition 2. Given a function f : C! C and a point z 2 C, we de�ne

f 0 (z) = lim
w!z

f (w)� f (z)
w � z = lim

h!0

f (z + h)� f (z)
h

;

for those z 2 C for which the limit exists. Equivalently, using Landau�s "little oh"
notation this is

f (z + h) = f (z) + f 0 (z)h+ o (h) ;

where o (h) denotes a function of h satisfying o(h)
h ! 0 as h! 0.

Analogues of Propositions 1 and 2 hold for complex derivatives. In particular,
since a constant function f (z) = c has derivative 0, and the identity function f (z) =

7



8 2. THE COMPLEX FIELD

z has derivative 1, we see that the polynomial f (z) =
PN
n=0 anz

n is holomorphic
in C and has derivative f 0 (z) =

PN
n=1 nanz

n�1.

1. Two derivatives

We now have two di¤erent de�nitions of derivative of a function f : C ! C,
namely the complex derivative f 0 (z) using the �eld structure of C, and also the
real derivative Df (x; y) given in (1.3) of Chapter 1 with z = x + iy using the
identi�cation of C with R2. Note that if f has a complex derivative f 0 (z) at
z = x+ iy, then (1.3) holds with the linear map Df (x; y) 2 L

�
R2;R2

�
given by

(1.1) h = �+ i� ! f 0 (z)h; h 2 C = R2:
If we write the real and imaginary components of f as u and v, i.e. f (w) =
u (w) + iv (w), then (1.4) shows that

(1.2) [Df (x; y)] =

"
@u
@x (x; y)

@u
@y (x; y)

@v
@x (x; y)

@v
@y (x; y)

#
:

On the other hand, (0.5) shows that

(1.3) [f 0 (z)] =

�
a �b
b a

�
;

for some real numbers a and b. Equating (1.2) and (1.3) gives the Cauchy-Riemann
equations:

@u

@x
(z) =

@v

@y
(z) ;(1.4)

@u

@y
(z) = �@v

@x
(z) :

Conversely, it is easy to see that if Df (x; y) exists and the Cauchy-Riemann equa-
tions (1.4) hold, then f = u + iv has a complex derivative at z = x + iy. We
summarize this discussion in the following proposition.

Proposition 3. Suppose that f : C! C and that the real derivative Df (x; y)
exists at z = x+iy. Then f = u+iv has a complex derivative f 0 (z) at z if and only
if the Cauchy-Riemann equations (1.4) hold, equivalently if and only if Df (x; y) is
the composition of a dilation and a rotation.

However, magical properties arise from the de�nition of derivative in the com-
plex �eld! For example, if f : C ! C is complex di¤erentiable at all points in C,
then the derivative function f 0 : C ! C is also complex di¤erentiable at all points
in C. As a consequence, the derivative f 00 of f 0 exists and is di¤erentiable in C and
in fact f is complex di¤erentiable of all orders. This is a far cry from the example
given at the end of the �rst chapter. Note however that the function

f (z) =

�
z2 sin 1

z if z 6= 0
0 if z = 0

;

obtained by replacing x with z in Example 1, fails to be bounded in any neigh-
bourhood of the origin in C. Here sin z = eiz�e�iz

2i where ez is de�ned in the next
section.

Definition 3. Let 
 be an open subset of the complex plane C. We say that
f : 
! C is holomorphic in 
 if f 0 (z) exists for all z 2 
.
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The proof that holomorphic functions are in�nitely di¤erentiable is not easy,
and it will occupy the next few sections. But �rst we review the important expo-
nential function, and then the useful complex partial derivatives @

@z and
@
@z .

2. The exponential function

Definition 4. For z 2 C de�ne

ez � exp z �
1X
n=0

zn

n!
:

Note that by the root test for series, the series
P1
n=0

zn

n! converges absolutely
and uniformly in each compact subset of the complex plane. We have the exponent
formula:

(2.1) ez+w = ezew; z; w 2 C:

To see this we write

ez+w =

1X
n=0

(z + w)
n

n!
=

1X
n=0

1

n!

nX
k=0

�
n
k

�
zkwn�k

=
1X
n=0

nX
k=0

1

k! (n� k)!z
kwn�k

=
1X
k=0

1X
j=0

1

k!j!
zkwj =

1X
k=0

1

k!
zk

nX
j=0

1

j!
wj = ezew;

where the absolute convergence of the exponential series justi�es the substitution
j = n� k with n �xed.

We also compute that

ei� =
1X
n=0

(i�)
n

n!
(2.2)

=

�
1� �2

2!
+
�4

4!
�
�
+ i

�
� � �3

3!
+
�5

5!
�
�

� cos � + i sin �;

and using the exponent formula we obtain de Moivre�s formula:�
ei�
�n
= ein� = cosn� + i sinn�:

Thus if z = x+ iy has polar coordinates (r; �), then

z = r cos � + ir sin � = rei�

and
zn = rnein�:

More generally, if w = sei�, then

zw = rsei(�+�);

so that as we observed earlier, the moduli r; s of z; w multiply as nonnegative real
numbers, and the arguments �; � of z; w add as real numbers modulo 2�.



10 2. THE COMPLEX FIELD

Finally, we observe that if f : C! C by f (z) = ez, then
(2.3)

f 0 (z) = lim
h!0

ez+h � ez
h

= lim
h!0

ez
eh � 1
h

= ez lim
h!0

�
1 +

h

2!
+
h2

3!
+ :::

�
= ez = f (z) :

Thus we see that ez = exeiy is a nonvanishing holomorphic function on C. Further
properties of the exponential function are

ei� = cos � + i sin � = cos � � i sin � = cos (��) + i sin (��) = e�i�;��ei���2 = ei�ei� = ei�e�i� = ei��i� = e0 = 1;

cos2 � + sin2 � = jcos � + i sin �j2 =
��ei���2 = 1;

d

d�
cos � + i

d

d�
sin � =

d

d�
ei� = iei� = i (cos � + i sin �) = � sin � + i cos �;

d

d�
cos � = � sin � and d

d�
sin � = cos �:

It now follows easily that if �2 is de�ned to be the smallest positive root of cos �
(which exists because of the intermediate value theorem), then ez is 2�i periodic,
maps the imaginary axis onto the unit circle, and has range C n f0g.

2.1. Power series. We were able to show in (2.3) that the exponential func-
tion had a complex derivative by exploiting the exponent formula (2.1). In fact
all power series

P1
n=0 anz

n are holomorphic in their open disks of convergence.
Note that by the root test, the derived series

P1
n=1 nanz

n�1 also has radius of
convergence R.

Theorem 1. Suppose the power series
P1
n=0 anz

n has radius of convergence
R > 0, and de�ne

f (z) =
1X
n=0

anz
n; z 2 B (0; R) :

Then f is holomorphic in B (0; R) and

(2.4) f 0 (z) =
1X
n=1

nanz
n�1; z 2 B (0; R) :

Proof : To see (2.4), de�ne g (z) =
P1
n=1 nanz

n�1 and use the identity

am � bm = (a� b)
mX
j=1

am�jbj�1
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twice to obtain:

f (w)� f (z)
w � z � g (z) =

1X
n=1

an

�
wn � zn
w � z � nzn�1

�

=
1X
n=2

an

(
nX
k=1

wn�kzk�1 � nzn�1
)

=
1X
n=2

an

(
nX
k=1

zk�1
�
wn�k � zn�k

�)

=
1X
n=2

an

(
nX
k=1

zk�1 (w � z)
n�kX
`=1

wn�k�`z`�1

)

= (w � z)
1X
n=2

an

(
n�1X
k=1

n�kX
`=1

wn�k�`zk+`�2

)

= (w � z)
1X
n=2

an

8<:
nX
j=2

(j � 1)wn�jzj�2
9=; :

Thus if jzj ; jwj < � < R, then����f (w)� f (z)w � z � g (z)
���� � jw � zj 1X

n=2

janj
n (n� 1)

2
�n�2 ! 0

as w ! z since
P1
n=2 janj

n(n�1)
2 �n�2 <1. This latter series is �nite since the twice

derived series
P1
n=2 ann (n� 1) zn�2 has radius of convergence R and is absolutely

convergent in its disk of convergence.

Of course the above applies equally well to a power series
P1
n=0 an (z � a)

n in
the disk B (a;R) where R is the radius of convergence. We will see later that every
holomorphic function in a disk B (a;R) has a power series representation in that
disk.

3. Complex partial derivatives

First we recall a special case of Stokes�theorem in the plane. Suppose that 

is a convex open subset of the plane whose boundary @
 is an oriented piecewise
continuously di¤erentiable simple closed curve in the plane. Then if

F = A (x; y) dx+B (x; y) dy

is a continuously di¤erentiable one-form on 
, we have

(3.1)
Z
@


F =

Z



dF
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where

dF = dA (x; y) ^ dx+ dB (x; y) ^ dy

=

�
@A

@x
(x; y) dx+

@A

@y
(x; y) dy

�
^ dx

+

�
@B

@x
(x; y) dx+

@B

@y
(x; y) dy

�
^ dy

=

�
@B

@x
(x; y)� @A

@y
(x; y) dy

�
dxdy

is the exterior derivative of F . This version (3.1) of Stokes� theorem is usually
called Green�s theorem.

However, when dealing with complex di¤erentiable functions, it is more conve-
nient to use variables intimately connected with complex derivatives, namely

z = x+ iy and z = x� iy;

x =
1

2
(z + z) and y =

1

2i
(z � z) :

We also use the associated partial derivatives de�ned by

@

@z
=
1

2

�
@

@x
+
1

i

@

@y

�
and

@

@z
=
1

2

�
@

@x
� 1
i

@

@y

�
:

Note that these de�nitions are suggested by a formal application of the chain rule:

@

@z
=

@x

@z

@

@x
+
@y

@z

@

@y
=
1

2

@

@x
+
1

2i

@

@y
;

@

@z
=

@x

@z

@

@x
+
@y

@z

@

@y
=
1

2

@

@x
� 1

2i

@

@y
:

Now we compute that

dz ^ dz = d (x+ iy) ^ d (x� iy) = �2idxdy;

and so Stokes�theorem (3.1) for the one-form A (z) dz (the general one-form is given
in this notation by A (z) dz +B (z) dz) becomesZ

@


A (z) dz =

Z



d fA (z) dzg =
Z



�
@A

@z
(z) dz +

@A

@z
(z) dz

�
^ dz(3.2)

=

Z



@A

@z
(z) dz ^ dz = 2i

Z



@A

@z
(z) dxdy:

If f = u+ iv, the equation
@f

@z
(z) = 0

is equivalent to the Cauchy-Riemann equations (1.4). As a consequence we obtain
from (3.2) that a special case of Cauchy�s theorem holds for complex di¤erentiable
functions with a continuous derivative (only later will we see that complex dif-
ferentiable functions f are automatically in�nitely di¤erentiable, so that Cauchy�s
theorem holds without the assumption of continuity on f 0).

Theorem 2. Let 
 be a convex open subset of the plane whose boundary @
 is
an oriented piecewise continuously di¤erentiable simple closed curve in the plane.
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Suppose that f is holomorphic in 
, and that f and f 0 extend continuously to 
.
Then Z

@


f (z) dz = 0:

Proof : Green�s theorem yieldsZ
@


f (z) dz = 2i

Z



@f

@z
(z) dxdy = 2i

Z



0dxdy = 0;

since @f
@z (z) = 0 when f is complex di¤erentiable at z.

4. The Cauchy-Goursat Theorem

In this section we obtain a variant of Theorem 2 without the assumption that
f 0 is continuous in 
.

Theorem 3. Let 
 be a convex open subset of the plane, and let 
 be an oriented
piecewise continuously di¤erentiable simple closed curve in 
. If f is holomorphic
in 
, then

(4.1)
Z



f (z) dz = 0:

Proof : We proceed in a sequence of three steps as follows.
Step 1: If 
 is a triangle, then (4.1) holds.

This is the main step in the proof. Set 
01 � 
 and let

A01 =

Z

01

f (z) dz:

We divide the triangle 
01 into four congruent triangles 

1
1; 


1
2; 


1
3; 


1
4 by joining the

midpoints of the sides of 
01. Clearly

A01 =

4X
k=1

A1k

where

A1k �
Z

1k

f (z) dz; 1 � k � 4:

Now since
��A01�� � P4

k=1

��A1k��, we may assume by relabelling that ��A11�� � 1
4

��A01��.
Now divide the triangle 
11 into four congruent triangles 


2
1; 


2
2; 


2
3; 


2
4 by joining the

midpoints of the sides of 
11. With

A2k �
Z

2k

f (z) dz; 1 � k � 4;

we may again assume by relabelling that
��A21�� � 1

4

��A11��.
Continuing in this manner we obtain a sequence of triangles 
01 � 
11 � 
21 �

:::
n1 � ::: whose closed convex hulls Hn
1 contain a unique point z0 2 
. We have

diam (
n1 ) = 2�ndiam
�

01
�

length (
n1 ) = 2�nlength
�

01
�
;

area (Hn
1 ) = 4�narea

�
H0
1

�
;

jAn1 j � 4�n
��A01�� :
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Now from Theorem 2 applied to the function z ! f (z0)+f
0 (z0) (z � z0) (since

this function has an antiderivative, namely f (z0) z + f 0 (z0)
1
2 (z � z0)

2, we could
instead use the fundamental theorem of line integrals), we obtainZ


n1

ff (z0) + f 0 (z0) (z � z0)g dz = 0; n � 1:

Thus since f is complex di¤erentiable at z0 we conclude with hn = diam (
n1 ) =
2�ndiam

�

01
�
that

jAn1 j =

�����
Z

nk

f (z) dz

����� =
�����
Z

n1

ff (z)� f (z0)� f 0 (z0) (z � z0)g dz
�����

� o (diam (
n1 )) length (

n
1 )

� 2�ndiam
�

01
� o (hn)

hn
2�nlength

�

01
�

� jAn1 j
length

�

01
�

jA01j
o (hn)

hn
;

which implies that jAn1 j = 0 as soon as
o(hn)
hn

<
jA0

1j
length(
01)

. Thus
��A01�� � 4n jAn1 j = 0

and (4.1) holds when 
 is a triangle.

Remark 1. In the special case where 
 is a triangle, we need only assume
that f is continuous in 
, and holomorphic in 
 n fpg for some exceptional point
p 2 
. Indeed, Step 1 already proves the case when p is outside 
. If p is a vertex
of 
 = 4 (a; b; c), say a = p, we consider points x and y arbitrarily close to p on
the sides [a; b] and [a; c] respectively of 
. Then (4.1) holds for 
 replaced by either
4 (x; b; c) or 4 (x; y; c), and since the perimeter of 4 (x; y; a) is as small as we
wish, we obtain (4.1). The cases where p is on an edge or in the interior of 
 are
now easy to establish by decomposing 
 into appropriate subtriangles.

Step 2: There is a holomorphic antiderivative F of f in 
, i.e. F 0 (z) = f (z)
for z 2 
.

Fix z0 2 
 and de�ne

F (z) =

Z
[z0;z]

f (w) dw; z 2 
;

where [z0; z] denotes the curve 
 whose image is the straight line segment joining
z0 to z, parameterized for example by 
 (t) = z0 + t (z � z0), 0 � t � 1. By Step 1
we have Z

[z0;z]

f (w) dw +

Z
[z;z+h]

f (w) dw +

Z
[z+h;z0]

f (w) dw = 0;

and so

F (z + h)� F (z)
h

=
1

h

(Z
[z0;z+h]

f (w) dw �
Z
[z0;z]

f (w) dw

)

=
1

h

Z
[z;z+h]

f (w) dw

=
1

h

Z 1

0

f (z + th)hdt! f (z)
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as h! 0.

Step 3:
R


f (z) dz = 0.

Parameterize 
 as 
 (t), a � t � b (without loss of generality we may assume
that 
 is continuously di¤erentiable in (a; b)). Let F be an antiderivative of f as
in Step 2. The chain rule shows that d

dtF (
 (t)) = F 0 (
 (t)) 
0 (t) (a formal and
nonrigorous proof of this is that

F (
 (t+ h))� F (
 (t))
h

=
F (
 (t+ h))� F (
 (t))


 (t+ h)� 
 (t)

 (t+ h)� 
 (t)

h

tends to F 0 (
 (t)) 
0 (t) as h! 0). We now compute thatZ



f (z) dz =

Z



F 0 (z) dz =

Z b

a

F 0 (
 (t)) 
0 (t) dt

=

Z b

a

d

dt
F (
 (t)) dt = F (
 (b))� F (
 (a)) = 0

since 
 (b) = 
 (a) when 
 is a closed curve.

Corollary 1. Theorem 3 holds if we merely assume that f is continuous in

, and holomorphic in 
 n fpg for some exceptional point p 2 
.

5. Cauchy�s representation formula

A remarkable property of holomorphic functions f is that they are uniquely
determined inside a "nice" domain by their boundary values, and moreover there is
a simple formula for recovering the interior values f (z) from the boundary values
f (w), namely

(5.1) f (z) =
1

2�i

Z
@


f (w)

w � z dw; z 2 
:

In order to state and prove a precise version of Cauchy�s formula (5.1), we need the
notion of the index of a curve 
 in the complex plane relative to a point z 2 C.

Definition 5. If 
 is a closed piecewise continuously di¤erentiable curve in
the plane, and if z 2 Cn
� (we denote by 
� the image of 
 in the plane), we de�ne
the index of 
 about z to be

Ind
 (z) �
1

2�i

Z



1

w � z dw:

Proposition 4. Suppose that 
 is a closed piecewise continuously di¤erentiable
curve in the plane. Then the function Ind
 (z) is integer-valued, constant in each
component of C n 
�, and vanishes in the unbounded component of C n 
�.

Proof : Let 
 (t), a � t � b, be a parameterization of 
 and �x z 2 C n 
�.
Heuristically, we expect the antiderivative of 
0(t)


(t)�z to be log (
 (t)� z) where log
is an inverse function to exp. Then we would get

Ind
 (z) =

Z b

a


0 (t)


 (t)� z dt = log (
 (t)� z) j
b
a= log


 (b)� z

 (a)� z = log 1:

Since exp is 2�i periodic and e0 = 1, log 1 2 f2�ingn2Z, and this would prove the
proposition.
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Unfortunately, we have not yet de�ned a logarithm function, so we proceed
via a route that achieves the same goal without actually using a logarithm. We
accomplish this with the function

' (s) = exp

�Z s

a

1


 (t)� z 

0 (t) dt

�
; a � s � b:

Since Ind
 (z) =
R b
a

1

(t)�z


0 (t) dt, we see that Ind
 (z) is an integer if and only if
' (b) = exp fInd
 (z)g equals 1. To show that ' (b) = 1 it su¢ ces to show that

(5.2)
d

ds

' (s)


 (s)� z = 0; a � s � b;

since then
' (b)


 (b)� z =
' (a)


 (a)� z =
1


 (b)� z ;

as ' (a) = 1 and 
 (a) = 
 (b) (since 
 is a closed path). Actually, we can only show
(5.2) at points s where 
 (s) is continuously di¤erentiable, but this is easily seen to
be enough. For this we compute

'0 (s) = ' (s)

0 (s)


 (s)� z ;

so that
d

ds

' (s)


 (s)� z =
(
 (s)� z)'0 (s)� ' (s) 
0 (s)

(
 (s)� z)2
= 0:

Since Ind
 (z) is continuous in C n 
�, we conclude that Ind
 (z) is a constant
integer in each component of C n 
�, and since limz!1 Ind
 (z) = 0, we conclude
that Ind
 (z) vanishes in the unbounded component of C n 
�.

Corollary 2. If 
 is the positively oriented circle centered at a with radius r,
then

Ind
 (z) =

�
1 if jz � aj < r
0 if jz � aj > r

:

Proof : If we parameterize 
 by 
 (t) = eit, 0 � t � 2�, then

Ind
 (0) =
1

2�i

Z



1

w � 0dw =
1

2�i

Z 2�

0

1

eit � 0 ie
itdt =

1

2�i

Z 2�

0

idt = 1:

We can now give Cauchy�s representation formula. For convenience we de�ne
a path to be a piecewise continuously di¤erentiable curve in the plane.

Theorem 4. Suppose that 
 is a closed path in a convex set 
. If f is holo-
morphic in 
 and z 2 
 n 
�, then

f (z) Ind
 (z) =
1

2�i

Z



f (w)

w � z dw:

Proof : Fix z 2 
 n 
� and for w 2 
 de�ne

g (w) =

�
f(w)�f(z)

w�z if w 6= z

f 0 (z) if w = z
:
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Then g is continuous in 
, and holomorphic in 
 n fzg, and so Corollary 1 shows
that
1

2�i

Z



f (w)

w � z dw � f (z) Ind
 (z) =
1

2�i

Z



f (w)� f (z)
w � z dw =

1

2�i

Z



g (w) dw = 0:

Theorem 5. Suppose that f is holomorphic in a disk B (a;R). Then there is
a power series

P1
n=0 an (z � a)

n having radius of convergence R such that

f (z) =
1X
n=0

an (z � a)n ; z 2 B (a;R) :

Moreover, f is in�nitely complex di¤erentiable and

f (m) (z) =
1X
n=m

an
n!

(n�m)! (z � a)
n�m

; z 2 B (a;R) :

In particular,
f (m) (a) = m!am; m = 0; 1; 2; :::

and we have Taylor�s formula:

f (z) =
1X
n=0

f (n) (a)

n!
(z � a)n ; z 2 B (a;R) :

Proof : We assume without loss of generality that a = 0. Then if 
 is the
positively oriented circle of radius r < R about the origin, we have from Theorem
4 that for z 2 B (0; r):

f (z) =
1

2�i

Z



f (w)

w � z dw =
1

2�i

Z 2�

0

f
�
rei�

�
rei� � z ire

i�d�

=
1

2�

Z 2�

0

f
�
rei�

�
1� z

rei�
d� =

1

2�

Z 2�

0

1X
n=0

� z

rei�

�n
f
�
rei�

�
d�

=
1X
n=0

(
1

2�

Z 2�

0

f
�
rei�

�
rn

e�in�d�

)
zn =

1X
n=0

anz
n:

The above interchange of summation and integration follows from the uniform
convergence of the geometric series in the unit disk. It follows that the power seriesP1
n=0 anz

n has radius of convergence at least r. Moreover, by iterating (2.4) we

see that f is in�nitely di¤erentiable in B (0; r) and that an =
f(n)(a)
n! for n � 0.

Since r was any positive number less than R, the proof is complete.

Definition 6. Let 
 be an open set in the plane. A function f : 
 ! C is
analytic in 
 if f has a power series representation with radius of convergence R
in each open disk B (a;R) contained in 
.

Combining Theorems 1 and 5, we see that a function f : 
! C is holomorphic
in 
 if and only if it is analytic in 
. Example 1 shows that this fails miserably for
derivatives in the real �eld.





CHAPTER 3

Properties of holomorphic functions

In this chapter we develop some of the surprising properties of holomorphic
functions, beginning with the dichotomy of zero sets, and the dichotomy of isolated
singularities, of analytic functions. Then we investigate the maximum modulus
theorem and some of its consequences, leading to the theory of normal families and
the open mapping theorem. These tools will be used in the next chapter to prove
the remarkable Riemann Mapping Theorem that characterizes the biholomorphic
images of the open unit disk as comprising all open simply connected proper subsets
of the complex plane.

1. Zeroes of analytic functions

Suppose a holomorphic function f is de�ned in a disk B (a;R) and vanishes at
the center a. The fact that f has a power series expansion f (z) =

P1
n=0 an (z � a)

n

with radius of convergence at least R results in a dichotomy of just two possibilites:
(1) either all of the coe¢ cients an are zero and f vanishes in the entire ball

B (a;R),
(2) or there is a �rst coe¢ cient aN that is non-zero and then

(1.1) f (z) = (z � a)N g (z)
where g is holomorphic in B (a;R) and nonvanishing at a: indeed

f (z) =
1X
n=N

an (z � a)n

= (z � a)N
n
aN + aN+1 (z � a) + aN+2 (z � a)2 + :::

o
� (z � a)N g (z) :

The positive integer N is uniquely determined in the second possibility and is
called the order of the zero of f at the point a. By convention we say that f has
a zero of order 0 at a if f (a) 6= 0. In a connected open set, this phenomenon takes
the following form.

Theorem 6. Suppose 
 is open and connected and f 2 H (
). Then the zero
set Z = fz 2 
 : f (z) = 0g of f in 
 is either all of 
 or is a discrete subset of

 (this means Z has no limit point in 
). In the latter case there is associated to
each point a 2 Z a unique positive integer N such that f (z) = (z � a)N g (z) where
g 2 H (
) and g (a) 6= 0.

Proof : The set Z is closed in 
 since f is continuous. We claim that the

interior
�
Z of Z is also a closed subset of 
. Indeed, if a 2 
 n

�
Z is a limit point

of
�
Z, then a 2 Z and the �rst possibility of the dichotomy above fails, and so the

19
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second possibility holds. Then we conclude from the continuity of g in (1.1) that a

is isolated in Z, contradicting the assumption that a is a limit point of
�
Z. Thus

�
Z

is both open and closed in 
. Since 
 is connected, we conclude that either
�
Z = 


(in which case f is identically zero in 
) or
�
Z = �. In the latter case every point

a 2 Z is an isolated point since only the second possibililty can hold
Corollary 3. (The Coincidence Principle) Suppose that f; g 2 H (
) where


 is open and connected. If f (z) = g (z) in some set E of points having a limit
point in 
, then f = g in all of 
.

Proof : Since E is a subset of the zero set of f �g, the previous theorem shows
that E = 
.

Example 2. De�ne the holomorphic functions sin and cos in the complex plane
by the series for cos � and sin � in (2.2), but replacing the real variable � by the
complex variable z, i.e.

cos z = 1� z2

2!
+
z4

4!
� :::

sin z = z � z3

3!
+
z5

5!
� :::

Then

(1.2) sin (z + w) = sin z cosw + cos z sinw; z; w 2 C:
To prove this we take as known that

(1.3) sin (x+ y) = sinx cos y + cosx sin y; x; y 2 R;
By the coincidence principle we obtain that

(1.4) sin (z + y) = sin z cos y + cos z sin y; z 2 C; y 2 R;
since for �xed y 2 R, both sides of (1.4) are holomorphic functions of z 2 C that
coincide on the real line by (1.3). Now �x z 2 C in (1.2), and note that both sides
of (1.2) are holomorphic functions of w 2 C that coincide on the real line by (1.4).
Another application of the coincidence principle now proves (1.2).

2. Isolated singularities of analytic functions

Suppose a holomorphic function f is de�ned in a punctured disk

B0 (a;R) = B (a;R) n fag ;
and has a singularity at the center a in the sense that there is no analytic function
F in the entire ball B (a;R) whose restriction to B0 (a;R) is f . In the case that
such an F does exist, we say that f has a removable singularity at a. For an actual
(nonremovable) singularity there is a dichotomy of just two possibilites:

(1) either limz!a jf (z)j =1 and there is a positive integer N such that

h (z) = (z � a)N f (z) ; z 2 B0 (a;R) ;
has a removable singularity at a and h (a) 6= 0,

(2) or the image f (B0 (a; r)) under f of each punctured disk B0 (a; r), 0 <
r < R, is dense in the complex plane C. In this case limz!a f (z) fails to
exist in the most spectacular way possible, namely the cluster set of f at
a is C.
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In possibility (1) we say that f has a pole of order N at a, and in possibility (2)
we say that f has an essential singularity at a. In order to prove the dichotomy, we
begin with Riemann�s theorem on removable singularities, which can be restated as
saying that if f has an actual isolated singularity at a, then f must be unbounded
in every neighbourhood of a.

Theorem 7. Suppose f is holomorphic and bounded in a punctured disk B0 (a;R).
Then f has a removable singularity at a.

Proof : Let h (z) =
�
(z � a)2 f (z) if z 2 B0 (a;R)

0 if z = a
. Then h0 (a) = 0

and so h 2 H (B (a;R)). By Theorem 5, h has a power series expansion in B (a;R):

h (z) =
1X
n=0

h(n) (a)

n!
(z � a)n ; z 2 B (a;R) :

Since h (a) = h0 (a) = 0, we have

(z � a)2 f (z) = h (z) =
1X
n=2

h(n) (a)

n!
(z � a)n = (z � a)2

1X
n=0

h(n+2) (a)

(n+ 2)!
(z � a)n ;

for z 2 B0 (a;R), and hence f is the restriction to B0 (a;R) of the holomorphic

function F (z) =
P1
n=0

h(n+2)(a)
(n+2)! (z � a)

n, z 2 B (a;R).

Now we can prove the dichotomy of isolated singular points. Indeed, suppose
that f has a (nonremovable) singularity at a and that possibility (2) fails. Then
there is 0 < r < R and a disk B (w; ") in the plane such that

f (B0 (a; r)) \B (w; ") = �:

It follows that

g (z) =
1

f (z)� w; z 2 B0 (a; r) ;

is bounded (jg (z)j � 1
" ) and nonvanishing in the punctured disk B0 (a; r). By

Riemann�s theorem there is G 2 H (B (a; r)) which restricts to g in B0 (a; r).
We must have G (a) = 0 since otherwise solving G (z) = 1

f(z)�w for f shows
that

f (z) = w +
1

G (z)
; z 2 B0 (a; r) ;

has a removable singularity at a, a contradiction. It now follows from Theorem 6
that there is a unique positive integer N such that

G (z) = (z � a)N H (z) ; z 2 B (a; r) ;
with H holomorphic and nonvanishing in all of B (a; r). Thus we have

f (z) = w +
1

(z � a)N H (z)
; z 2 B0 (a; r) :

It follows that
lim
z!a

jf (z)j =1;
and that

h (z) =

(
(z � a)N f (z) if z 2 B0 (a;R)

w (z � a)N + 1
H(z) if z 2 B (a; r) ;
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de�nes a holomorphic function in B (a;R) with h (a) = 1
H(a) 6= 0. This proves that

possibility (1) holds.

We note that when possibility (1) holds, we can write

w (z � a)N + 1

H (z)
=

1X
n=0

an (z � a)n

as a power series and obtain the representation,

f (z) = (z � a)�N
1X
n=0

an (z � a)n =
1X
n=0

an (z � a)n�N

=
a0

(z � a)N
+ :::+

aN�1
z � a + aN + aN+1 (z � a) + :::

which is usually written

f (z) =

1X
n=�N

bn (z � a)n =
b�N

(z � a)N
+ :::+

b�1
z � a +

1X
n=0

bn (z � a)n ;

for z 2 B0 (a;R). This motivates calling such a singularity a pole of order N at a.
The polynomial in 1

z�a ,

PN (z) =
b�N

(z � a)N
+ :::+

b�1
z � a;

is called the principal part of f at the pole a.

3. Cauchy�s estimates, maximum principle, and uniform convergence

Theorem 8. Suppose 
 is open and convex, and that 
 is a closed path in 
.
If f 2 H (
), then

(3.1) f (n) (z) Ind
 (z) =
n!

2�i

Z



f (w)

(w � z)n+1
dw; z 2 
 n 
�; n � 0:

Proof : For z; z + h in the same component of 
 n 
�, Cauchy�s formula shows
that

f (z + h)� f (z)
h

Ind
 (z) =
1

2�i

Z



1

h

�
1

w � z � h �
1

w � z

�
f (w) dw(3.2)

=
1

2�i

Z



�
1

(w � z � h) (w � z)

�
f (w) dw

! 1

2�i

Z



f (w)

(w � z)2
dw

as h! 0 since 1
w�z�h !

1
w�z uniformly on 


�. Thus we have

f 0 (z) Ind
 (z) =
1

2�i

Z



f (w)

(w � z)2
dw; z 2 B (a; r) ;

and (3.1) now follows by repetition of the argument.
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Corollary 4. (Cauchy�s estimates) If f 2 H (B (a;R)), then for 0 � n <1,���f (n) (a)��� � n!

rn

�
1

2�

Z 2�

0

��f �a+ rei���� d�� ; 0 < r < R;(3.3) ���f (n) (a)��� � n!

Rn

�
sup

0<r<R

1

2�

Z 2�

0

��f �a+ rei���� d��
� n!

Rn
sup

z2B(a;R)
jf (z)j :

Proof : For 0 < r < R we have���f (n) (a)��� =

����� n!2�i
Z



f (w)

(w � a)n+1
dw

����� =
����� n!2�i

Z 2�

0

f
�
a+ rei�

�
(rei�)

n+1 irei�d�

�����
� n!

2�

Z 2�

0

��f �a+ rei����
rn

d�:

The second inequality in (3.3) follows easily.

Theorem 9. (Maximum principle) Suppose that 
 is open and connected. If
f 2 H (
) then f cannot have a strict local maximum in 
. If f has a local
maximum, it must be constant in 
.

Proof : Suppose, in order to derive a contraction, that f has a strict local
maximum at a 2 
. Then there is B (a;R) � 
 such that

jf (a)j > jf (z)j ; z 2 B0 (a;R) :
Then for every 0 < r < R we have from the �rst inequality in (3.3),

jf (a)j � 1

2�

Z 2�

0

��f �a+ rei���� d� < 1

2�

Z 2�

0

jf (a)j d� = jf (a)j ;

the desired contradiction. Now suppose only that f has a local maximum at a 2 
.
Then there is B (a;R) � 
 such that

jf (a)j � jf (z)j ; z 2 B0 (a;R) :
Then for every 0 < r < R we have from the �rst inequality in (3.3),

jf (a)j � 1

2�

Z 2�

0

��f �a+ rei���� d� � 1

2�

Z 2�

0

jf (a)j d� = jf (a)j ;

and it follows from the continuity of f that
��f �a+ rei���� = jf (a)j for all a+ rei� 2

B (a;R).
Thus we have jf (a)j2 = jf (z)j2 for z 2 B (a;R). If f (a) = 0 we have that f is

the constant 0 in B (a;R), and otherwise we have

0 =
@

@z
jf (a)j2 = @

@z

n
f (z) f (z)

o
= f 0 (z) f (z); z 2 B (a;R) ;

since @
@z f (z) =

@
@z f (z) = 0 by the Cauchy-Riemann equations. Thus f

0 (z) = 0 in
B (a;R) and so f is again constant in B (a;R) since

f (z)� f (a) =
Z
[a;z]

f 0 (w) dw = 0; z 2 B (a;R) :

Finally, the coincidence principle implies that f is constant in 
.
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Remark 2. Theorem 9 fails to hold with "maximum" replaced by "minimum"
as evidenced by the function f (z) = z in 
 = B (0; 1). However, if we assume
in addition that f is nonvanishing in 
, then the theorem holds with "maximum"
replaced by "minimum" throughout (simply apply Theorem 9 to 1

f(z)).

Corollary 5. Suppose 
 is bounded, open and connected. If f 2 H (
) \
C
�


�
, then

jf (z)j � sup
w2@


jf (w)j ; z 2 
;

with strict inequality unless f is constant in 
. If in addition, f is nonvanishing
in 
, then

jf (z)j � inf
w2@


jf (w)j ; z 2 
;

with strict inequality unless f is constant in 
.

Here is a famous application of the second inequality in (3.3).

Theorem 10. (Liouville�s theorem) If f : C! C is holomorphic and bounded,
then f is constant.

Proof : From the second inequality in (3.3) we obtain

jf 0 (a)j � 1

Rn
sup

z2B(a;R)
jf (z)j ! 0 as R!1;

or f 0 (a) = 0 for all a 2 C. It follows that f is constant.

Problem 1. Suppose more generally that f : C ! C is holomorphic and has
polynomial growth at in�nity, i.e. jf (z)j � C

�
1 + jzjN

�
for some positive constant

C and positive integer N . Show that f (z) is a polynomial of degree at most N .

Hint: The second inequality in (3.3) yields���f (n) (a)��� � n!

Rn
sup

z2B(a;R)
jf (z)j � n!

Rn
C
�
1 + (jaj+R)N

�
:

Show that this vanishes in the limit as R!1 whenever n > N .

Another consequence of the second inequality in (3.3) concerns uniform con-
vergence of a sequence of holomorphic functions.

We take for granted that if 
 is a simple closed path in the plane, then C n 
�
has a single bounded component and Ind
 (z) = 1 for z 2 D if 
 surrounds D in
the positive direction (the same assertion for a simple closed curve is the di¢ cult
Jordan Curve Theorem).

Theorem 11. (Uniform convergence theorem) Suppose that 
 is an open con-
vex set in the plane and that 
 is a simple closed path in 
. If ffng1n=1 is a sequence
of holomorphic functions in 
 that converge uniformly on 
�, then ffng1n=1 con-
verges uniformly on compact subsets of the bounded component D of C n 
� to a
holomorphic function in D. Moreover, ff 0ng

1
n=1 converges uniformly on compact

subsets of D.
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Proof : If K is a compact subset of D, and � = dist (K;Dc), then � > 0 and
for z 2 K we have

jfm (z)� fn (z)j =

���� 12�i
Z



fm (w)� fn (w)
w � z dw

����
� 1

2�

Z b

a

jfm (w)� fn (w)j
�

j
0 (t)j dt

� 1

2��
length (
) sup

w2
�
jfm (w)� fn (w)j :

Thus ffng1n=1 converges uniformly on K to a continuous function f in D. But since
we have

f (z) = lim
n!1

fn (z) = lim
n!1

1

2�i

Z



fn (w)

w � z dw =
1

2�i

Z



f (w)

w � z dw;

for z 2 D, the calculation in (3.2) shows that f is holomorphic in D, and moreover,

f 0 (z) =
1

2�i

Z



f (w)

(w � z)2
dw:

For convenience we repeat the argument here using Ind
 (z) = Ind
 (z + h) = 1
for z; z + h 2 D:

f 0 (z) = lim
h!0

f (z + h)� f (z)
h

= lim
h!0

1

2�i

Z



1

h

�
1

w � z � h �
1

w � z

�
f (w) dw

=
1

2�i

Z



�
lim
h!0

1

(w � z � h) (w � z)

�
f (w) dw

=
1

2�i

Z



f (w)

(w � z)2
dw:

Since

f 0n (z) =
1

2�i

Z



fn (w)

(w � z)2
dw;

the argument above using fn ! f uniformly on 
�, shows that f 0n converges uni-
formly to f 0 on compact subsets of D.

4. Normal families

Here we show that every sequence of holomorphic functions on an open set

, that is uniformly bounded on compact subsets of 
, has a subsequence that
converges uniformly on compact subsets of 
 to a holomorphic function. The proof
will use the above theorem on uniform convergence together with the Arzela-Ascoli
theorem. We begin with the statement and proof of the Arzela-Ascoli theorem, one
of the most useful real-variable theorems in analysis.

Suppose K is a compact metric space with metric dK . We de�ne the metric
space C (K) of continuous complex-valued functions on K by

C (K) = ff : K ! C : f is continuous on Kg
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with metric
dC(K) (f; g) � sup

x2K
jf (x)� g (x)j ; f; g 2 C (K) :

Recall that C (K) is a complete metric space (every Cauchy sequence in C (K)
converges) and that a sequence ffng1n=1 � C (K) converges in the metric space
C (K) if and only if it converges uniformly on K. Recall also that a continuous
function f on a compact metric space K is actually uniformly continuous on K:
for every " > 0 there is � > 0 such that

jf (x)� f (y)j < "; whenever dK (x; y) < �:

A family F � C (K) of continuous functions on K is called equicontinuous if for
every " > 0 there is � > 0 such that

(4.1) jf (x)� f (y)j < " whenever dK (x; y) < � and f 2 F :
Finally, we say that a family F � C (K) is pointwise bounded on K if

sup
f2F

jf (x)j <1 for each x 2 K:

Theorem 12. (Arzela-Ascoli theorem) Suppose that K is a compact metric
space and that ffng1n=1 � C (K) is a sequence of continuous functions on K. If the
sequence ffng1n=1 is both pointwise bounded and equicontinuous on K, then:

(1) The sequence ffng1n=1 is uniformly bounded.
(2) There is a subsequence ffnkg

1
k=1 that converges in C (K).

Proof : (1) We �rst use equicontinuity of ffng1n=1 and the compactness of K
to improve the pointwise boundedness of ffng1n=1 to actual boundedness in the
metric space C (K). By equicontinuity there is � > 0 so that jf (x)� f (y)j <
1 for dK (x; y) < �. Now select a �nite set of balls fBK (xk; 1)gNk=1 that cover
the compact set K (the collection of all balls with unit radius covers K). Then
Mxk = supn jfn (xk)j < 1 for each xk by pointwise boundedness, and so M =
max1�k�N Mxk <1. But then we have for any x 2 K, if x 2 BK (xk; 1),

jf (x)j � jf (x)� f (xk)j+ jf (xk)j < 1 +Mxk � 1 +M:

Thus ffng1n=1 � BC(K) (0;M + 1).
(2) We proceed in three steps.

Step 1: K has a countable dense subset E.

For each n 2 N there is a �nite set of balls
�
BK

�
xnk ;

1
n

�	Nn

k=1
that cover K.

Clearly the set E =
S1
n=1 fxnkg

Nn

k=1 is countable and dense in K.

Step 2: There is a subsequence fgng1n=1 of ffng
1
n=1 that converges on E.

Relabel E as E = fekg1k=1. There is a subsequence ffnkg
1
k=1 of ffng

1
n=1

such that ffnk (e1)g
1
k=1 converges in C. There is then a subsequence

n
fnkj

o1
j=1

of ffnkg
1
k=1 such that

n
fnkj (e2)

o1
j=1

converges in C, and of course
n
fnkj (e1)

o1
j=1

converges as well. Repeating this procedure we obtain for each ` 2 N sequences s` =�
f `n
	1
n=1

such that s1 is a subsequence of s0 � ffng1n=1, and s`+1 is a subsequence
of s` for all ` 2 N. We also have that s` (ek) converges for 1 � k � `. Now Cantor�s
diagonal sequence fgng1n=1 � ffnn g

1
n=1 converges at each ek in E.

Step 3: fgng1n=1 converges uniformly on K.
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Let " > 0 and by equicontinuity choose � > 0 so that

jfn (x)� fn (y)j < "1 whenever dK (x; y) < � and n � 1;

where "1 > 0 will be chosen later. Now let fBK (yj ; �)gJj=1 be a �nite set of balls
centered at points yj in E and with radius � that cover K. For each j choose Nj
so that

jgm (yj)� gn (yj)j < "2; m; n � Nj ;

where "2 > 0 will be chosen later. Now set N = max1�j�J Nj . Then for m;n � N
and x 2 K, with say x 2 BK (yj ; �), we have

jgm (x)� gn (x)j = jgm (x)� gm (yj) + gm (yj)� gn (yj) + gn (yj)� gn (x)j
� jgm (x)� gm (yj)j+ jgm (yj)� gn (yj)j+ jgn (yj)� gn (x)j
< "1 + "2 + "1 < "

provided we choose 2"1 + "2 < ". This shows that fgng1n=1 converges uniformly on
K, and since C (K) is complete, fgng1n=1 converges in C (K).

Remark 3. Using the above theorem, it can be shown that a subset F of C (K) is
compact if and only if F is closed, bounded and equicontinuous. Indeed, a compact
set in any metric space is easily shown to be closed and bounded. To see that F
is also equicontinuous, let " > 0 and select a �nite collection

�
BC(K) (fk; "1)

	N
k=1

of balls in C (K) centered at fk with radius "1 that cover F . Since fk is uniformly
continuous there is �k > 0 such that

jfk (x)� fk (y)j < "2 whenever dK (x; y) < �k:

Set � = min1�k�N �k > 0. Then if dK (x; y) < � and f 2 F , say f 2 BC(K) (fk; "1),
then

jf (x)� f (y)j = jf (x)� fk (x) + fk (x)� fk (y) + fk (y)� f (y)j
� jf (x)� fk (x)j+ jfk (x)� fk (y)j+ jfk (y)� f (y)j
< "1 + "2 + "1 < "

if we choose 2"1 + "2 < ". Thus (4.1) holds.

Conversely, the Arzela-Ascoli theorem shows that every in�nite set E in F has a
limit point f in C (K), and since F is closed, f 2 F . Now it is a general fact that
a metric space X is compact if and only if every in�nite subset of X has a limit
point in X. So we are done by the "if" statement of this general fact. The proof of
this statement is a bit delicate. Using that X is contained in a �nite union of balls
of radius 1

n for each n 2 N, one �rst shows that there is a countable dense set E in
X. Then the collection of balls B = fB (x; r) : x 2 E; r 2 Q \ (0; 1)g is a countable
base. Now suppose that fG�g�2A is an open cover of X. For each x 2 X there is
an index � 2 A and a ball Bx 2 B such that

(4.2) x 2 Bx � G�:

Note that the axiom of choice is not needed here since B is countable, hence well-
ordered. If we can show that the cover eB = fBxgx2X has a �nite subcover, then
(4.2) shows that fG�g�2A has a �nite subcover as well. So it remains to show that
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eB has a �nite subcover. Relabel the countable base eB as eB = fBng1n=1. Assume, in
order to derive a contradiction, that eB has no �nite subcover. Then the sets

FN = X n
 

N[
k=1

Bn

!
are nonempty closed sets that are decreasing, i.e. FN+1 � FN , and that have empty
intersection. Thus if we choose xN 2 FN for each N , the set E =

S1
N=1 fxNg must

be an in�nite set, and so has a limit point x 2 X. But then the fact that the FN
are closed and decreasing implies that x 2 FN for all N , the desired contradiction.

Definition 7. A family F � H (
) of holomorphic functions on an open set

 is said to be normal if every sequence of functions from F has a subsequence that
converges uniformly on compact subsets of 
 (but not necessarily to a function in
F). In other words, F is "sequentially precompact".

Theorem 13. (Montel�s theorem) If F � H (
) is uniformly bounded on each
compact subset of 
, then F is a normal family.

Proof : Let fKng1n=1 be a seqence of compact subsets of 
 satisfying

Kn �
�
Kn+1 � Kn+1; n � 1;

[1n=1Kn = 
:

In view of the Arzela-Ascoli theorem and the uniform convergence theorem, it
su¢ ces to prove that the restriction of F to the compact subsetKn is equicontinuous
(since this will show that every sequence in F has a subsequence that converges
uniformly on Kn; then we apply Cantor�s diagonal trick).

So to prove that F jKn is equicontinuous, let

�n = dist (Kn; @Kn+1) > 0;

and cover Kn with �nitely many disks
�
B
�
zk;

�n
4

�	Nn

k=1
. If z; w 2 B

�
zk;

�n
2

�
and

f 2 F , we have

jf (z)� f (w)j =

�����
Z
[w;z]

f 0 (w) dw

�����
� jz � wj sup

�2B(zk; �n2 )
jf 0 (�)j

� jz � wj
(

1�
�n
2

� sup
�2B(zk;�n)

jf (�)j
)
;

by Cauchy�s inequality since for each � 2 B
�
zk;

�n
2

�
, B

�
�; �n2

�
� B (zk; �n). Now

we note that B (zk; �n) �
�
Kn+1 � Kn+1 and by hypothesis, there is a constant

Mn+1 such that sup�2Kn+1
jf (�)j �Mn+1 for f 2 F . Thus we obtain

(4.3) jf (z)� f (w)j � 2Mn+1

�n
jz � wj ; z; w 2 B

�
zk;

�n
2

�
; f 2 F :

Finally, we take a pair of points z; w 2 Kn such that jz � wj < �n
4 . There is k

so that z 2 B
�
zk;

�n
4

�
. Then w 2 B

�
zk;

�n
2

�
and so (4.3) yields

jf (z)� f (w)j � 2Mn+1

�n
jz � wj ; f 2 F ;
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which easily implies the equicontinuity of F jKn
.

5. The open mapping theorem

An important topological property of a holomorphic map f : 
 ! C on a
connected open set is that either f is constant or f is an open map, i. e. f (G) is
open for all open subests G of 
. This should be compared with the Invariance of
Domain theorem of Brouwer that can use homotopy to conclude that any one-to-
one continuous map on an open subset of the plane is an open map. More generally
this can be extended to Rn, n > 2, using homology (see e.g. page 172 of [2]).

Theorem 14. (Open mapping theorem) If f is holomorphic on an open con-
nected set 
 in the complex plane, then f (
) is either a single point or an open
set.

Proof : Suppose that f is not constant, and �x a 2 
. We may suppose that
f (a) = 0. By the coincidence principle, there is B (a;R) � 
 such that f (z) 6= 0
for all z 2 @B (a;R). By continuity of f and compactness of @B (a;R),

� � min
z2@B(a;R)

jf (z)j > 0:

We claim that

(5.1) B

�
0;
�

2

�
� f (B (a;R)) � f (
) ;

which clearly completes the proof that f (
) is open.
To see (5.1), choose w 2 B

�
0; �2
�
and note that for z 2 @B (a;R),

� � jf (z)j � jf (z)� wj+ jwj < jf (z)� wj+ �

2
:

Thus

jf (a)� wj = jwj < �

2
� min
z2@B(a;R)

jf (z)� wj ;

and now the mimimum principle, Remark 2, implies that f (z)�w cannot be non-
vanishing in any open neighourhood of the closed ball B (a;R). It follows that
f (z0) = w for some z0 2 B (a;R) and this completes the proof that (5.1) holds.

5.1. Locally injective holomorphic functions. If f is holomorphic in a
neighbourhood of a point a where f 0 (a) 6= 0, then there is R > 0 such that f is
one-to-one in the disk B (a;R). Indeed, choose R so small that jf 0 (z)� f 0 (a)j <
1
2 jf

0 (a)j for z 2 B (a;R). Then we have for w0; w1 2 B (a;R),

f (w1)� f (w0) =
Z
[w0;w1]

f 0 (z) dz =

Z
[w0;w1]

f 0 (a) dz +

Z
[w0;w1]

[f 0 (z)� f 0 (a)] dz:

Now Z
[w0;w1]

f 0 (a) dz = f 0 (a) (w1 � w0)

and �����
Z
[w0;w1]

[f 0 (z)� f 0 (a)] dz
����� � 1

2
jf 0 (a)j jw1 � w0j ;

and it follows that

jf (w1)� f (w0)j >
1

2
jf 0 (a)j jw1 � w0j > 0:
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Combining this observation with the open mapping theorem we get:

Proposition 5. If f is holomorphic in a neighbourhood of a point a where
f 0 (a) 6= 0, then there are open sets U and V such that a 2 U and f : U ! V is
one-to-one and onto.

We will also need to know that if the derivative f 0 of a holomorphic function
f vanishes at a point a, then f is not one-to-one in any neighbourhood of a. This
can be proved in many ways. We will use the fact that the Jacobian Jf (z) of a
holomorphic function f = u+ iv at the point z is given by

Jf (z) = det

�
ux uy
vx vy

�
= uxvy � vxuy

= u2x + v
2
x =

���� @@xf (z)
����2 = jf 0 (z)j2 ;

where the �rst equality in the second line follows from the Cauchy-Riemann equa-
tions. The idea of the proof is to show that if f 0 (a) = 0, then the integral of
the Jacobian Jf over a small disk B (a;R) is too big to be the area of the image
f (B (a;R)).

Proposition 6. Suppose that f 2 H (
) and that f 0 (a) = 0 for some a 2 
.
Then f is not one-to-one in any disk B (a;R) � 
.

Proof : Suppose without loss of generality that a = 0 and that f is not identi-
cally zero near the origin. Then

g (z) = f (z)� f (0) = znh (z)

where h 2 H (
) satis�es h (0) 6= 0. Since f 0 (0) = 0 we must have n � 2.
Now assume in order to derive a contradiction that f is one-to-one in some disk
B (0; R) � 
, hence in every disk B (0; r) with 0 < r � R. Then the change of
variable formula for g implies that

area (g (B (0; r))) =

Z
B(0;r)

Jgdxdy; 0 < r � R:

However, given " > 0,

g (B (0; r)) � B (0; rn (jh (0)j+ "))
for r su¢ ciently small, and then

area (g (B (0; r))) � �r2n (jh (0)j+ ")2 :
On the other hand,

Jg (z) = jg0 (z)j2 =
��nzn�1h (z) + znh0 (z)��2 = jzj2n�2 jnh (z) + zh0 (z)j2

� jzj2n�2 n2 (jh (0)j � ")2

for jzj su¢ ciently small, and thenZ
B(0;r)

Jgdxdy � 2�

Z
B(0;r)

s2n�2n2 (jh (0)j � ")2 sds

= 2�n2 (jh (0)j � ")2 r
2n

2n
;



5. THE OPEN MAPPING THEOREM 31

for r su¢ ciently small. Altogether then, for r su¢ ciently small,

2 � n �
�
jh (0)j+ "
jh (0)j � "

�2
;

which is a contradiction if we take " > 0 small enough.

Corollary 6. A holomorphic function f de�ned in a neighbourhood of a point
a is one-to-one in some neighbourhood of a if and only if f 0 (a) 6= 0.





CHAPTER 4

The Riemann Mapping Theorem

The previous chapter established that holomorphic functions, those having a
complex derivative on an open set in the complex plane C, have many "magical"
properties compared to those functions having merely a real derivative. The pur-
pose of this chapter is to show that, on the other hand, holomorphic functions
are numerous enough to supply homeomorphisms between arbitrary nontrivial con-
nected and simply connected open subsets of the plane. We will follow for the most
part the treatment in Chapter 14 of Rudin [5].

Theorem 15. (Riemann Mapping Theorem) A subset 
 of the complex plane
is the image f (D) of a one-to-one onto holomorphic map f : D! 
 if and only if

(1) 
 is open
(2) 
 is connected and simply connected
(3) 
 6= C

A one-to-one onto holomorphic map f : D ! 
 is called a Riemann mapping
for 
. The open mapping theorem shows that f�1 : 
! D is continuous, hence a
homeomorphism between 
 and D, and Proposition 6 shows that f 0 is nonvanishing.
Thus f�1 is also holomorphic with derivative�

f�1
�0
(w) = lim

k!0

�
f�1

�
(w + k)�

�
f�1

�
(w)

k

= lim
h!0

h

f (z + h)� f (z) =
1

f 0 (z)
;

where f (z) = w and f (z + h) = w+k. Thus a Riemann mapping is a biholomorphic
map (meaning both the map and its inverse are holomorphic).

Now we can easily obtain the necessity of properties (1), (2) and (3) in Theorem
15. Indeed, (1) is necessary by the open mapping theorem, (2) follows from topology
and the fact that f is a homeomorphism between D and 
, and (3) now follows
from an application of Liouville�s theorem to the holomorphic inverse function f�1 :

! D.

The question of characterizing all the Riemann maps f for 
, in terms of one
of them, is easily reduced to the special case 
 = D, to which we turn in the next
section. The Riemann maps for D are the biholomorphic maps from D to itself,
usually called the automorphisms of D. These maps play an important role in the
proof of the Riemann Mapping Theorem.

1. Automorphisms of the disk

We begin by demonstrating that the only automorphisms of the disk that �x
the center 0, are the rotations U� (z) = ei�z, z 2 D. This will follow from the
Schwarz lemma below. Part (2) of this lemma will prove to be a very powerful tool.

33
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Lemma 1. (The Schwarz Lemma) Suppose that f : D! D is holomorphic and
f (0) = 0.

(1) Then

jf (z)j � jzj ; z 2 D;(1.1)

jf 0 (0)j � 1:

(2) If equality holds for at least one z in the �rst line, or if equality holds
in the second line, then there is � 2 [0; 2�) such that f is the rotation
f (z) = ei�z, z 2 D.

Proof : The function g (z) = f(z)
z has a removable singularity at the origin and

by the maximum principle,

sup
z2B(0;r)

jg (z)j � sup
z2@B(0;r)

jf (z)j
jzj � 1

r
; 0 < r < 1:

Thus we obtain supz2D jg (z)j � 1, and hence (1.1) since g (0) = f 0 (0). If equality
holds as in part (2) of the lemma, then jg (z)j attains its maximum inside the disk,
and so g is a constant of modulus one, hence f is a rotation.

Corollary 7. The only automorphisms of D that �x 0 are the rotations.

Proof : Let f : D ! D be an automorphism. Then f�1 : D ! D is also an
automorphism, and by the chain rule,

(1.2) 1 = f 0 (0)
�
f�1

�0
(0) :

Now part (1) of the Schwarz lemma implies that both jf 0 (0)j � 1 and
����f�1�0 (0)��� �

1, and it follows from (1.2) that we must have both jf 0 (0)j = 1 and
����f�1�0 (0)��� = 1.

Part (2) of the Schwarz lemma now shows that f is a rotation.

Another class of automorphisms are given by the involutions, which are special
biholomorphic maps that interchange 0 with a point w 2 D. For w 2 D de�ne

'w (z) =
w � z
1� wz ; z 2 C n

�
w�1

	
:

Then 'w 2 H
�
C n

�
w�1

	�
and satis�es

'w (0) = w and 'w (w) = 0;

'0w (0) = 1� jwj2 and '0w (w) =
1

1� jwj2
;

and

(1.3) 'w � 'w (z) = z for z 2 C n
�
w�1

	
;
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i.e. 'w is its own inverse! Indeed, since jwj < 1,

'w � 'w (z) =
w � 'w (z)
1� w'w (z)

=
w � w�z

1�wz
1� w w�z

1�wz

=
(1� wz)w � (w � z)
(1� wz)� w (w � z)

=
z
�
1� jwj2

�
�
1� jwj2

� = z:

Claim 1. The functions 'w satisfy the following bijections:

'w : C n
�
w�1

	
! C n

�
w�1

	
is a bijection,

'w : T! T is a bijection,
'w : D! D is a bijection,
'w : D! D is a bijection.

Proof : The �rst bijection follows from (1.3). If jzj = 1, then z�1 = z since
zz = zz = jzj2 = 1. If jwj < 1, then 1� wz 6= 0 and we have���� w � z1� wz

���� = ����zwz � 11� wz

���� = jwz � 1j
jwz � 1j = 1

since the numbers wz � 1 and wz � 1 are complex conjugates, and hence have
the same modulus. Thus the holomorphic function 'w maps the unit circle T into
itself. In fact, 'w maps T onto T since 'w is its own inverse. Now 'w (0) = w
lies in the open unit disk D, and since 'w (D) is a connected subset of C n T,
we have that 'w (D) is contained in the component of C n T containing w, i.e.
'w (D) � D (alternatively, we could appeal to the maximum principle to conclude
that 'w (D) � D). Thus 'w and ('w)

�1
= 'w each map D into D, and it follows

that 'w : D! D is a bijection. Since we also showed 'w : T! T is a bijection, we
have that 'w : D! D is a bijection as well.

The group generated by rotations and involutions is the entire automorphism
group. Moreover, we have the following two unique representations.

Proposition 7. If ' is an autormorphism of the disk such that ' (0) = a and
' (b) = 0, then there are rotations U� and U� such that

' = 'a � U� = U� � 'b:

Proof : The automorphisms 'a � ' and ' � 'b each �x 0, and so are rotations
U� and U�. But then 'a � ' = U� implies

' = 'a � 'a � ' = 'a � U�;

and ' � 'b = U� implies

' = ' � 'b � 'b = U� � 'b:
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2. Simply connected subsets of the plane

We say that two closed curves 
0 : T! 
 and 
1 : T! 
 in an open set 
 of
the complex plane are 
-homotopic if there is a continuous map

� : T� [0; 1]! C
such that 
0 (�) = � (�; 0) and 
1 (�) = � (�; 1) for � 2 T.

An open subset 
 of the plane C is simply connected if every closed curve 
 in

 is 
-homotopic to a constant curve in 
.

To prove the theorems in this chapter we will use Proposition 8, the Jordan
Curve Theorem for taxicab paths, along with a standard homotopy result, Propo-
sition 9. See the appendix for a statement and proof of the general form of the
Jordan Curve Theorem. A taxicab path is a �nite concatenation of line segments
that are each parallel to either the real or imaginary axis.

Proposition 8. A simple closed taxicab path 
 divides the plane into two
connected components, one of which is bounded and in which Ind
 takes either the
value 1 there, or the value �1 there. More precisely, C n 
� = U [ B where both
U and B are connected open subsets of C with U unbounded and B bounded, and
Ind
 (a) is the constant �1 for all a 2 B.

We borrow an idea from [6] to prove Proposition 8 - see after Step 2 in the
proof of Proposition 17 in the appendix. Here is the homotopy result.

Proposition 9. Let 
0 and 
1 be two closed paths in an open set 
 of the
complex plane. If 
0 and 
1 are 
-homotopic, then Ind
0 (a) = Ind
1 (a) for all
a 2 C n 
.

The proof of Proposition 9 can also be found in the appendix.

We now use these two propositions to extend Cauchy�s theorem to closed paths
in simply connected domains 
. We use the word "domain" to denote an open
connected subset of the plane, so as to avoid cumbersome expressions like "a simply
connected connected open set". Here we will use an idea in Part 6C of Chapter 1
of Boas [1].

Theorem 16. Let 
 be a simply connected domain in the complex plane and
suppose that 
 is a closed path in 
. Then for f 2 H (
) we haveZ




f (z) dz = 0:

Proof : By the fundamental theorem of line integrals, it su¢ ces to construct a
holomorphic antiderivative F of f in 
. For this we pick a reference point z0 2 

and de�ne

F (z) =

Z
�

f (z) dz;

where � is any simple taxicab path in 
 joining z0 to z.
We claim that the set

E = fz 2 
 : there is a simple taxicab path joining z0 to zg
is both open and closed in 
, and since 
 is connected, we then have E = 
.
Indeed, if we remove the �nal segment from a simple taxicab path 
 joining z0
to z, and call the resulting path �, then there is a disk B (z; r) � 
 n ��, and



2. SIMPLY CONNECTED SUBSETS OF THE PLANE 37

clearly we have B (z; r) � E. Conversely, suppose that w 2 
 is a limit point of E.
Choose � > 0 such that B (w; �) � 
 and then choose z 2 E \B (w; �). Let 
 be a
simple taxicab path joining z0 to z. If w 2 
�, we clearly have w 2 E. Otherwise,
r = dist (
�; w) > 0 and there is a �rst point z 2 
� such that jz � wj = r. Now it
is clear that w 2 E.

We claim that if � and � are each simple taxicab paths in 
 joining z0 to z,
then

(2.1)
Z
�

f (z) dz =

Z
�

f (z) dz:

Indeed, if we denote by � = � � � the (not necessarily simple) taxicab path that
follows � from z0 to z and then continues on by following � backwards from z to
z0, we can write

(2.2)
Z
�

f (z) dz =
X
i

Z
�i

f (z) dz

where each �i is a simple closed taxicab path in 
, and the sum is �nite.
Indeed, we perform the following algorithm while proceeding in the forward

direction along �. If there is an initial taxicab segment along which � and �
proceed in opposite directions, let z1 be the �rst point at which the paths diverge,
and discard the segment traversed. Otherwise, proceed along � from z0 until the
�rst time �� encounters a point z1 from ��. Then let �1 be the closed taxicab path
that follows � from z0 to z1 and continues on by following � backwards from z1 to z0.
Clearly �1 is simple. Now set aside �1 and apply the same procedure starting at z1.
This produces either a taxicab segment along which � and � proceed in opposite
directions, or a simple closed taxicab path �2. Continue this algorithm until we
reach z. Of course we can ignore those discarded taxicab segments along which
� and � travel in opposite directions since the line integrals along these segments
cancel each other. Collecting all the simple closed taxicab paths �i that were set
aside results in (2.2).

Now �i is a simple closed taxicab path, and so by Propositions 8 and 9, the
"inside" Bi of �i (the bounded component Bi of C n ��i = Ui [Bi) is contained in 

since 
 is connected and simply connected. Indeed, if there is a point a 2 Bin
 then
Ind�i (a) = �1 by Proposition 8. On the other hand, since 
 is simply connected,
�i is 
-homotopic to a constant map, and so Ind�i (a) = Indconstant (a) = 0 by
Proposition 9, the desired contradiction. Since �i is a taxicab path, we can writeZ

�i

f (z) dz =
X
j

Z
@Ri

j

f (z) dz

where Rij is a rectangle contained inside �i (hence in 
), @R
i
j has the same orien-

tation as �i, and the sum is �nite for each i. Indeed, simply construct a grid of
in�nite lines in the plane, each passing through one of the segments in �i. This
creates a collection of minimal rectangles with sides that are segments of these lines.
Then the inside of �i is the union of all the minimal rectangles R

i
j that happen to

lie inside �i. Finally we know that
R
@Ri

j
f (z) dz = 0 by Cauchy�s theorem for a

rectangle in a convex set, and summing over i and j proves (2.1).
It remains to prove that F 0 (z) exists for each z 2 
. So �x z and a simple

taxicab path 
 joining z0 to z. Let � denote the path obtained from 
 by deleting
the �nal segment, and let r > 0 be such that B (z; r) � 
n��. For jhj < r, let 
h be
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the taxicab path consisting of 
 followed by a (possibly empty) horizontal segment
and then a (possibly empty) vertical segment ending at z + h (if this procedure
results in doubling back along the �nal segment of 
, simply remove the cancelled
portion). Using Cauchy�s theorem for a triangle in a convex set, we see that for h
small we have

F (z + h)� F (z) =
Z

h

f (w) dw �
Z



f (w) dw =

Z
[z;z+h]

f (w) dw;

and so

lim
h!0

F (z + h)� F (z)
h

= lim
h!0

1

h

Z
[z;z+h]

f (w) dw = f (z) :

The above proof yields the following technical consequence which will �nd ap-
plication in proving the Jordan Curve Theorem below.

Porism 2: Suppose that 
 is a connected open subset of the complex plane
satisfying Z




f (z) dz = 0; f 2 H (
) ;

for every simple closed taxicab path 
 in 
. Then the argument in the
proof of Theorem 16 shows that every f 2 H (
) has an antiderivative F
in H (
).

The following corollary will be indispensible in our proof of the Riemann Map-
ping Theorem. It shows that nonvanishing holomorphic functions have logarithms
in simply connected domains.

Corollary 8. Suppose that 
 is a simply connected domain in C. If f 2 H (
)
is nonvanishing in 
, then there is g 2 H (
) satisfying

f (z) = eg(z); z 2 
:

Proof : Let h (z) = f 0(z)
f(z) for z 2 
. Then there is g 2 H (
) such that

g0 (z) = h (z) for z 2 
. The function f (z) e�g(z) has derivative

f 0 (z) e�g(z) � f (z) e�g(z)g0 (z) = 0;

hence is a nonzero constant c in 
, so that f (z) = ceg(z). We can incorporate the
nonzero constant c into g to obtain the corollary.

3. Proof of the Riemann Mapping Theorem

As motivation for the proof of the Riemann Mapping Theorem, we consider
the following extremal problem.

Problem 2. Given �; � 2 D, calculate the maximum value

M (�; �) � sup fjf 0 (�)j : f : D! D is holomorphic and � = f (�)g ;

and determine the extremal functions.

We use involutions to move the extremal problem to the origin. Let

g = '� � f � '� : D! D:
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Then g (0) = 0 and so the Schwarz lemma and the chain rule yield

1 � jg0 (0)j =
��'0� (�) f 0 (�)'0� (0)�� = 1

1� j�j2
jf 0 (�)j

�
1� j�j2

�
:

Thus we have

jf 0 (�)j � 1� j�j2

1� j�j2
�M (�; �) ;

where by assertion (2) of the Schwarz lemma, equality is achieved precisely when
'� � f � '� is a rotation R�, i.e.

f = '� �R� � '�; � 2 [0; 2�) :

Note: It is useful to note that for �xed � 2 D, the solution to Problem 2
shows that the largest value of jf 0 (�)j for f : D! D holomorphic occurs
when f (�) = � = 0.

Remark 4. It is remarkable that the extremal solutions to Problem 2 are in
fact autormorphisms of the disk - rational functions taking the disk one-to-one
onto itself. We will obtain a Riemann mapping for a proper simply connected
domain 
 in the complex plane by solving the analogous extremal problem for certain
holomorphic maps from 
 to D. However, the extremals for this problem will not
be evident, and we will use Montel�s theorem on a certain normal family to obtain
the existence of an extremal, which turns out to be (the inverse of) a Riemann map
for 
.

We present the proof of the Riemann Mapping Theorem in three steps. Suppose
that 
 is a proper simply connected domain in C. The only consequence of 
 being
simply connected that we use is this: every nonvanishing holomorphic function
f 2 H (
) has a holomorphic square root h 2 H (
). This follows immediately

from Corollary 8 if we set h (z) = e
g(z)
2 , z 2 
. For future reference we record this

observation.

Porism 3: A subset 
 of the complex plane is the image f (D) of a one-to-
one onto holomorphic map f : D! 
 if and only if

(1) 
 is open,
(2) 
 is connected and every nonvanishing holomorphic function f 2 H (
)

has a holomorphic square root h 2 H (
),
(3) 
 6= C.
Let

� = ff 2 H (
) : f is 1� 1 and into Dg :
Our task is to show that there is f 2 � that is onto the unit disk D.

Step 1: � 6= �

Here is where we use that � is a proper subset of C. Pick a 2 C n �. Then
f (z) = 1

z�a is holomorphic and one-to-one in 
, but not necessarily bounded in

. To �x this, note that f is nonvanishing in 
, so has a square root h 2 H (
):
h (z)

2
= f (z) for z 2 
. By the open mapping theorem, there is a disk B (w; r) �

h (
) n R. But then

(3.1) B (�w; r) \ h (
) = �:
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To see this we argue by contradiction. If there is w1 2 B (�w; r)\h (
), then w2 =
�w1 2 B (w; r) � h (
) and w2 6= w1. Thus there are distinct points z1 and z2 in

 such that

h (z1) = w1 and h (z2) = w2:

But then
1

z1 � a
= f (z1) = h (z1)

2
= w21 = w22 = h (z2)

2
= f (z2) =

1

z2 � a
implies that z1 = z2, a contradiction.

Now we take g (z) = 1
h(z)+w for z 2 
. Clearly (3.1) shows that g 2 H (
) is

bounded by 1
r . We also have that g is one-to-one since

g (z) = g (z0) =) h (z) = h (z0) =) f (z) = f (z0) =) z = z0;

since f is one-to-one. Thus g 2 �.
Step 2: Fix z0 2 
 and f 2 �. If f is not onto the unit disk D, then there
exists h 2 � such that

jh0 (z0)j > jf 0 (z0)j :
Suppose f 2 � and that f is not onto the disk, say � 2 D n f (
). Then

'� � f 2 � and 0 =2 '� � f (
). Thus '� � f has a holomorphic square root g 2 �:
g (z)

2
= '� � f (z) ; z 2 
:

We now compose g with an involution '� chosen so that '� � g (z0) = 0, since we
expect that this choice will maximize

����'� � g�0 (z0)���. This choice requires that we
take � = g (z0), and we can now compute that the function

h = '� � g 2 �
satis�es

'� � S � '� � h = f;

where the function S is de�ned by S (z) = z2.
Now S fails to be one-to-one on D, and hence  = '� � S � '� fails to be

one-to-one on D as well. The Note following Problem 2 thus implies that�� 0 (0)�� < 1:
Since h (z0) = 0, the chain rule now gives

jf 0 (z0)j =
�� 0 (0)h0 (z0)�� < jh0 (z0)j :

Step 3: Fix z0 2 
 and let M = supf2� jf 0 (z0)j. Then M > 0 and there is
an extremal function h 2 � satisfying jh0 (z0)j =M .

Step 1 and Proposition 6 shows that M > 0. Since jf (z)j < 1 for all f 2 �
and z 2 
, Montel�s Theorem 13 shows that � is a normal family. Thus there is a
sequence ffng1n=1 � � that converges uniformly on compact subsets of 
 such that

lim
n!1

Re f 0n (z0) = lim
n!1

jf 0n (z0)j =M:

Let h = limn!1 fn. By the Uniform Convergence Theorem 11, h 2 H (
) and
Reh0 (z0) = limn!1Re f

0
n (z0) = M . Since jh (z)j = limn!1 jfn (z)j � 1, we have

h (
) � D, and the open mapping theorem now shows that h (
) � D (h is not
constant sinceM > 0). Thus the only thing remaining to verify in order to conclude
that h 2 � is that h is one-to-one in 
.
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To prove that h is one-to-one in 
, �x z1; z2 2 
 with z1 6= z2. Since h is not
constant (it has nonzero derivative at z0 since M > 0), the coincidence principle
implies that there is r > 0 such that z1 =2 B (z2; r) and also

inf
z2@B(z2;r)

jh (z)� h (z1)j > 0:

Now each fn is one-to-one on 
 and it follows that fn (z)� fn (z1) is nonvanishing
in a neighourhood of B (z2; r). Thus uniform convergence of fn to h on B (z2; r),
together with the minimum principle, yields

0 < inf
z2@B(z2;r)

jh (z)� h (z1)j = lim
n!1

inf
z2@B(z2;r)

jfn (z)� fn (z1)j

� lim
n!1

jfn (z2)� fn (z1)j = jh (z2)� h (z1)j :

Thus h (z2) 6= h (z1) and this completes the proof that h 2 �.

It is now easy to complete the proof of the Riemann Mapping Theorem. Indeed,
by Step 2 the extremal function h in Step 3 must be onto the unit disk D, and so
the inverse f = h�1 : D! 
 of h is a Riemann map for 
.

Note 1: The Riemann map f = h�1 constructed in the proof above satis�es
f (0) = z0. Indeed, if h (z0) = � 6= 0, then����'� � h�0 (z0)��� = ��'0� (�)h0 (z0)�� = jh0 (z0)j

1� j�j2
> jh0 (z0)j ;

contradicting Step 3. All other Riemann maps g for 
 have the form
g = f � ' for some automorphism of the unit disk.

Note 2: Suppose f (x+ iy) = u + iv maps D one-to-one and onto 
, and
is continuously (real) di¤erentiable, but not necessarily holomorphic. If

rf = (fx; fy) and Jf = det
�
ux uy
vx vy

�
, then a calculation yields

1

2
jrf j2 =

����@f@z
����2 + ����@f@z

����2 ;
Jf =

����@f@z
����2 � ����@f@z

����2 ;
and if Jf � 0 we conclude that the Dirichlet (or energy) integralZ

D

jrf j2

2
dxdy =

Z
D
Jf dxdy + 2

Z
D

����@f@z
����2 dxdy

= area (
) + 2

Z
D

����@f@z
����2 dxdy

achieves its minimum value area (
) if and only if f is a Riemann map.





CHAPTER 5

Contour integrals and the Prime Number
Theorem

We will now develop the theory of contour integrals and the residue theorem,
and apply these results to prove the Prime Number Theorem: if

� (x) equals the number of positive primes � x;

then

(0.2) lim
x!1

� (x)
x
ln x

= 1:

We will follow for the most part the treatment in Chapter 7 of Stein and Shakarchi
[6].

The basic connection between complex analysis and prime numbers is the fol-
lowing beautiful identity of Euler:

(0.3)
1X
n=1

1

ns
=
Y
p2P

1

1� 1
ps

; Re s > 1;

where P = f2; 3; 5; 7; 11; 13; :::g is the set of prime positive integers p; p is prime if it
has no positive integer factors other than 1 and itself (we exclude the multiplicative
identity 1 from P). We will often adopt the convention, common in number theory,
of simply writing

Q
p or

P
p to denote the in�nite product or sum over all prime

numbers P. It is also customary in number theory to write a complex variable as
s = � + i� . Finally, we point out that for a > 0 and s 2 C, we de�ne as = es ln a.

At the core of the proof of Euler�s identity (0.3) is the Fundamental Theorem
of Arithmetic: every positive integer n > 1 has a unique factorization into a �nite
product of primes,

(0.4) n = pk11 p
k2
2 :::p

km
m ;

where ki � 1 for 1 � i � m. The uniqueness refers to the positive integer m
and the numbers pi 2 P and their associated powers ki for 1 � i � m. If we
insist that the primes pi are taken in increasing order, then the entire factorization
(0.4) is uniquely determined by n. The proof of these assertions uses the Euclidean
algorithm for division of positive integers and will not be repeated here.

Here is a formal argument that (0.3) holds:
1X
n=1

1

ns
=

1X
n=1

X
p
k1
1 p

k2
2 :::pkmm =n

1n
pk11 p

k2
2 :::p

km
m

os
=

1X
m=1

X
fp1;:::pmg�P

X
fk1;:::kmg�N

mY
i=1

1

pkisi

43
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where the second equality holds by the Fundamental Theorem of Arithmetic, and
where the notation fp1; :::pmg implies that the pi are distinct. Continuing, we
rearrange the terms in the in�nite sum into an in�nite product to obtain

1X
n=1

1

ns
=
Y
p2P

(Y
k2N

1

pks

)
=
Y
p2P

1

1� 1
ps

;

upon summing the geometric series
P
k2N

1
pks

= 1
1� 1

ps
.

We can make this argument rigorous when s > 1 as follows: whenever 1 < N <
M the Fundamental Theorem of Arithmetic shows that

NX
n=1

1

ns
�
Y
p�N

�
1 +

1

ps
+ :::+

1

psM

�
�
Y
p

1

1� 1
ps

;

and conversely, Y
p�N

�
1 +

1

ps
+ :::+

1

psM

�
�

1X
n=1

1

ns
:

Taking limits appropriately in M and N gives (0.3) for s > 1.
Now we extend Euler�s identity (0.3) to all complex numbers s in the half-plane


1 = fs 2 C : Re s > 1g. For this we observe that the series on the left side of (0.3)
is absolutely convergent for s 2 
1, and converges uniformly on compact subsets
of 
1. Hence by the Uniform Convergence Theorem 11, the series

P1
n=1

1
ns de�nes

a holomorphic function of s in the half-plane 
1. Moreover, we claim that the
in�nite product

Q
p

1
1� 1

ps
on the right side of (0.3) is also uniformly convergent in

s on compact subsets of 
1, and hence de�nes a holomorphic function of s 2 
1.
This requires just a small amount of additional work involving in�nite products, to
which we now turn.

If 0 � un < 1 and 0 � vn <1 then

1Y
n=1

(1� un) > 0 if and only if
1X
n=1

un <1;(0.5)

1Y
n=1

(1 + vn) < 1 if and only if
1X
n=1

vn <1:

To see (0.5) we may assume 0 � un; vn � 1
2 , so that e

�un � 1 � un � e�2un and
e
1
2vn � 1+ vn � evn . For example, when 0 � x � 1

2 , the alternating series estimate
yields

e�2x � 1� 2x+ (2x)
2

2!
� 1� x;

while the geometric series estimate yields

e
1
2x � 1 +

�
1

2
x

��
1 + x+ x2 + :::

	
� 1 + x:
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Thus we have

exp

 
�

1X
n=1

un

!
�

1Y
n=1

(1� un) � exp
 
�2

1X
n=1

un

!
;(0.6)

exp

 
1

2

1X
n=1

vn

!
�

1Y
n=1

(1 + vn) � exp
 1X
n=1

vn

!
:

Now suppose that un 2 H (
) and that
P1
n=1 un (z) converges absolutely and

uniformly on compact subsets of 
.

Claim 2. The in�nite product
1Y
n=1

(1� un (z)) converges uniformly on compact

subsets of 
 to a holomorphic function f (z) in 
. Furthermore, f (z) = 0 if and
only if there is n � 1 such that un (z) = 0.

Indeed, if we expand products, cancel the 1�s and take absolute values inside,
we see that

(0.7) jpM;N (z)� 1j � p�M;N (z)� 1; 1 �M � N;

where pM;N (z) =
NY

n=M

(1� un (z)) and p�M;N (z) =
NY

n=M

(1 + jun (z)j). Alterna-

tively, the case N =M is obvious and the general case follows by induction from

PM;N+1 � 1 = PM;N (1� uN+1 (z))� 1 = (PM;N � 1) (1� uN+1 (z))� uN+1 (z) ;

since then

jPM;N+1 � 1j �
�
P �M;N � 1

�
(1 + juN+1 (z)j) + juN+1 (z)j = P �M;N+1 � 1:

It now follows from (0.7), the second line in (0.6), and the Uniform Conver-

gence Theorem 11, that the in�nite product
1Y
n=1

(1� un (z)) converges uniformly

on compact subsets of 
 to a holomophic function f 2 H (
):�����
NY
n=1

(1� un (z))�
MY
n=1

(1� un (z))
����� =

�����
(
M�1Y
n=1

(1� un (z))
)
fPM;N+1 � 1g

�����
�

M�1Y
n=1

(1 + jun (z)j) jPM;N+1 � 1j

� e
P1

n=1jun(z)j
�
p�M;N (z)� 1

�
! 0

as N > M !1 uniformly on compact subsets of 
.
From the inequality�����

1Y
n=1

(1� un (z))
����� �

1Y
n=1

(1� jun (z)j) ;

and the �rst line in (0.5), we see that f (z) vanishes at z if and only if one of the
functions 1 � un (z) vanishes at z. Indeed, if un (z) 6= 1 for all n, then we can
discard the �nitely many n for which jun (z)j � 1 so that (0.5) applies.
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If we apply the above Claim to the holomorphic functions

un (s) = 1�
1

1� 1
psn

= � 1

psn � 1
; s 2 
1;

where P = fpng1n=1, we see that the in�nite product on the right side of (0.3)
converges uniformly on compact subsets of 
1 to a holomorphic function there. By
the coincidence principle, the two sides of (0.3) coincide in 
1, so Euler�s identity
holds for all s 2 
1.

Definition 8. The Riemann zeta function is the holomorphic function

� (s) =
1X
n=1

1

ns
; s 2 
1:

Note that letting s! 1 in (0.3) shows that

1 =

1X
n=1

1

n
=
Y
p

1

1� 1
p

;

so that
Y
p

�
1� 1

p

�
= 0. Then (0.5) yields

P
p
1
p = 1, which quanti�es the in�ni-

tude of primes, and begs the question of their density in the positive integers.
In the next section we will extend � (s) to a holomorphic function in C n f1g,

and show that the extension has a simple pole at 1. Note that an extension of
a holomorphic function f from a domain 
 to a larger domain is unique by the
coincidence principle. Nevertheless, some caution must be exercised as di¤erent
extensions of f need not coincide at a common point outside of 
. Indeed, for any
odd integer k there is an extension of log z = ln jzj+ i� from the ball B (1; 1) to a
domain (that winds around the origin k times) containing �1 in which log (�1) =
k�i. As a result, these extensions are usually referred to as an analytic continuation
of f to a larger set.

1. Analytic continuation of � (s)

We begin by comparing the series
P1
n=1

1
ns for � (s) to its corresponding integralR1

1
dx
xs . Now the integral has a holomorphic continuation to C n f1g given by

1
s�1

since for Re s > 1, Z 1

1

dx

xs
=

1

s� 1 :

We will show that the di¤erence between the series and the integral admits a holo-
morphic continuation to the larger half-plane 
0 = fs 2 C : Re s > 0g. This will
then give a holomorphic continuation of � (s) to 
0 n f1g with a simple pole at 1.

Lemma 2. There is a sequence of entire functions fhn (s)g1n=1 which decrease
to zero at the rate

(1.1) jhn (s)j �
jsj
n�+1

; s = � + i� 2 C;

and satisfy the equation

(1.2)
N�1X
n=1

1

ns
�
Z N

1

dx

xs
=

N�1X
n=1

hn (s) ; s 2 C;
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whenever N > 1 is an integer. In particular, the rate of decay in (1.1) shows that
the right side of the equation

(1.3) � (s) =
1

s� 1 +
1X
n=1

hn (s) ; s 2 
1;

de�nes a holomorphic function for s 2 
0nf1g since the series on the right converges
uniformly on compact subsets of 
0.

Proof : De�ne

hn (s) =
1

ns
�
Z n+1

n

dx

xs
=

Z n+1

n

�
1

ns
� 1

xs

�
dx:

By the submean value theorem applied on the interval [n; x], we have���� 1ns � 1

xs

���� � ���� �scs+1n

���� � jsj
n�+1

;

for some cn 2 (n; x). Estimate (1.1) and equation (1.2) now follow.
For s 2 
1, the integral

R N
1

dx
xs converges to

1
s�1 so that (1.3) holds. The

estimate (1.1) implies that the series
P1
n=1 hn (s) on the right side of (1.3) converges

uniformly on compact subsets of 
0.

We can continue this process and obtain an analytic continuation of � (s) to

�1 n f1g, then to 
�2 n f1g, etc. until we have extended � (s) to all of C n f1g.
We emphasize that for the proof of the Prime Number Theorem we only need the
analytic continuation of � (s) to 
0 n f1g given in Lemma 2. However, for the sake
of completeness, we sketch the details of the continuation to all of C n f1g.

In order to continue � (s) to 
�1 nf1g, we de�ne fxg = x�n for n � x < n+1
to be the fractional part of x, and begin by computing for Re s > 1,

s

Z 1

1

fxg
xs+1

dx = s
1X
n=1

Z n+1

n

x� n
xs+1

dx = s
1X
n=1

�Z n+1

n

x�sdx� n
Z n+1

n

x�s�1dx

�

=
1X
n=1

�
s

1� s

h
(n+ 1)

1�s � n1�s
i
+ n

h
(n+ 1)

�s � n�s
i�

=
s

s� 1
�
2�s � 1�s

�
+ 2

�
3�s � 2�s

�
+ 3

�
4�s � 3�s

�
+ :::

=
s

s� 1 � � (s) :

Now each of the functions � (s) and s
s�1 � s

R1
1

fxg
xs+1 dx is holomorphic in 
0 n f1g

and so the coincidence principle implies

� (s) =
s

s� 1 � s
Z 1

1

fxg
xs+1

dx; s 2 
0 n f1g :

With Q (x) = fxg � 1
2 the above identity becomes

� (s) =
s

s� 1 �
1

2
� s

Z 1

1

Q (x)

xs+1
dx; s 2 
0 n f1g :

Note that Q (x) is periodic on the real line with period 1 and
R 1
0
Q (x) dx = 0. Thus

any antiderivative of Q (x) on the real line will also have period 1.
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Now we set Q0 (x) = Q (x) and de�ne Q1 (x) on the real line by

Q01 (x) = Q0 (x) and
Z 1

0

Q1 (x) dx = 0:

Thus Q1 is periodic on the real line with period 1, Q1 (x) = 1
2x

2 � 1
2x +

1
12 for

0 � x < 1, Q1 is continuous on [1;1), and Q1 is continuously di¤erentiable on
[1;1) n N. We can now integrate by parts to obtain for s 2 
0 n f1g,Z 1

1

Q01 (x)

xs+1
dx =

Q1 (x)

xs+1
j11 � (�s� 1)

Z 1

1

Q1 (x)

xs+2
dx

= � 1

12
+ (s+ 1)

Z 1

1

Q1 (x)

xs+2
dx:

Thus for s 2 
0 n f1g we have

� (s) =
s

s� 1 �
1

2
� s

�
� 1

12
+ (s+ 1)

Z 1

1

Q1 (x)

xs+2
dx

�
:

The right side de�nes a holomorphic function of s in 
�1 n f1g and provides an
analytic continuation of � (s) to 
�1 n f1g.

Now we recursively de�ne Qk (x) on the real line for all k � 1 by

Q0k (x) = Qk�1 (x) and
Z 1

0

Qk (x) dx = 0:

Then by induction Qk is periodic on the real line with period 1, Qk is k � 1 times
continuously di¤erentiable on [1;1), and Qk is k times continuously di¤erentiable
on [1;1) n N. Thus we can integrate by parts k times in

� (s) =
s

s� 1 �
1

2
� s

Z 1

1

dk

dxk
Qk (x)

xs+1
dx; s 2 
0 n f1g ;

(the case k = 1 was done above), and the resulting right hand side de�nes an
analytic continuation of � (s) to 
�k n f1g. Indeed, the boundary terms lead to a
polynomial of degree k in s, while the integral remaining is

�s (s+ 1) ::: (s+ k)
Z 1

1

Qk (x)

xs+k+1
dx:

1.1. Nonvanishing of the zeta function. The key to the proof we give of
the Prime Number Theorem is the nonvanishing of the zeta function � (s) on the
line Re s = 1. For this purpose it will be convenient to de�ne log � (s) in the simply
connected domain 
1. This is possible by Corollary 8 since Euler�s identity (0.3)
and Claim 2 show that � (s) is nonvanishing in 
1. Indeed, Claim 2 applies since
1 � up (z) =

1
1� 1

ps
implies up (z) = 1

1�ps where
P
p

1
1�ps converges absolutely and

uniformly on compact subsets of 
1. Among the possible choices for the function
log � (s) we �x the one satisfying

log � (s) = ln � (s) > 0; s > 1:

Theorem 17. The zeta function � (s) has no zeroes on the line Re s = 1.

Proof : Using the power series expansion for logarithm on the unit interval,

ln

�
1

1� x

�
=

1X
m=1

xm

m
; 0 � x < 1;
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together with Euler�s formula (0.3), we have when s > 1:

ln � (s) = ln
Y
p

1

1� 1
ps

=
X
p

ln

 
1

1� 1
ps

!
=
X
p

1X
m=1

p�sm

m
;

where the double series is absolutely convergent. In fact the double series is ab-
solutely convergent for Re s > 1, and hence de�nes a holomorphic function in 
1.
The coincidence principle now gives the following useful formula (which we will
have occasion to use later),

(1.4) log � (s) =
X
p;m

p�sm

m
; s 2 
1:

With cn =
�

1
m if n = pm

0 if not
, we can rewrite this formula as

log � (s) =
1X
n=1

cn
1

ns
; s 2 
1:

We now invoke the identity

(1.5) 3 + 4 cos � + cos 2� = 2 (1 + cos �)
2 � 0;

to conclude that for s = � + i� 2 
1, i.e. � > 1 and � 2 R,

(1.6) ln
���� (�)3 � (� + i�)4 � (� + i2�)��� � 0:

Indeed, from

Re

�
1

ns

�
= Re

�
e�(�+i�) lnn

�
=
1

n�
cos (� lnn) ;

we obtain

ln
���� (�)3 � (� + i�)4 � (� + i2�)���

= 3 ln j� (�)j+ 4 ln j� (� + i�)j+ ln j� (� + i2�)j
= 3Re log � (�) + 4Re log � (� + i�) + Re log � (� + i2�)

=
1X
n=1

cn
1

n�
f3 + 4 cos (� lnn) + cos (2� lnn)g ;

which is nonnegative by (1.5) and cn � 0.
We can now use (1.6) to derive a contradiction from the assumption that

� (1 + i�) = 0 for some � 2 R. Indeed, since � has a simple pole at 1, we have���� (�)3��� � C (� � 1)�3 ; � 2 (1; 2) :

Also, � 6= 0 and � must have a zero of order at least one at 1 + i� , so that���� (� + i�)4��� � C (� � 1)4 ; � 2 (1; 2) :

Finally, since � is holomorphic in a neighbourhood of the segment f� + i� : 1 � � � 2g,
we have

j� (� + i2�)j � C; � 2 (1; 2) :
Thus altogether we obtain���� (�)3 � (� + i�)4 � (� + i2�)��� � C (� � 1) ; � 2 (1; 2) ;
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which contradicts (1.6) when C (� � 1) < 1.

2. The residue theorem

Definition 9. A function f is said to be meromorphic in an open set 
 if
there is a subset A of 
 such that

(1) A has no limit point in 
,
(2) f is holomorphic in 
 nA,
(3) f has a pole at each point of A.

Recall that if f has a pole of order N 2 N at a, then there is R > 0 so that for
z 2 B (a;R),

f (z) =
1X

n=�N
bn (z � a)n(2.1)

=

(
b�N

(z � a)N
+ :::+

b�1
z � a

)
+

1X
n=0

bn (z � a)n

= PN (z) + h (z) ;

where h 2 H (B (a;R)), For 0 < r < R we compute using Cauchy�s theorem on h,Z
@B(a;r)

f (z) dz =

Z
@B(a;r)

PN (z) dz +

Z
@B(a;R)

h (z) dz

=

Z
@B(a;r)

b�N

(z � a)N
dz + :::+

Z
@B(a;r)

b�1
z � adz

=

Z
@B(a;r)

b�1
z � adz = 2�ib�1;

where we have used the fact that the function 1
(z�a)k has antiderivative

1
1�k

1
(z�a)k�1

in the punctured disk B0 (a;R) to conclude that
R
@B(a;r)

1
(z�a)k dz = 0 for 2 �

k � N . We suspect that this formula will persist with @B (a; r) replaced by any
appropriate simple path 
 that contains a in its interior. This justi�es the following
de�nition.

Definition 10. If f has a pole at a with principal part

PN (z) =
b�N

(z � a)N
+ :::+

b�1
z � a;

we de�ne the residue of f at a to be

Res (f ; a) � b�1:

Theorem 18. Suppose that f is meromorphic in a simply connected domain

, and that the set A of poles of f in 
 is �nite. Then if 
 is a closed path in

 nA, we have

(2.2)
1

2�i

Z



f (z) dz =
X
a2A

Res (f ; a) Ind
 (a) :
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Proof : Let Pa (z) be the principal part of f at the pole a, and set

g (z) = f (z)�
X
a2A

Pa (z) :

Then g has a removable singularity at each point a 2 A, and so g 2 H (
). Since

1

2�i

Z



Pa (z) dz =
1

2�i

Z



Res (f ; a)

z � a dz = Res (f ; a) Ind
 (a) ;

we have

0 =
1

2�i

Z



g (z) dz =
1

2�i

Z



f (z) dz �
X
a2A

1

2�i

Z



Pa (z) dz

=
1

2�i

Z



f (z) dz �
X
a2A

Res (f ; a) Ind
 (a) :

The identity (2.2) in the residue theorem can be extended to arbitrary mero-
morphic functions f in an open set 
 (it turns out that the index Ind
 (a) is nonzero
for only �nitely many poles), but we will not pursue this here as it is not needed
in the sequel.

2.1. Calculation of residues. If f has a simple pole at a, there is a useful
formula for computing the residue that is immediate from an inspection of the case
N = 1 of (2.1):

(2.3) Res (f ; a) = lim
z!a

(z � a) f (z) :

More generally, there is an analogous formula for the residue at a pole of order N ,

(2.4) Res (f ; a) = lim
z!a

1

(N � 1)!
dN�1

dzN�1

n
(z � a)N f (z)

o
;

that follows from multiplying (2.1) by (z � a)N and then using the formula from
Theorem 5 to compute the (N � 1)st coe¢ cient of the holomorphic function g (z) =
(z � a)N f (z). Note that if we overestimate the order of the pole f has at a point
a, formula (2.4) still gives the correct answer, i.e. (2.4) holds provided f has a pole
of order at most N at a. On the other hand, if we underestimate the order of the
pole f has at a point a, the right side of formula (2.4) is in�nite, thereby alerting
us to our error.

An observation that is useful in a very special case is this: if f is meromorphic
in a domain 
 that is symmetric about the real axis R, and if f (z) is real on 
\R,
then f has a pole of order N at a 2 
 if and only if f has a pole of order N at a,
and moreover the residues are conjugate:

Res (f ; a) = Res (f ; a):

This follows from the Schwarz re�ection principle: the function h (z) = f (z)�f (z)
is holomorphic in 
 and vanishes on 
\R, hence vanishes in 
 by the coincidence
principle.
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2.2. Counting zeroes and poles. If f has a zero of order N at a then f 0(z)
f(z)

has a simple pole at a with

(2.5) Res

�
f 0

f
; a

�
= N:

Indeed, if f (z) = (z � a)N h (z) with h (a) 6= 0, then for z 2 B (a; r) with r small,

f 0 (z)

f (z)
=
N (z � a)N�1 h (z) + (z � a)N h0 (z)

(z � a)N h (z)
=

N

(z � a) +
h0 (z)

h (z)
:

Similarly, if f has a pole of order N at a then f 0(z)
f(z) has a simple pole at a with

(2.6) Res

�
f 0

f
; a

�
= �N:

Indeed, if f (z) = (z � a)�N h (z) with h (a) 6= 0, then for z 2 B (a; r) with r small,

f 0 (z)

f (z)
=
�N (z � a)�N�1 h (z) + (z � a)�N h0 (z)

(z � a)�N h (z)
=

�N
(z � a) +

h0 (z)

h (z)
:

Of course, if f has neither a zero nor a pole at a, then f 0

f is holomorphic in a neigh-

bourhood of a. It now follows easily from the residue theorem that 1
2�i

R


f 0(z)
f(z) dz

counts the number of zeroes minus the number of poles inside 
. Here is a precise
statement that is not the most general possible.

Theorem 19. Suppose that f is meromorphic in a simply connected domain

, and that both the set P of poles of f in 
 is �nite, and the set Z of zeroes of f
in 
 is �nite. Then if 
 is a simple closed path in 
 n (Z [ P ), we have

1

2�i

Z



f 0 (z)

f (z)
dz =

X
z2Z that are inside 


order of the zero at z(2.7)

�
X

p2P that are inside 


order of the pole at p:

Proof : Let A = Z [ P . The residue theorem gives

1

2�i

Z



f 0 (z)

f (z)
dz =

X
a2A

Res

�
f 0

f
; a

�
Ind
 (a) ;

and then the calculations above give (2.7).

3. Proof of the Prime Number Theorem

Now we can complete the proof of the Prime Number Theorem:

lim
x!1

� (x)
x
ln x

= 1:

In order to prove that � (x) � x
ln x , it turns out to be more convenient to consider

the asymptotic form � (x) lnx � x. Now

� (x) lnx =
X
p�x

lnx =
X
p�x

lnx

ln p
ln p;
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which is very close to Tchebychev�s  function:

(3.1)  (x) �
X
p�x

�
lnx

ln p

�
ln p =

X
pm�x

ln p =
X

1�n�x
� (n) ;

where

(3.2) � (n) =

�
ln p if n = pm for some prime p and some m � 1
0 otherwise

:

The Prime Number Theorem is reduced to the following asymptotic estimate for
 .

Proposition 10. If limx!1
 (x)
x = 1, then limx!1

�(x)
x
ln x

= 1.

Proof : We clearly have

 (x)

x
=

P
p�x

h
ln x
ln p

i
ln p

x
�
P
p�x

ln x
ln p ln p

x
=
� (x)
x
ln x

;

which gives

1 � lim inf
x!1

� (x)
x
ln x

:

Conversely, �x 0 < � < 1. Then

 (x) �
X

x�<p�x
ln p � f� (x)� � (x�)g lnx�;

and so

�
� (x)
x
ln x

� �
� (x�) lnx

x
+
 (x)

x
� �

x� lnx

x
+
 (x)

x
:

Taking the limit superior as x!1 we obtain

� lim sup
x!1

� (x)
x
ln x

� � lim sup
x!1

lnx

x1��
+ 1 = 1:

Since 0 < � < 1 is arbitrary, we conclude that lim supx!1
�(x)
x
ln x

� 1, and hence

limx!1
�(x)
x
ln x

= 1.

We expect that for suitable functions  ,  (x) � x if and only if
R x
1
 (t) dt �R x

1
tdt � x2

2 . So we de�ne

 1 (x) =

Z x

1

 (t) dt; x > 1;

where  is Tchebychev�s  function.

Proposition 11. If limx!1
 1(x)
x2

2

= 1, then limx!1
 (x)
x = 1.

Proof : Since  is increasing we have for 0 < � < 1 < � <1,

(3.3)

R x
�x
 (t) dtR x
�x
dt

�  (x) �
R �x
x

 (t) dtR �x
x

dt
:
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The second inequality in (3.3) yields

 (x)

x
� 1

x

1

(� � 1)x f 1 (�x)�  1 (x)g =
1

(� � 1)

(
�2
 1 (�x)

(�x)
2 �  1 (x)

x2

)
;

and taking limit superior as x!1 we obtain

lim sup
x!1

 (x)

x
� 1

(� � 1)

�
1

2
�2 � 1

2

�
=
� + 1

2
:

Letting � ! 1 we get lim supx!1
 (x)
x � 1. Arguing in similar fashion with the

�rst inequality in (3.3), we get 1 � lim infx!1
 (x)
x , and hence limx!1

 (x)
x = 1.

The connection between  1 (x) and � (s) is given in the following identity, which
will ultimately yield the asymptotic  1 (x) � x2

2 .

Proposition 12. For all c > 1,

(3.4)  1 (x) =
1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds;

where
R c+i1
c�i1 denotes integration along the vertical line Re s = c in the upward

direction.

Proof : We �rst claim that the integral on the right side of (3.4) is absolutely
convergent. Indeed, if we di¤erentiate (1.4),

log � (s) =
X
p;m

p�sm

m
; s 2 
1;

we obtain

(3.5)
� 0 (s)

� (s)
= �

X
p;m

(ln p) p�sm = �
1X
n=1

� (n)
1

ns
; Re s > 1;

where � (n) is de�ned in (3.2). In particular this yields����� 0 (s)� (s)

���� � 1X
n=1

lnn

nRe s
<1; s 2 
1:

Since we also have ���� xs+1

s (s+ 1)

���� � xc+1

(1 + j� j)2
; s = c+ i� 2 
1;

we see that the modulus of the integrand on the right side of (3.4) is dominated by
C (1 + j� j)�2, hence integrable.

Next we claim that the following identity holds:

(3.6)
1

2�i

Z c+i1

c�i1

ys

s (s+ 1)
ds =

�
1� 1

y

�
+

=

�
0 if 0 < y � 1

1� 1
y if 1 � y <1 :

Note that the integral on the right side of (3.6) is absolutely convergent since
jysj = yc is constant on the path of integration. Assuming (3.6) we can quickly
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complete the proof of Proposition 12. Using (3.1) we have

 1 (x) =

Z x

1

 (t) dt =

Z x

1

0@ X
1�n�t

� (n)

1A dt

=
X

1�n�x
� (n) (x� n) = x

1X
n=1

� (n)
�
1� n

x

�
+
;

and so using (3.6) with y = x
n we conclude that

1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds =

1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

 1X
n=1

� (n)
1

ns

!
ds

=
1X
n=1

� (n)
1

2�i

Z c+i1

c�i1

x
�
x
n

�s
s (s+ 1)

ds

= x

1X
n=1

� (n)
�
1� n

x

�
+
=  1 (x) :

Finally we prove the identity (3.6) using the residue theorem. Suppose �rst
that 1 � y < 1. For R > 0, denote by [c� iR; c+ iR] the line segment joining
c � iR to c + iR that is directed upward. Also denote by Cleft (R) the half circle
of radius R that joins c+ iR to c� iR by travelling down the left half of the circle
centered at c with radius R. Now de�ne

f (s) =
ys

s (s+ 1)
=

es ln y

s (s+ 1)
; s 2 C:

Note that f is meromorphic in the plane with simple poles at 0 and �1. If R is
chosen large enough that these two poles lie inside the closed path [c� iR; c+ iR][
Cleft (R), then the residue theorem gives

1

2�i

Z
[c�iR;c+iR]

f (s) ds+
1

2�i

Z
Cleft(R)

f (s) ds

= Res (f ; 0) +Res (f ;�1)

=
y0

(0 + 1)
+

y�1

(�1) = 1�
1

y
:

Now let R!1 to obtain

lim
R!1

1

2�i

Z
Cleft(R)

f (s) ds = 0;

and hence

lim
R!1

1

2�i

Z
[c�iR;c+iR]

f (s) ds = 1� 1

y
:

Indeed, for R > 2 (c+ 1) and �
2 � � � 3�

2 ,��f �c+Rei���� � e(c+R cos �) ln y

(R� c) (R� c� 1) �
4ec ln y

R2
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since cos � � 0 and ln y � 0. Now the length of the path Cleft (R) is �R and so we
obtain �����

Z
Cleft(R)

f (s) ds

����� � �R
4ec ln y

R2
! 0 as R!1:

To prove (3.6) when 0 < y � 1, we consider instead the closed path [c� iR; c+ iR][
Cright (R) and apply Cauchy�s theorem (which is just the residue theorem when
there are no poles inside the path) to the holomorphic function f (s) in the half-
plane Re s > 1. We obtain

1

2�i

Z
[c�iR;c+iR]

f (s) ds+
1

2�i

Z
Cright(R)

f (s) ds = 0;

and then use the argument above with cos � � 0 and ln y � 0 to show that

lim
R!1

1

2�i

Z
Cright(R)

f (s) ds = 0:

This completes the proof of (3.6), and hence that of Proposition 12.

3.1. Proof of the asymptotic for  1 (x). Here we prove the asymptotic
formula

(3.7) lim
x!1

 1 (x)
1
2x

2
= 1

in three steps. Propositions 10 and 11 then complete the proof of the Prime Number
Theorem (0.2).

We begin with the identity

(3.8)  1 (x) =
1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

in Proposition 12, and try to move the path of integration to [1� i1; 1 + i1] where��xs+1�� = x2 is at least comparable to the asymptotic estimate 1
2x

2. Of course this
is impossible since � (s) has a pole at 1, but we can come close enough using the
residue theorem. Let R � 3 and c > 1. For S > R and 0 < � < 1, de�ne the closed
taxicab path 
R;S;c;� to consist of the eight segments

[c� iS; c+ iS] ; [c+ iS; 1 + iS] ; [1 + iS; 1 + iR] ; [1 + iR; 1� � + iR] ;
[1� � + iR; 1� � � iR] ; [1� � � iR; 1� iR] ; [1� iR; 1� iS] ; [1� iS; c� iS]

concatenated with the directions and in the sequence given. Since � (s) has a pole
at 1 and is nonvanishing on the rest of the line Re s = 1, there exists 0 < � (R) < 1
depending on R such that � (s) has no zero on or inside the rectangle with sides

[1� � � iR; 1� iR] ; [1� iR; 1 + iR] ; [1 + iR; 1� � + iR] ; [1� � + iR; 1� � � iR] :

We will always assume � is so small that 0 < � < � (R).

Step 1: For S > R � 3 and 0 < � < � (R) < 1 < c we have

(3.9)
1

2�i

Z

R;S;c;�

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds =

x2

2
:
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Since the integrand

(3.10) gx (s) =
xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
is meromorphic in 
0 with a single pole at s = 1 inside the simple path 
R;S;c;�,
the residue theorem implies

1

2�i

Z

R;S;c;�

gx (s) ds = Res (gx; 1) Ind
R;S;c;� (1) = lim
s!1

(s� 1) gx (s) :

Now by Lemma 2, � (s) = 1
s�1 + h (s), h 2 H (
0), and so

� 0 (s) = � 1

(s� 1)2
+ h0 (s) ;

hence by (2.3),

(s� 1) gx (s) = (s� 1) xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
= (s� 1) xs+1

s (s+ 1)

 
�
� 1
(s�1)2 + h

0 (s)

1
s�1 + h (s)

!

=
xs+1

s (s+ 1)

�
1 + (s� 1)h0 (s)
1 + (s� 1)h (s)

�
! x2

2
as s! 1:

Alternatively, (2.6) shows that

Res

�
� 0 (s)

� (s)
; 1

�
= �1;

and then as above, (2.3) implies that

Res

�
xs+1

s (s+ 1)

� 0 (s)

� (s)
; 1

�
=

�
xs+1

s (s+ 1)
js=1

�
(�1) = �x

2

2
:

Let �R;� be the in�nite taxicab path consisting of the �ve segments

[1� i1; 1� iR] ; [1� iR; 1� � � iR] ; [1� � � iR; 1� � + iR] ;
[1� � + iR; 1 + iR] ; [1 + iR; 1 + i1] ;

concatenated with the directions and in the sequence given. Thus �R;� is the line
[1� i1; 1 + i1] but with a rectangular jog to the left around the pole at 1.

Step 2: For R � 3 and 0 < � < � (R) < 1 < c we have,

1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds =

x2

2
+

1

2�i

Z
�R;�

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds:

Let S tend to in�nity in (3.9). With gx as in (3.10) we claim that the integrals
over the top and bottom horizontal segments,

(3.11)
Z
[c+iS;1+iS]

gx (s) ds and
Z
[1�iS;c�iS]

gx (s) ds;

each tend to zero as S !1. For this we will need estimates on the growth of the
function � !

��� �0(1+i�)�(1+i�)

���. Unfortunately the formula (3.5) for �0(s)�(s) is not much help

in this regard since the formula doesn�t take into account cancellations as s nears 1.
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Instead we will estimate
��� 0 (1 + i�)�� and ��� 1

�(1+i�)

��� separately using Lemma 2 and
a re�nement of the argument in the proof of Theorem 17.

In order to estimate
��� 0 (1 + i�)��, recall from Lemma 2 that

� (s) =
1

s� 1 +
1X
n=1

hn (s) ; s 2 
1;

where the entire function

hn (s) =

Z n+1

n

�
1

ns
� 1

xs

�
dx

satis�es (1.1),

jhn (s)j �
jsj
n�+1

; s = � + i� 2 C;

as well as the crude estimate

jhn (s)j �
2

n�
; s = � + i� 2 C:

Let 0 < �; " < 1. Taking an "-skewed geometric mean of these estimates we have

jhn (s)j �
�
jsj
n�+1

�"�
2

n�

�1�"
� C

jsj"

n�+"
; s = � + i� 2 C;

and then for � + " � 1 + �, we have

j� (s)j � 1

js� 1j +
1X
n=1

jhn (s)j �
1

j� j + C
1X
n=1

(� + j� j)"

n�+"
(3.12)

� 1

j� j + C
(� + j� j)"

� + "� 1 � C� j� j" ;

for s = � + i� , � + " � 1 + �, and j� j � 1.
Now with " = 2� (which forces � < 1

2 ), apply Cauchy�s estimates to � (s) on
the disk B (1 + i� ; �) using (3.12) to conclude that for any 0 < � < 1

2 (and with a
constant C� that may change from one occurence to the next),

(3.13)
��� 0 (1 + i�)�� � C� j� j"

�
� C� j� j2� ; j� j � 1:

In order to estimate
��� 1
�(1+i�)

��� we recall from the proof of Theorem 17 that���� (�)3 � (� + i�)4 � (� + i2�)��� � 1; � � 1; � 2 R n f0g :

Thus ���� (� + i�)4��� � j� (�)j�3 j� (� + i2�)j�1 ; � � 1;

and from (3.12) we now conclude that for � � 1,

j� (� + i�)j4 � c (� � 1)3 C�1� j� j�" ; s = � + i� ; � + " � 1 + �; j� j � 1:

Rewriting the inequality with 0 < " = � < 1 we get

j� (� + i�)j � C (� � 1)
3
4 j� j�

�
4 :
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Now if �� = 1 + 1
j� j13� (the number 13 is convenient for numerology but any

number bigger than 9 would work here), then we have

j� (�� + i�)j � C
�
j� j�13�

� 3
4 j� j�

�
4 = C j� j�10� ;

and using (3.13), which requires 0 < � < 1
2 , we get

j� (�� + i�)� � (1 + i�)j =

����Z ��

1

� 0 (u+ i�) du

���� � Z ��

1

��� 0 (u+ i�)�� du
�

Z 1+ 1

j�j13�

1

C� j� j2� du = C� j� j�11� :

Thus for j� j su¢ ciently large we have

j� (�� + i�)� � (1 + i�)j �
1

2
j� (�� + i�)j ;

since C� j� j�11� � 1
2C j� j

�10� for j� j su¢ ciently large. Consequently, we obtain

j� (1 + i�)j � 1

2
j� (�� + i�)j �

C

2
j� j�10� ; 0 < � <

1

2
;

for j� j su�ciently large.
Altogether we have

(3.14)

����� 0 (1 + i�)� (1 + i�)

���� � c
�
C� j� j2�

��
C� j� j10�

�
= C� j� j12� ; 0 < � <

1

2
:

It now follows from (3.14) with any 0 < � < 1
2 that

jgx (s)j =
���� xs+1

s (s+ 1)

�
��

0 (s)

� (s)

����� � C�
x�+1

j� j2
j� j12� = C�x

�+1 j� j12��2 ;

for j� j su�ciently large. Thus the integrals in (3.11) are dominated by (c� 1)S12��2
for S su�ciently large, which tends to 0 as S !1 provided 0 < � < 1

6 .
Step 2 now follows immediately from Step 1.

Step3: Given " > 0 there is 3 � R < 1 and 0 < � < � (R) < 1 so that for
all x su¢ ciently large,����� 12�i

Z
�R;�

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

����� < "
x2

2
:

We may assume that x � 1. First we �x R so large that�����
Z 1�iR

1�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����+
����Z 1+i1

1+iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

����
+

�����
Z 1�iR

1���iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����+
�����
Z 1+iR

1��+iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����
< "

x2

4
; 0 < � < 1;

uniformly in x � 1. This is possible since (3.14) implies both����Z 1+i1

1+iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

���� � Z 1

R

x2

�2
C��

12�d� � C�
1� 12�R

12��1x2;
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and �����
Z 1�iR

1���iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����+
�����
Z 1+iR

1��+iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����
� 2

Z 1

1��

x2

R2
C�R

12�d� � C�x
2R12��2;

where both R12��1 and R12��2 tend to 0 as R!1 if 0 < � < 1
12 .

Recall that for 0 < � < � (R), � (s) has no zero on or inside the rectangle with
sides

[1� � � iR; 1� iR] ; [1� iR; 1 + iR] ; [1 + iR; 1� � + iR] ; [1� � + iR; 1� � � iR] :
Thus we estimate�����

Z 1��+iR

1���iR

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

�����
� x2��

Z R

�R

1

j1� � � i� j j2� � � i� j

����� 0 (s)� (s)

���� d� = CR;�x
2��:

Altogether we then have����� 12�i
Z
�R;�

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds

����� < "
x2

4
+ CR;�x

2�� =

�
"

2
+
CR;�
x�

�
x2

2
;

which completes the proof of Step 3.

The asymptotic estimate (3.7),

lim
x!1

 1 (x)
1
2x

2
= 1;

now follows immediately. Indeed, from the identity (3.8),

 1 (x) =
1

2�i

Z c+i1

c�i1

xs+1

s (s+ 1)

�
��

0 (s)

� (s)

�
ds;

and Steps 2 and 3 above, we have for any " > 0,���� 1 (x)1
2x

2
� 1
���� = ���� 1 (x)� 1

2x
2

1
2x

2

���� <
����� "x

2

2
1
2x

2

����� = ";

for all su¢ ciently large x.
This completes the proof of the Prime Number Theorem.

Corollary 9. If fpng1n=1 is the sequence of primes in increasing order, then

lim
n!1

pn
n lnn

= 1:

Proof : Since lnx is continuous, the Prime Number Theorem yields

0 = ln 1 = lim
x!1

ln
� (x)
x
ln x

= lim
x!1

fln� (x) + ln lnx� lnxg :

If we now divide by lnx and use l�Hôspital�s rule to get

lim
x!1

ln lnx

lnx
= lim
x!1

1
x ln x
1
x

= lim
x!1

1

lnx
= 0;
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we obtain limn!1
ln�(x)
ln x = 1. This and another application of the Prime Number

Theorem yield

lim
x!1

� (x) ln� (x)

x
= lim
x!1

� (x)
x
ln x

lim
x!1

ln� (x)

lnx
= 1:

If we now replace x by pn and use � (pn) = n, we obtain limn!1
n lnn
pn

= 1.





Part 2

Boundary behaviour of Riemann
maps



In Part 2 of these notes we address Carathéodory�s theorem on extending a
Riemann map to a homeomorphism up to the boundary. Chapter 6 introduces
the theory of the Poisson integral and establishes Fatou�s theorem on radial lim-
its, which is the key ingredient in extending a Riemann map to a simple bound-
ary point. In Chapter 7 we use Lindelöf�s theorem to help complete the proof of
Carathéodory�s theorem. Finally, Appendices A and B provide those aspects of
topology and measure theory needed in Part 2.

Suppose that f : D ! 
 is a Riemann map onto a bounded simply connected
domain 
. The question we consider here is this: when does the map f extend
to a homeomorphism from the closure D to the closure 
? An obvious necessary
condition is that @
 is a Jordan curve since f : T!@
 is continuous, one-to-one
and onto. Carathéodory�s Theorem shows that the converse holds. Moreover, we
also give a topological test for @
 to be a Jordan curve involving the following
notion of a simple boundary point.

Definition 11. A boundary point w of a simply connected domain 
 in the
plane is called simple if for every sequence fzng1n=1 � 
 with limn!1 zn = w, there
is a (continuous) curve � : [0; 1) ! 
 and an increasing sequence of parameter
points ftng1n=1 � [0; 1) with limn!1 tn = 1 such that � (tn) = zn for all n � 1 and
limt!1 � (t) = w.

Roughly speaking the point w 2 @
 is simple if for every sequence in 
 that
approaches w, there is a curve passing in order through the sequence that has limit
w. For example, every boundary point of the unit disk D is simple, and we will
show below that that every point in a Jordan curve is a simple boundary point
of its bounded component. An example of a simply connected domain 
 that has
nonsimple boundary points is the open square (0; 1)2 with the vertical line segments
In =

�
1
2n

	
�
�
0; 1� 1

2n

�
removed for each n � 1. Each point on In other than the

endpoint
�
1
2n ; 1�

1
2n

�
is a nonsimple boundary point (consider a sequence that

alternates each side of In) and each point (0; y) with 0 < y < 1 is an especially
"nonsimple" boundary point in that there is not a single curve in 
 with limit
(0; y).

Theorem 20. (Carathéodory�s Theorem) Suppose that 
 is a bounded simply
connected domain 
 in the plane. Then the following conditions are equivalent:

(1) Every Riemann map f : D ! 
 extends to a homeomorphism from D to

,

(2) The boundary @
 of 
 is a Jordan curve,
(3) Every boundary point of 
 is simple.

The most di¢ cult implication is that (3) implies (1). For this we will need the
Poisson representation of holomorphic functions along with Fatou�s Theorem and
Lindelöf�s Theorem, which we take up in the next chapter.



CHAPTER 6

The Poisson representation

We begin by introducing one of the most famous Hilbert spaces in analysis,
the Hardy space H2 (D) on the unit disk D. For f (z) =

P1
n=0 anz

n, z 2 D, the
orthogonality relations

(0.15)
1

2�

Z 2�

0

ei(n�m)�d� =

�
1 if n = m
0 if n 6= m

yield

1

2�

Z 2�

0

�����
1X
n=0

an
�
rei�

�n�����
2

d� =
1

2�

Z 2�

0

1X
n;m=0

an
�
rei�

�n
am (rei�)

m
d�

=

1X
n;m=0

anamr
n+m 1

2�

Z 2�

0

ei(n�m)�d� =

1X
n=0

janrnj2

for 0 < r < 1 by absolute convergence. Thus we have
(0.16)

1X
n=0

janj2 = sup
0<r<1

1

2�

Z 2�

0

�����
1X
n=0

an
�
rei�

�n�����
2

d� = sup
0<r<1

1

2�

Z 2�

0

��f �rei����2 d�;
which we use to de�ne the norm squared kfk2H2(D) for the Hardy space

H2 (D) =

(
f 2 H (D) : sup

0<r<1

�
1

2�

Z 2�

0

��f �rei����2 d�� 1
2

<1
)
:

We digress for a moment to provide the proof of completeness of the Hilbert
space L2 (T) of square integrable Lebesgue measurable functions on the circle T =
@D, i.e. those measurable f

�
ei�
�
satisfying

kfk2 �
�
1

2�

Z 2�

0

��f �ei����2 d�� 1
2

<1:

We equip L2 (T) with the metric d (f; g) = kf � gk2, f; g 2 L2 (T). It is here
that Lebesgue integration is required, as the next result would fail with Riemann
integration in place of Lebesgue integration. See the appendix for this and the basic
theory of Lebesgue integration.

Proposition 13. The metric space L2 (T) is complete.

Proof : Suppose that ffng1n=1 is a Cauchy sequence in L2 (T). Choose a rapidly
converging subsequence ffnkg

1
k=1, by which we mean

P1
k=1



fnk+1 � fnk

2 < 1.

65



66 6. THE POISSON REPRESENTATION

This is easily accomplished inductively by choosing for example fnkg1k=1 strictly
increasing such that

kfn � fnkk2 <
1

2k
; n � nk+1:

Then set

g = jfn1 j+
1X
k=1

��fnk+1 � fnk �� :
By Minkowski�s inequality we have

kgk2 � kfn1k2 +
1X
k=1



fnk+1 � fnk

2 <1;
and it follows that

0 � g
�
ei�
�
=
��fn1 �ei����+ 1X

k=1

��fnk+1 �ei��� fnk �ei���� <1
for almost every � 2 [0; 2�). Thus the series

fn1
�
ei�
�
+

1X
k=1

�
fnk+1

�
ei�
�
� fnk

�
ei�
�	

converges absolutely for almost every � 2 [0; 2�) to a Lebesgue measurable function
f
�
ei�
�
.

We claim that f 2 L2 (T) and that limn!1 fn = f in L2 (T). Indeed, Fatou�s
lemma gives

1

2�

Z 2�

0

��f �ei��� fn` �ei����2 d� =
1

2�

Z 2�

0

lim inf
k!1

��fnk �ei��� fn` �ei����2 d�
� lim inf

k!1

1

2�

Z 2�

0

��fnk �ei��� fn` �ei����2 d�
= lim inf

k!1
kfnk � fn`k

2
2 ! 0

as ` ! 1 by the Cauchy condition. This shows that f � fn` 2 L2 (T), hence
f 2 L2 (T), and also that fn` ! f in L2 (T) as `!1. Finally, this together with
the fact that ffng1n=1 is a Cauchy sequence, easily shows that fn ! f in L2 (T) as
n!1.

Porism 1: If ffng1n=1 is a rapidly converging sequence in L2 (T),
1X
n=1

kfn+1 � fnk2 <1;

then

lim
n!1

fn
�
ei�
�
= f1

�
ei�
�
+

1X
n=1

�
fn+1

�
ei�
�
� fn

�
ei�
�	

exists for almost every � 2 [0; 2�).
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Returning to the Hardy space H2 (D) we note that (0.15) shows that ffrg0<r<1
is Cauchy in L2 (T) as r ! 1 where fr (z) = f (rz) for r < 1 and z 2 D:

kfr � fsk2L2(T) =
1

2�

Z 2�

0

�����
1X
n=0

(rn � sn) anein�
�����
2

d� =
1X
n=0

jrn � snj2 janj2 ! 0

as r; s! 1 by the dominated convergence theorem for series since
P1
n=0 janj

2
<1

by (0.16). By Proposition 13, the completeness of L2 (T), there is f� 2 L2 (T) such
that f� = limr!1 fr in L2 (T). We easily compute by taking limits that the Fourier
coe¢ cients of f� satisfy

cf� (n) � 1

2�

Z 2�

0

f�
�
ei�
�
ein�d� = lim

r!1

1

2�

Z 2�

0

fr
�
ei�
�
ein�d�

=

�
an if n � 0
0 if n < 0

;

and that the inner product h�; �i on H2 (D) satis�es

hf; gi =
1X
n=0

anbn =
1

2�

Z 2�

0

f�
�
ei�
�
g� (ei�)d�

where f (z) =
P1
n=0 anz

n and g (z) =
P1
n=0 bnz

n. We also have by taking limits
the Cauchy formula

(0.17) f (z) = lim
r!1

fr (z) = lim
r!1

1

2�i

Z
T

fr (w)

w � z dw =
1

2�i

Z
T

f� (w)

w � z dw;

which can also be expressed in terms of the inner product as

(0.18) f (z) =
1

2�i

Z
T

f�
�
ei�
�

ei� � z ie
i�d� =

1

2�

Z
T

f�
�
ei�
�

1� e�i�z d� = hf; kzi ;

for z 2 D where

(0.19) kz (w) =
1

1� zw =
1X
n=0

znwn 2 H2 (D)

(since kkzkH2(D) =
qP1

n=0 jzj
2n
= 1p

1�jzj2
) is the so-called reproducing kernel for

H2 (D).
We would now like to obtain a representation formula of Cauchy type, such as

in (0.17), for the real part of f (z). So let f (z) = u (z) + iv (z) where u and v are
real-valued functions in the disk. Unfortunately we cannot just take the real part
of each side in the Cauchy representation

(0.20) f (z) =
1

2�i

Z
T

f� (w)

w � z dw =
1

2�

Z 2�

0

f�
�
eit
� eit

eit � z dt;

since both the function f�
�
eit
�
and the kernel eit

eit�z are complex-valued. If we

could replace the kernel eit

eit�z in (0.20) with a kernel that was real-valued, then
we could indeed take real parts of both sides of (0.20) to obtain a representation
formula for u (z) = Re f (z).

For this purpose we have at our disposal Cauchy�s theorem which says that

1

2�i

Z
T

f� (w)

w � � dw = lim
r!1

1

2�i

Z
T

fr (w)

w � � dw = lim
r!1

0 = 0
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for any � 2 C nD (since fr(w)
w�� is holomorphic in a neighbourhood of the closed disk

D). Motivated by the fact that z+ z is real where z is the re�ection of z across the
real line R, we consider the re�ection z� of z across the circle T given by

z� =
z

jzj2
=
1

z
; z 6= 0:

If we let � = z� we obtain

f (z)� 0 = 1

2�

Z 2�

0

f�
�
eit
�� eit

eit � z �
eit

eit � z�

�
dt:

Now we compute that

eit

eit � z �
eit

eit � z� =
eit

eit � z �
eit

eit � 1
z

=
eit

eit � z �
z

z � e�it

=
eit

eit � z +
z

eit � z
=
1� jzj2

jz � eitj2
;

which yields the Poisson representation of f :

(0.21) f (z) =
1

2�

Z 2�

0

f�
�
eit
� 1� jzj2
jz � eitj2

dt; z 2 D:

Finally, we can take real parts of each side of this latter equation to obtain

(0.22) u (z) =
1

2�

Z 2�

0

u�
�
eit
� 1� jzj2
jz � eitj2

dt; z 2 D;

where we write f� = u� + iv� with u� and v� real-valued functions on T. This
formula is valid for u = Re f where f 2 H2 (D).

Remark 5. An important side bene�t of the Poisson kernel is its small size in
comparison to the Cauchy kernel:

1

2�

Z 2�

0

1� jzj2

jz � eitj2
dt = 1 while

1

2�

Z 2�

0

1

jeit � zjdt � ln
�
1 +

1

1� jzj

�
for z 2 D. This small size will play a crucial role in the proof of Fatou�s Theorem
22 below.

Remark 6. The Poisson representation (0.21) can also be quickly obtained
from the Cauchy representation (0.20) via the following trick. For f 2 H2 (D) and
z 2 D, let g (w) = f(w)

1�wz . Then g 2 H
2 (D), g�

�
eit
�
=

f�(eit)
1�eitz and (0.20) yields

f (z)

1� jzj2
= g (z) =

1

2�

Z 2�

0

f�
�
eit
�

1� eitz
eit

eit � z dt =
1

2�

Z 2�

0

f�
�
eit
�

jz � eitj2
dt:

We note in passing the following consequence of Porism 6: if limn!1 rn = 1
and ffrng

1
n=1 is a rapidly converging sequence in L

2 (T), then

(0.23) f�
�
eit
�
= lim
n!1

frn
�
eit
�
; a:e: eit 2 T;

and an analogous statement holds for u�
�
eit
�
. For the proof of Carathéodory�s

Theorem 20 we will need the much stronger theorem of Fatou that says f�
�
eit
�
=

limr!1 fr
�
eit
�
for a.e. eit 2 T. This will be proved below after a short detour to

consider harmonic functions and the Dirichlet problem in the disk. But �rst we
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note the following uniqueness result for bounded holomorphic functions that will
play a signi�cant role in the proof of Theorem 20.

Lemma 3. If f 2 H1 (D) and f�
�
eit
�
= 0 for almost every eit in some arc I

of positive length in T, then f is identically zero.

Proof : Choose an integer N so that jIj > 2�
N and consider the function F 2

H2 (D) given by

F (z) =
NY
k=1

f
�
ei

2�k
N z
�
�

NY
k=1

fk (z) ; z 2 D:

The boundedness of f is used in concluding that the product F is actually a bounded
holomophic function in the disk D, hence is in H2 (D). Next choose a sequence
frng1n=1 with limn!1 rn = 1 for which fFrng and

�
fkrn
	1
n=1

, 1 � k � N , are each
rapidly convergent sequences in L2 (T). Then for almost every t 2 [0; 2�) we have

F �
�
eit
�
= lim

n!1
Frn

�
eit
�
= lim
n!1

NY
k=1

�
fk
�
rn

�
eit
�

=
NY
k=1

lim
n!1

�
fk
�
rn

�
eit
�
=

NY
k=1

�
fk
�� �

eit
�
:

Since
�
fk
�� �

eit
�
= 0 for a.e. t 2 e�i 2�kN I, and since

SN
k=1 e

�i 2�kN I = T, we conclude
that F �

�
eit
�
= 0 for a.e. t 2 T. Now either the Cauchy representation (0.17) or

the Poisson representation (0.21) shows that F is identically zero in the disk D.
Thus the zero set Z (f) of f must be uncountable since D = Z (F ) =

SN
k=1 Z

�
fk
�
,

and hence f is identically zero in the disk D by Theorem 6.

1. Harmonic functions

We pause at this point to note that we only use the Poisson representation for
holomorphic functions (0.21) in our proof of Carathéodory�s Theorem 20. However,
since we used the real part representation (0.22) to motivate our calculation of the

Poisson kernel 1�jzj2
jz�eitj2 , we will spend some time using (0.22) to develop the most

elementary facts in the theory of harmonic functions u, i.e. twice continuously
di¤erentiable solutions u to Laplace�s equation

4u � @2u

@x2
+
@2u

@y2
= 0:

In particular we will prove formula (0.22) with u�
�
eit
�
= u

�
eit
�
for any u 2

C
�
D
�
\ C2 (D) that is harmonic in D.

We �rst observe that if f = u + iv 2 H (D), then the functions u and v are
harmonic in D:
(1.1) 4u (z) = 4v (z) = 0; z 2 D:
Indeed, if f = u+ iv is a holomorphic function of z = x+ iy then @

@z f � 0 and so

0 =
@

@z
0 =

@

@z

@

@z
f (z) =

1

2

�
@

@x
+
1

i

@

@y

�
1

2

�
@

@x
� 1
i

@

@y

�
f (z)

=
1

4

�
@2

@x2
+

@2

@y2

�
(u (z) + iv (z)) =

1

4
4 u (z) +

i

4
4 v (z) :
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We next note the many faces of the Poisson kernel 1�jzj2
jz�eitj2 .

Lemma 4. For z = rei� 2 D and eit 2 T we have

(1.2)
1� r2

1� 2r cos (� � t) + r2 =
1� jzj2

jz � eitj2
= Re

�
eit + z

eit � z

�
=
X
n2Z

rjnjein(��t):

Proof : We have

Re

�
eit + z

eit � z

�
= Re

�
1 + 2

z

eit � z

�
= 1 + 2Re

z

eit � z

= 1 +
z

eit � z +
z

eit � z

=
eit

eit � z +
z

eit � z
=
1� jzj2

jz � eitj2
;

and also

1 + 2Re
z

eit � z = 1 + 2Re
ze�it

1� ze�it = 1 + 2Re
1X
n=1

�
ze�it

�n
=
X
n2Z

rjnjein(��t):

An inspection of the representation formula (0.22) together with the lemma
reveals that (0.22) can be rewritten

u (z) =
1

2�

Z 2�

0

u�
�
eit
� 1� r2
1� 2r cos (� � t) + r2 dt

=
1

2�

Z 2�

0

u�
�
eit
�
Pr (� � t) dt

= Pr � u� (�) ; z = rei� 2 D;

where

Pr (�) =
1� r2

1� 2r cos (�) + r2 ; 0 � r < 1; 0 � � < 2�;

and

(f � g) (�) =
Z
T
f
�
���1

�
g (�) d� (�)

denotes convolution of f and g on the compact group T with Haar measure d�
�
eit
�
=

1
2�dt.

A crucial observation at this juncture is that the function Pr�' (�) is a harmonic
function of z = rei� 2 D for any integrable function ' on T. Indeed, if ' is real-
valued, then

Pr � ' (�) =
1

2�

Z 2�

0

'
�
eit
�
Pr (� � t) dt

=
1

2�

Z 2�

0

'
�
eit
�
Re

�
eit + z

eit � z

�
dt

= Re
1

2�

Z 2�

0

'
�
eit
��eit + z

eit � z

�
dt:
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Now the calculation in (3.2) shows that the integralZ 2�

0

'
�
eit
��eit + z

eit � z

�
dt

de�nes a holomorphic function of z in the disk D, and hence its real part Pr �' (�)
is harmonic by (1.1). In general we write ' as a sum of its real and imaginary parts
and apply the above result to each part. This completes the proof that Pr � ' (�)
is harmonic for integrable '.

The above observation justi�es the following de�nition: for ' 2 L1 (T), the
space of complex-valued Lebesgue integrable functions on T, we set

P' (z) = Pr � ' (�) ; z = rei� 2 D;

and refer to P' as the Poisson integral of '. Note that ' is an integrable function
de�ned on T = @D the boundary of the disk D, while P' is a harmonic function
de�ned on the disk D itself. A natural question now arises: if ' is continuous on
the circle, does the Poisson integral P' have limit ' at the boundary, i.e. is the
function

(1.3) e' (z) = � P' (z) for z 2 D
' (z) for z 2 T ;

de�ned for z in the closed disk D, actually continuous on D? The answer turns out
to be yes, and this justi�es writing P' for e' on the closed disk D, and referring to
P' as the Poisson extension of ' to the closed disk D.

Proposition 14. If ' 2 C (T), then e' 2 C �D� where e' is the Poisson exten-
sion of ' to D de�ned in (1.3).

Proof : We have Pr (�) = 1�r2
jrei��1j2 by (1.2) with � = � and t = 0. We now

claim that Pr has the following three properties of an approximate identity:

(1) Pr (�) > 0 for all rei� 2 D,
(2)

R 2�
0

Pr (�) d� = 1 for all rei� 2 D,
(3) maxjei��1j�� Pr (�) tends to 0 as r ! 1 for each �xed 0 < � < 2.

The �rst property is obvious, the second property follows from (0.21) with
f � 1, and the third property follows from��rei� � 1�� � ��ei� � 1�� � �:

We now use a standard paradigm to show that P'
�
rei�

�
! '

�
ei�
�
as rei� ! ei�.

By rotation invariance we may assume that � = 0, i.e. ei� = 1, and by property (2)
we may subtract the constant ' (1) which means we may assume that ' (1) = 0.
Thus we must prove

lim
rei�!1

P'
�
rei�

�
= 0:

Let " > 0 be given. By the continuity of ' there is 0 < � < 2 so that

(1.4)
��' �eit��� < "

2
; whenever

��eit � 1�� < �:
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So using properties (1) and (2) and inequality (1.4) we estimate��P' �rei���� =

���� 12�
Z 2�

0

'
�
eit
�
Pr (� � t) dt

����
� 1

2�

(Z
jeit�1j<�

+

Z
jeit�1j��

)��' �eit���Pr (� � t) dt
<

"

2
+ max

�2T
j' (�)j max

jei��1j� �
2

Pr (�) ;

provided
��ei� � 1�� < �

2 , since then���ei(��t) � 1��� = ����ei(��t) � ei��+ �ei� � 1���� � ��eit � 1��� ��ei� � 1�� � � � �

2
=
�

2
:

But now property (3) shows that for all r su¢ ciently close to 1 and
��ei� � 1�� < �

2
we have ��P' �rei���� < "

2
+
"

2
= ":

Since this inequality holds also for r = 1 and
��ei� � 1�� < �

2 , the proof of Proposition
14 is complete.

Proposition 14 solves the Dirichlet problem for the Laplace operator in the unit
disk. Namely, given continuous boundary data ' on T, there is u 2 C

�
D
�
\C2 (D)

satisfying the boundary value problem:

(1.5)
�
4u = 0 in D
u = ' on T = @D :

Uniqueness of the solution u to the Dirichlet problem (1.5) will follow from the
maximum principle for harmonic functions.

Proposition 15. (Maximum principle for harmonic functions) Let 
 be a
bounded domain in the plane. If u 2 C

�


�
\ C2 (
) is harmonic in 
, then u

achieves its maximum on the boundary:

(1.6) sup
z2


u (z) � sup
z2@


u (z) :

Proof : For " > 0 consider the function

u" (z) = u (z) + " jzj2 ;
for which we have

4u" (z) = 4u (z) + "4
�
x2 + y2

�
= 4" > 0:

By Fermat�s theorem, we have both @2u"
@x2 (z) � 0 and @2u"

@y2 (z) � 0 at a relative
maximum z, and it follows that u" cannot have a relative maximum in 
, and so
must achieve its maximum on the boundary @
:

sup
z2


u (z) � sup
z2


u" (z) � sup
z2@


u" (z) � sup
z2@


u (z) + " sup
z2@


jzj2 :

If we let "! 0 we obtain (1.6).

Now we prove the uniqueness of the solution u to the Dirichlet problem (1.5).
If v is another solution, then w = u� v is harmonic in D and vanishes on @D. By
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the maximum principle Proposition 15, we conclude that w � 0 in D. But �w is
also harmonic and vanishes on the boundary, so �w � 0 in D as well. Thus u = v.

Suppose now that u 2 C
�
D
�
\C2 (D) is harmonic in D. Let Pu be the Poisson

integral of the restriction u jT of u to the circle T. Then both u and Pu satisfy the
Dirichlet problem (1.5) with ' = u jT. By uniqueness we then have

u (z) = Pu (z) =
1

2�

Z 2�

0

u
�
eit
�
Pr (� � t) dt; z = rei� 2 D:

Thus u equals its Poisson integral for any u 2 C
�
D
�
\ C2 (D) that is harmonic in

D. This proves (0.22) for such functions and moreover, by translating and rescal-
ing formula (0.22) to arbitrary disks we obtain the following characterization of
harmonic functions.

Theorem 21. Let 
 be an open subset of the plane. Then u 2 C2 (
) is
harmonic in 
 if and only if u is locally the real part of a holomorphic function, i.e.
for any disk B (a;R) � 
, there is f 2 H (B (a;R)) such that u = Re f in B (a;R).
Moreover, u equals its Poisson integral in any disk B (a;R) � 
:

u
�
a+Rrei�

�
=
1

2�

Z 2�

0

u
�
a+Reit

�
Pr (� � t) dt:

Remark 7. The above theorem is an example of a regularity theorem for a
partial di¤erential equation. It says that any C2 solution u to Laplace�s equation�
@2

@x2 +
@2

@y2

�
u = 0 must be in�nitely di¤erentiable, in fact real-analytic. This type

of phenomenon persists more generally for elliptic partial di¤erential equations.

2. Fatou�s Theorem

Our purpose now is to extend the pointwise limit on certain radii in (0.23) to
the full radial limit.

Theorem 22. (Fatou�s Theorem) For f 2 H2 (D) we have

lim
r!1

f
�
reit
�
= f�

�
eit
�
; a:e: eit 2 T:

Proof : Due to (0.23), we see that if the radial limit limr!1 f
�
reit
�
exists, then

it must equal f�
�
eit
�
almost everywhere. So it su¢ ces to prove that limr!1 f

�
reit
�

exists almost everywhere, equivalently that the oscillation !
�
f ; eit

�
given by

max

�
lim sup

r!1
u
�
reit
�
� lim inf

r!1
u
�
reit
�
; lim sup

r!1
v
�
reit
�
� lim inf

r!1
v
�
reit
��

;

where f = u+ iv, vanishes for almost every eit 2 T. The two pieces of information
at hand that we can exploit for this purpose are

� !
�
f ; eit

�
� 0 if f 2 C

�
D
�
\H (D),

� fs 2 C
�
D
�
\H (D) and f�s ! f� in L2 (T) if f 2 H2 (D).

In order to take advantage of the second bullet item, we will need a way of
controlling the oscillation of f � fs in terms of the L2 norm kf � fsk2. This is
accomplished with the aid of the maximal function: for h 2 L1 (T) we de�ne

Mh
�
ei�
�
� sup
ei�2I�T

1

jIj

Z
I

��h �eit��� dt; ei� 2 T;
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where the notation supei�2I�T means that the supremum is taken over all arcs I
in the circle T that contain the point ei�. It turns out to be easy to show that
the maximal function dominates the Poisson integral in the sense that there is a
positive constant C such that

(2.1)
��Ph �rei���� � CMh

�
ei�
�
; 0 � r < 1:

Indeed, this follows readily from the following inequality with � = 1 � r and C a
positive constant;

Pr (� � t) =
1� r2

jrei� � eitj2
� C

1

2�
�[���;�+�] (t) + C

1X
k=1

2�k
1

21�k�
�[��2k�;�+2k�];

since we conclude from this that��Ph �rei���� =

���� 12�
Z �

��
Pr (� � t)h

�
eit
�
dt

����
� C

1

2�

Z �+�

���

��h �eit��� dt+ C 1X
k=1

2�k
1

21�k�

Z �+2k�

��2k�

��h �eit��� dt
� CMh

�
ei�
�
+ C

1X
k=1

2�kMh
�
ei�
�
� CMh

�
ei�
�
:

The following Maximal Theorem is then decisive. We denote the rotation invariant
probability measure � of a subset E of T � [0; 2�) by jEj� =

R
E
dt
2� .

Theorem 23. (Maximal Theorem) For h 2 L1 (T) and � > 0, we have

(2.2) �
���ei� 2 T :Mh

�
ei�
�
> �

	��
�
� 2

�

Z 2�

0

��h �eit��� dt:
Let us assume the Maximal Theorem for the moment, and show how it and the

above bullet items prove Fatou�s Theorem. Fix f 2 H2 (D) and note that by the
subadditivity of the oscillation !, the bullet items and (2.1), we have

!
�
f ; ei�

�
� !

�
f � fs; ei�

�
+ !

�
fs; e

i�
�
= !

�
f � fs; ei�

�
� 2 lim sup

r!1

��f � fs �rei���� = 2 lim sup
r!1

��P (f � fs)� �rei����
� 2CM (f � fs)�

�
ei�
�
= 2CM (f� � f�s )

�
ei�
�
:

Applying the Maximal Theorem we have for any � > 0,���ei� 2 T : ! �f ; ei�� > �
	��
�

�
�����ei� 2 T :M (f� � f�s )

�
ei�
�
>

�

2C

�����
�

� 4C

��

Z 2�

0

��f� �eit�� f�s �eit��� dt
� 4C

p
2�

��

�Z 2�

0

��f� �eit�� f�s �eit���2 dt� 1
2

;

which tends to zero as s! 1 by the second bullet item above. Thus���ei� 2 T : ! �f ; ei�� > �
	��
�
= 0
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for all � > 0 and so���ei� 2 T : ! �f ; ei�� 6= 0	��
�

=

�����
1[
n=1

�
ei� 2 T : !

�
f ; ei�

�
>
1

n

������
�

�
1X
n=1

�����ei� 2 T : ! �f ; ei�� > 1

n

�����
�

=
1X
n=1

0 = 0:

This completes the proof that !
�
f ; ei�

�
= 0 for almost every � 2 T.

Proof of the Maximal Theorem 23: ForN � 1, let EN =
�

j
2N+2 2�

	
1�j�2N+2

and denote by

DN = f[a; b) : a; b 2 ENg
the collection of arcs in the circle having endpoints in the set EN . The point of
introducing the collections DN is that each one is a �nite collection of arcs and the
following swallowing property holds: given any arc I � T with jIj � 1

2N
2�, there is

an arc J 2 DN satisfying

(2.3) I � J and jJ j � 2 jIj :

This allows us to reduce the proof of (2.2) to the same inequality withM replaced
byMN where

MNh
�
ei�
�
� sup
ei�2I2DN

1

jIj

Z
I

��h �eit��� dt; ei� 2 T:

Indeed, if we introduce the intermediate operator

M�
Nh
�
ei�
�
� sup
ei�2I�T:jIj�2�N

1

jIj

Z
I

��h �eit��� dt; ei� 2 T;

then since the measure of an increasing union of sets is the limit of the measures of
the sets, we have���ei� 2 T :Mh

�
ei�
�
> �

	��
�
= lim
N!1

���ei� 2 T :M�
Nh
�
ei�
�
> �

	��
�
:

Moreover, the swallowing property (2.3) of DN shows that�
ei� 2 T :M�

Nh
�
ei�
�
> �

	
�
�
ei� 2 T :MNh

�
ei�
�
>
�

2

�
;

since if 1
jIj
R
I

��h �eit��� dt > � where jIj � 2�N , then there is J 2 DN satisfying (2.3),
so that

1

jJ j

Z
J

��h �eit��� dt � jIj
jJ j

1

jIj

Z
I

��h �eit��� dt > 1

2
�:

Altogether then it su¢ ces to prove

(2.4) �
���ei� 2 T :MNh

�
ei�
�
> �

	��
�
� 1

�

Z 2�

0

��h �eit��� dt:
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The inequality (2.4) is proved by a simple "covering lemma": if I =
SM
m=1 Im,

Im 2 DN , then there exists a subcollection fIma
gAa=1 satisfying

(2.5) I =
A[
a=1

Ima
and

AX
a=1

�Ima
� 2;

i.e. the subcollection fIma
gAa=1 covers I with overlap at most 2. To see this let

I = [a; b) and pick Im1
= [a; bm1

) to be a largest interval with endpoint a. Then
choose Im2

= [am2
; bm2

) to be an interval containing bm1
with largest endpoint bm2

.
Inductively choose Ima+1 =

�
ama+1 ; bma+1

�
to be an interval containing bma with

largest endpoint bma+1 . This procedure ends in �nitely many steps A and it is clear
that (2.5) holds with overlap 2 since if Ima�1 \ Ima+1

6= �, then we would have
chosen Ima+1

in place of Ima
at the ath inductive step.

Now we note that�
ei� 2 T :MNh

�
ei�
�
> �

	
=
[�

I 2 DN :
1

jIj

Z
I

��h �eit��� dt > �

�
=

J[
j=1

Ij ;

where Ij = [aj ; bj) with bj < aj+1 and

Ij =

Mj[
m=1

Ijm where
1���Ijm���
Z
Ijm

��h �eit��� dt > �:

Apply the covering lemma to Ij to obtain Ij =
SAj

a=1 I
j
ma
satisfying (2.5). Then we

have���ei� 2 T :MNh
�
ei�
�
> �

	��
�

=
1

2�

JX
j=1

��Ij�� � 1

2�

JX
j=1

AjX
a=1

��Ijma

��
<

1

2�

JX
j=1

AjX
a=1

1

�

Z
Ijma

��h �eit��� dt
=

1

2�

JX
j=1

1

�

Z 0@ AjX
a=1

�Ijma
(t)

1A��h �eit��� dt
� 1

2�

JX
j=1

2

�

Z
Ij

��h �eit��� dt � 1

��

Z 2�

0

��h �eit��� dt:
This completes the proof of the Maximal Theorem 23 and with it, the proof of

Fatou�s Theorem 22.



CHAPTER 7

Extending Riemann maps

Fatou�s theorem plays a crucial role below in extending a Riemann map f : 
!
D to a simple boundary point w 2 @
. However, we will also need to know that such
extensions to distinct boundary points w1; w2 have distinct images f (w1) ; f (w2).
For this we need one �nal result concerning radial limits, namely Lindelöf�s theorem.

1. Lindelöf�s theorem

The next theorem shows that if a bounded holomorphic function g in the disk
D has limit L along some curve ending at ei� 2 T, then we can conclude that g has
radial limit L at ei�.

Theorem 24. (Lindelöf�s Theorem) Suppose � : [0; 1] ! D [ f1g is a con-
tinuous curve such that j� (t)j < 1 if t < 1 and � (1) = 1. Then if g 2 H1 (D)
satis�es

lim
t!1

g (� (t)) = L;

it follows that g has radial limit L at 1:

lim
r!1

g (r) = L:

Proof : Without loss of generality we assume that L = 0 and kgk1 < 1. Let
" > 0 be given. We will show there is r0 < 1 such that

jg (r)j � 4
p
"; r0 < r < 1:

First we note that since limt!1 g (� (t)) = 0, there is a < 1 such that Re� (a) > 1
2

and jg (� (t))j < " whenever a < t < 1. Now let r0 = Re� (a) and

t0 = sup f0 � t < 1 : Re� (t) = r0g ;
so that we have

jg (� (t))j < " and Re� (t) > r0 >
1

2
; t0 < t < 1:

Fix r 2 (r0; 1) for the moment and de�ne a lens-shaped region 
 centered at r
by


 = D \ fD+ 2rg = B (0; 1) \B (2r; 1) ;
and a holomorphic function h 2 H (
) by

h (z) = g (z) g (z)g (2r � z)g (2r � z) :
Note that h is a product of four holomorphic functions

h = g1g2g3g4;

namely g1 (z) = g (z), a "re�ection" g2 (z) = g (z) of g1 (z) across the real axis in the
disk D, a "re�ection" g3 (z) = g2 (2r � z) of g2 (z) across the vertical axis Re z = r

77
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to the disk D + 2r, and a "re�ection" g4 (z) = g3 (z) of g3 (z) across the real axis
in the disk D+ 2r. Clearly we have jh (z)j < 1 for z 2 
. Since h (r) = jg (r)j4 we
will be done once we show that

(1.1) h (r) � ":

We will use the maximum modulus principle, together with the geometry of
the curve � and its re�ections and translations, to obtain (1.1). Let

t1 = sup f0 � t < 1 : Re� (t) = rg 2 (t0; 1) ;

and de�ne E1 = � ([t1; 1]) to be the closed arc of �� that connects � (t1) to 1 and
has the property that E1 minus its endpoints lies in the open right half of 
. Let
E2 be the re�ection of E1 across the real axis, E3 be the re�ection of E2 across
the vertical axis Re z = r of symmetry of 
, and �nally let E4 be the re�ection of
E3 across the real axis, which coincides with the re�ection of E1 across the vertical
axis Re z = r. Note that E1 and E2 can have a complicated intersection, but that
E1 [ E2 and E3 [ E4 have only the points � (t1) and � (t1) in common. Then set

E = E1 [ E2 [ E3 [ E4:

We have E � 
� � 
[f1; 2r � 1g. A crucial property of the function h on the
set E is

(1.2) jh (z)j < "; z 2 E.

Indeed, for z 2 E, we must have z 2 Ei for some i, and then the corresponding
factor gi satis�es jgi (z)j < " while the other factors gj satisfy jgj (z)j < 1. Now
pick a small � > 0 and de�ne

h� (z) =

�
h (z) (1� z)� (2r � 1� z)� for z 2 


0 for z = 1; 2r � 1 :

The point of h� is that it is holomorphic in 
 and continuous on 
� = 
[f1; 2r � 1g
for � > 0.

Now let K be the union of the compact set E and the bounded components of
the open set C nE. Then K is compact and h� satis�es the following properties on
K:

(1) h� is continuous on K,

(2) h� is holomorphic in the interior
�
K of K,

(3) jh�j < " on the boundary @K of K by (1.2).

The maximum principle now shows that jh�j < " on K since the boundary of
any connected component of C n E lies in E.

We claim that r 2 K by the construction of E. Indeed, if r 2 E we are done, so
we assume r lies in the open set CnE. Now consider the closed curve � obtained by
concatenating the curve �1 : [t1; 1] ! 
� with its three re�ections �2, �3 and �4,
taken in the appropriate direction, about the real axis and the axis of symmetry
Re z = r. Then �� = E and we assume, in order to derive a contradiction, that
r lies in the unbounded component of C n �� = C n E. Then there is a path � in
C nE joining r to the number 3, which is well outside the convex set 
. Let � > 0
satisfy both

B (r; 2�) � C n E and � <
1

2
dist (��; E) :



2. PROOF OF CARATHÉODORY�S THEOREM 79

Now choose a closed polygonal path 
 (t) that joins consecutive (su¢ ciently close)
points on �� with line segments, so that

(1.3) j� (t)� 
 (t)j < �

10
:

Then �� is disjoint from 
� and r lies in the unbounded component of C n 
�.
Proposition 4 shows that

(1.4) Ind
 (r) = 0:

On the other hand, it is not hard to see that 
 is (C n frg)-homotopic to
@B (r; �), taken in the positive direction, simply by following in sequence those
portions 
1 (t), 
2 (t), 
3 (t) and 
4 (t) of 
 (t) when � (t) is given by �1 (t), �2 (t),
�3 (t) and �4 (t) respectively. In fact, if �1 (t), �2 (t), �3 (t) and �4 (t) denote the
corresponding quarter arcs of @B (r; �) taken in the same sequence, then one can
use the homotopies Hi (t; �) = (1� �) 
i (t) + ��i (t) which avoid the point r since
both 
�i and �

�
i lie in a common half plane that doesn�t contain r. Thus Proposition

9 shows that
Ind
 (r) = Ind@B(r;�) (r) = 1;

which contradicts (1.4) and shows that r must lie in a bounded component of CnE,
hence in K.

We thus conclude that jh� (r)j < ". Now let �! 0 to obtain jh (r)j � ", which
is (1.1), and this completes the proof of Lindelöf�s Theorem 24.

2. Proof of Carathéodory�s Theorem

We can now prove Carathéodory�s Theorem 20. First we will use Fatou�s The-
orem 22 to prove Lemma 5 below, and then we will use Lindelöf�s Theorem 24 to
prove Lemma 6 below.

Lemma 5. Let 
 be a bounded simply connected domain in the complex plane,
and let f : 
! D be holomorphic, one-to-one and onto. Suppose that w is a simple
boundary point of 
. Then f has a continuous extension f : 
 [ fwg ! D and
f (w) 2 T.

Lemma 6. Let 
 be a bounded simply connected domain in the complex plane,
and let f : 
 ! D be holomorphic, one-to-one and onto. Suppose that w1 and w2
are distinct simple boundary points of 
, and that f : 
 [ fw1; w2g ! D is as in
Lemma 5. Then f (w1) 6= f (w2).

Proof of Lemma 5: Let g = f�1 so that g : D ! 
 is one-to-one and onto,
and g 2 H1 (D). Let fwng1n=0 � 
 be a sequence with limit w and such that

lim
n!1

f (w2n) = �0 and lim
n!1

f (w2n+1) = �1:

Suppose, in order to derive a contradiction, that �0 6= �1. Since w is a simple
boundary point of 
, there is a curve 
 : [0; 1]! 
 [ fwg as in De�nition 11 that
passes through the sequence fwng1n=0 and ends at w. Set

� (t) = f (
 (t)) ; 0 � t < 1:

Now for 0 < r < 1, g
�
rD
�
is a compact subset of 
 disjoint from w. Thus

there is tr < 1 depending on r such that 
 (t) =2 g
�
rD
�
if tr < t < 1. It follows that
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j� (t)j > r for tr < t < 1, and so limt!1 j� (t)j = 1. In particular, if wn = f (tn),
then both

(2.1) j�0j = lim
t!1

j� (t2n)j = 1 and j�1j = lim
t!1

j� (t2n+1)j = 1:

Let I1 and I2 be the two open arcs of T whose union is T n f�0; �1g. At least
one of these arcs, call it J , has the property that every segment S� from the origin
to a point ei� in J intersects the range of � in an in�nite subset of S� that has ei�

as a limit point. Indeed, if not, there would be two segments S�1and S�2 ending in
I1 and I2 respectively such that for a su¢ ciently large T < 1, � (t) is disjoint from
S�1 [ S�2 for all T < t < 1. But this contradicts the connectedness of � ((T; 1))
since both �0 and �1 lie in the closure of � ((T; 1)).

Thus for every ei� 2 J at which g has a radial limit, we have
lim
r!1

g
�
rei�

�
= w:

Now g 2 H1 (D) and so by Fatou�s Theorem 22, g�
�
ei�
�
= w for almost every

ei� 2 J . The uniqueness result Lemma 3 now shows that g � w 2 H1 (D) is
identically zero, the desired contradiction since g is one-to-one on D.

Thus �0 = �1 2 T, and we conclude that f has a continuous extension to

 [ fwg, and that f (w) 2 T.

Proof of Lemma 6: We prove the contrapositive: w1 = w2 if f (w1) = f (w2).
We may suppose that f (w1) = f (w2) = 1. Since wi is a simple boundary point of

, there is a curve 
i : [0; 1]! 
 [ fwig with 
i ([0; 1)) � 
 and 
i (1) = wi. Set

�i (t) = f (
i (t)) ; 0 � t � 1:
Then �i ([0; 1)) � D and �i (1) = 1. Since g (�i (t)) = 
i (t) for 0 � t < 1 we have

lim
t!1

g (�i (t)) = lim
t!1


i (t) = wi:

Thus Lindelof�s Theorem 24 implies that

wi = lim
r!1

g (r) ;

for both i = 1 and i = 2, hence w1 = w2.

The proof that (3) implies (1) in Theorem 20 is now easily accomplished in a
few lines. Suppose (3) holds and that f : 
 ! D is holomorphic and one-to-one.
Lemma 5 shows that there is an extension f : 
 ! D such that f (wn) ! f (w)
whenever fwng1n=1 � 
 is a sequence in 
 converging to w. If fzng1n=1 � 
 is a
sequence in 
 converging to w, then there exist points wn 2 
 such that

jzn � wnj <
1

n
and jf (zn)� f (wn)j <

1

n
:

Thus fwng1n=1 � 
 is a sequence in 
 converging to w, and so f (wn) ! f (w).
But then f (zn)! f (w) as well. This proves that f : 
! D is continuous.

Since D � f
�


�
� D and f

�


�
is compact, hence closed, we have f

�


�
= D

and so f : 
! D is onto.
Lemma 6 shows that f : 
! D is one-to-one.
Finally, it is a standard result that f : 
 ! D is now a homeomorphism.

Indeed, f�1 : D! 
 is continuous since if G is open in 
, then 
 nG is compact,
so f

�

 nG

�
= D n f (G) is compact and hence closed, so f (G) =

�
f�1

��1
(G) is

open.
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2.1. Simple boundary points and Jordan curves. Now it is obvious that
(1) implies (2) in Carathéodory�s Theorem 20, and so we turn our attention to the
remaining implication, namely that if @
 is a Jordan curve, then every boundary
point of 
 is a simple boundary point. Our proof of this fact is largely topological,
in contrast to the converse implication that we proved using the full force of the
Riemann mapping theorem and its boundary behaviour.

So we suppose that @
 = �� where � : T ! C is continuous and one-to-
one. Since 
 is bounded and connected, we must have 
 = B� where B� is the
bounded component of Cn�� = Cn@
. Indeed, �x z0 2 
 and suppose that 
 :
[0; 1] ! Cn@
 is a simple taxicab path joining z0 to z. If z 2 
c n @
, and
t1 = inf ft 2 [0; 1] : 
 (t) 2 
c n @
g, then 
 (t1) 2 @
, a contradiction. So z 2 
.
It now follows that 
 is a connected component of Cn��, and hence must be the
bounded component B� . Now it follows from Proposition 18 in the appendix below
that every boundary point of @
 is simple.





APPENDIX A

Topology

We collect here some background material requiring contributions from topol-
ogy.

1. Homotopy and index

Here we prove Proposition 9 that says the index is unchanged by homotopy.
We begin with a short lemma that gives a condition on two paths under which one
of them cannot wrap around a point more often than the other. The reader who
has walked a dog in a park will recognize this condition as shortening the leash near
a pole or tree just enough to prevent the dog from winding around it.

Lemma 7. (Dog leash lemma) Suppose that 
0 : T ! C and 
1 : T ! C are
closed paths in the complex plane, and that a is a complex number such that

j
1 (�)� 
0 (�)j < ja� 
0 (�)j ; � 2 T:

Then Ind
0 (a) = Ind
1 (a).

Proof : Let T = [0; 2�] with 0 and 2� identi�ed, and de�ne


 (t) =

1 (t)� a

0 (t)� a

; 0 � t � 2�:

Then

j
 (t)� 1j =
����
1 (t)� a
0 (t)� a

� 1
���� = ����
1 (t)� 
0 (t)
0 (t)� a

���� < 1
implies that 
� � B (1; 1) and so Ind
 (0) = 0 by Cauchy�s theorem. Thus we have

0 = Ind
 (0) =
1

2�i

Z



1

z � 0dz =
1

2�i

Z 2�

0

1


 (t)

0 (t) dt

=
1

2�i

Z 2�

0


0 (t)� a

1 (t)� a

(
0 (t)� a) 
01 (t)� (
1 (t)� a) 
00 (t)
(
0 (t)� a)

2 dt

=
1

2�i

Z 2�

0


01 (t)


1 (t)� a
dt� 1

2�i

Z 2�

0


00 (t)


0 (t)� a
dt

= Ind
1 (a)� Ind
0 (a) :

Now we recall Proposition 9.

Proposition 16. Let 
0 and 
1 be two closed paths in an open set 
 of the
complex plane. If 
0 and 
1 are 
-homotopic, then Ind
0 (a) = Ind
1 (a) for all
a 2 C n 
.

83



84 A. TOPOLOGY

Proof : There is a continuous map � : T � [0; 1] ! 
 such that � (�; 0) = 
0
and � (�; 1) = 
1. Choose

(1.1) 0 < " <
1

4
dist (a;
) :

By uniform continuity of � on the compact set T� [0; 1] there is � > 0 such that

j� (�1; t1)� � (�2; t2)j < " whenever j(�1; t1)� (�2; t2)j < �:

If we now choose points 0 = t1 < t2::: < tN = 1 with

4tk = tk � tk�1 < �;

and if we de�ne closed curves �k : T! 
 by

�k (�) = � (�; tk) ; 1 � k � N;

then �1 is 
0 and �N is 
1; moreover,

(1.2)
���k+1 (�)� �k (�)�� = j� (�; tk+1)� � (�; tk)j < ";

since j(�; tk+1)� (�; tk)j = jtk+1 � tkj < �. Using (1.1) we then have

(1.3)
���k+1 (�)� �k (�)�� < 1

4
dist (a;
) <

1

4
ja� �k (�)j :

If it were the case that the curves �k were actually paths, then Lemma 7 and
inequality (1.3) (even without the factor 1

4 ) would yield

Ind�k+1 (a) = Ind�k (a) ; 1 � k < N;

which would prove that

Ind
1 (a) = Ind�N (a) = Ind�N�1 (a) = ::: = Ind�1 (a) = Ind
0 (a) :

Of course there is no reason to assume that the �k are paths, so we must make
a further approximation. Write T = [0; 2�] with 0 and 2� identi�ed, and choose

0 = �0 < �1 < ::: < �M = 2�

so that

4�` = �` � �`�1 < �:

For 1 � k � N we de�ne �k : T ! 
 to be the polygonal path obtained from �k
by joining each point �k (�`�1) to �k (�`) by a straight line segment with the usual
parameterization. Then for � 2 [�`�1; �`] and 1 � k � N we have

j�k (�)� �k (�)j(1.4)

=

�����` � �4�`
�k (�`�1) +

� � �`�1
4�`

�k (�`)� �k (�)
����

� �` � �
4�`

j�k (�`�1)� �k (�)j+
� � �`�1
4�`

j�k (�`)� �k (�)j

=
�` � �
4�`

j� (�`�1; tk)� � (�; tk)j+
� � �`�1
4�`

j� (�`; tk)� � (�; tk)j

<
�` � �
4�`

"+
� � �`�1
4�`

" = ":
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Altogether, from (1.2) and (1.4) we obtain for 1 � k < N ,

j�k+1 (�)� �k (�)j �
���k+1 (�)� �k+1 (�)��+ ���k+1 (�)� �k (�)��+ j�k (�)� �k (�)j

< "+ "+ " = 3" < dist (a;
)� "
< ja� �k (�)j � " � ja� �k (�)j+ j�k (�)� �k (�)j � "
� ja� �k (�)j :

Thus Lemma 7 applies to show that

Ind�k+1 (a) = Ind�k (a) ; 1 � k < N;

as well as
Ind�1 (a) = Ind�1 (a) and Ind�N (a) = Ind�N (a) :

We conclude that

Ind
1 (a) = Ind�N (a)

= Ind�N (a) = Ind�N�1 (a) = ::: = Ind�1 (a)

= Ind�1 (a) = Ind
0 (a) :

2. The Jordan Curve Theorem

If � : T ! C is a simple closed curve, by which we mean that � is continuous
and one-to-one, the Jordan Curve Theorem says that the complement C n �� of
the image �� has exactly two connected components, one unbounded and the other
bounded and simply connected.

Theorem 25. Suppose � : T! C is continuous and one-to-one. Then Cn�� =
U [ B where

(1) U is unbounded and connected,
(2) B is bounded, connected and simply connected,
(3) U \ B = �.

We �rst establish this theorem for closed taxicab paths, where we follow the
arguments for paths in [6], but with some simpli�cations permitted by the restric-
tion to taxicab paths. The reader is referred to Maehara [3] for a di¤erent proof
using the Brouwer �xed point theorem in the plane (for which see e.g. page 31 in
[2]). However, our proof also yields that every point on a Jordan curve is a simple
boundary point of each connected component of the complement. See Proposition
18 below.

Proposition 17. Theorem 25 holds if in addition � is assumed to be a taxicab
path, i.e. �� is a �nite concatenation of line segments parallel to either the real axis
or the imaginary axis. In this case Ind� is either 1 or �1 throughout the bounded
component B.

Proof : Let fS1; S2; :::; Sng be a list of the distinct line segments in �� where
Sk = [ak; bk] is the closed line segment joining ak to bk, and suppose that

Sk \ Sk+1 = fbkg = fak+1g ; 1 � k � n;

where we de�ne Sn+1 = S1. We proceed in three steps.
Step 1: C n �� is not connected.

Let a be the midpoint of the segment S1 and choose r > 0 so small that
B (a; r) \ f

Sn
k=2 Skg = �. Now
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� @B (a; r) \ S1 consists of two points b and c,
� B (a; r) \ S1 consists of an open line segment L endpoints b and c,
� @B (a; r) n S1 consists of two open semicircles C1 and C2 each of whose
endpoints are b and c.

For j = 1; 2 de�ne the path �j to be the path � but with the open line segment
L replaced by the open semicircle Cj . Then �j is still a closed path since the
endpoints of L and Cj coincide (the direction on Cj is chosen to match that on L).
We then have

(2.1) Ind�1 (a)� Ind�2 (a) = �Ind@B(a;r) (a) = �1,
where the sign � is determined by the direction on L.

It now follows from Cauchy�s theorem that Ind� has the same value as Ind�1
on the semicircle C2, and that Ind� has the same value as Ind�2 on the semicircle
C1. Since these two values di¤er by exactly 1 or �1, it now follows from Proposition
4 that

(2.2) the semicircles C1and C2 lie in di¤erent components of C n ��,
and thus that there are at least two connected components in C n ��.

Step 2: C n �� has exactly two connected components.
Let

� = min fdist (Si; Sj) : Si and Sj are not consecutive segments in ��g :
Since � is continuous and one-to-one, we have � > 0. Now take 0 < t < �

4 and
consider the set

Et = fz 2 C : dtaxi (z; ��) = tg ;
where dtaxi (z; w) = max fjz1 � w1j ; jz2 � w2jg is the taxicab distance between z
and w.

To �x notation let us parameterize � by arc length s (this is particularly easy
for a taxicab path). Starting at the point a in Step 1, we (where we identify with
the point � (s) on the path �) begin travelling along S1 in the positive direction
(as determined by the map �) and note that, at least initially since t < �

4 and
� � length (S1), there are exactly two points in Et that are at (Euclidean) distance
t from � (s), one to the "right" of � (s), call it �tright (s), and one to the "left"
of � (s), call it �tleft (s). As we approach to within distance t of the segment S2,
which we may assume veers to the right from the endpoint b1 of the segment S1,
we halt the point �tright (s), keeping it constant as we go around the right angle
at b1 traversing a distance t along S1 to b1 followed by a distance t from b1 along
S2. As for the point �

t
left (s), we continue on until � (s) reaches b1, and then we

pause momentarily to let �tleft continue on for a distance t and then turn right for
a distance t, allowing it to "catch up" to �tleft (s) as � (s) begins traversing S2. A
picture makes this quite transparent.

In this way we continue to construct �tright and �
t
left until � (s) returns to the

point � (a) on the curve � at which we started. By construction both �tleft and
�tright are taxicab paths lying in the set Et. If we parameterize each of these paths
by arc length, and denote by Lleft and Lright their respective lengths, then we have

�tleft : [0; Lleft]! Et � C n ��;
�tright : [0; Lright]! Et � C n ��:
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It is clear that

(2.3)
�
�tleft

�� [ ��tright�� = Et;

and furthermore that only the �rst of the two possibilities listed below can occur
when the paths �tleft and �

t
right return:

Either: (railway track matchup) �tleft (Lleft) = �tleft (0) and �
t
right (Lright) =

�tright (0),
Or: (Möbius band matchup) �tleft (Lleft) = �tright (0) and �

t
right (Lright) =

�tleft (0).

The reason the �rst possibility occurs is that the path �tright always stays to
the "right" of � (s) as s moves in the positive direction. Alternatively, the Möbius
band matchup cannot occur in the plane since otherwise it would follow that the
two semicircles C1 and C2 in Step 1 (with r = t) would lie in the same connected
component of C n ��, contradicting (2.2).

Now we claim that Cn�� is the union of the component containing the semicircle
C1 (in Step 1) and the component containing the semicircle C2 (in Step 1). Indeed,
if z 2 Cn��, pick a in one of the segments comprising �� such that the line segment
[z; a] is neither horizontal nor vertical. Let u 2 (z; a] \ �� be the �rst point in ��
encountered by [z; a] as it travels from z to a. It is now clear that [z; u] must
intersect Et for a su¢ ciently small positive t. Indeed, if we zoom in at a, we just
need to know that two non-parallel lines must intersect. This is one of Euclid�s
axioms. It is interesting to note that in the proof of the Jordan Curve Theorem
in [3], the Brouwer �xed point theorem is used to prove the analogue of Euclid�s
axiom with curves in place of lines, a much more di¢ cult task.

Now let v 2 [z; u) \ Et be the �rst time the line segment [z; u) intersects Et.
By (2.3) and the railway track matchup, we must have either v 2

�
�tleft

��
or

v 2
�
�tright

��
. If we take r = t in Step 1, then z can be connected to either C1

or C2 by a path that lies entirely in C n ��, namely [z; v] followed by a portion of
either �tleft or �

t
right. In particular this shows that there are exactly two connected

components in C n ��, and completes the proof of Step 2.

Now if B (0; R) is a large disk containing ��, then the connected set B (0; R)
c

is contained in one of the two components of C n ��, namely the unbounded one
U . The other connected component B of C n �� is contained in B (0; R), hence
is bounded. Moreover, the argument in Step 1 shows that the value of Ind� on
opposite sides of �� di¤ers by �1. Thus Ind� takes either the value 1 or �1 on the
bounded component since Ind� = 0 on the unbounded component by Proposition
4. At this point the proof of Proposition 8 is complete, and so both the Riemann
Mapping Theorem 15 and its Porism 3 are at our disposal. We will use these
observations in the proof of the next step.

Step 3: The bounded component B of C n �� is simply connected.
We will prove this using Porism 3 to the Riemann Mapping Theorem. Note

that there is no circularity here since our proof of the Riemann Mapping Theorem
and Porism 3 used only Propositions 9 and 8, the �rst of which was proved in
the previous section, and the second of which is proved by Steps 1 and 2 above.
In fact, once we show that B satis�es the hypotheses of Porism 3, the Riemann
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map from D to B shows that B is homeomorphic to the unit disk D, thus simply
connected. In order to verify the hypotheses of Porism 3, it remains to show that
every nonvanishing f 2 H (B) has a holomorphic square root in B, and this in turn
will follow if we show that every f 2 H (B) has an antiderivative in H (B). We now
apply Porism 2. For this we need only show that

(2.4)
Z



f (z) dz = 0; f 2 H (B) ;

for all simple closed taxicab paths 
 in B.
Finally, to prove (2.4), we �rst note that it follows easily using the proof of

Step 1 that

(2.5) C = B [ �� [ U = B
 [ 
� [ U
 ;
where B
 and U
 are the bounded and unbounded components respectively of Cn
�.
Now 
� � B implies 
� \ U = �. Since U is connected and U \ U
 6= � (they both
contain points near in�nity), it follows that U � U
 . This together with 
�\�� = �
and (2.5) show that B
 � B. We can now follow an argument already used in the
proof of Theorem 16. Indeed, we writeZ




f (z) dz =
X
j

Z
@Ri

j

f (z) dz

where Rij is a rectangle contained inside 
 (hence in B), @Rij has the same orien-
tation as 
, and the sum is �nite for each i. For this we simply construct a grid
of in�nite lines in the plane, each passing through one of the segments in 
. This
creates a collection of minimal rectangles with sides that are segments of these lines.
Then the inside B
 of 
 is the union of all the minimal rectangles Rij that happen
to lie inside 
. Finally we know that

R
@Ri

j
f (z) dz = 0 by Cauchy�s theorem for a

rectangle in a convex subset of B, and summing over i and j proves (2.4). This
completes the proof of Proposition 17.

2.1. Proof of the Jordan Curve Theorem. We now turn our attention to
the proof of Theorem 25, which we prove in a series of four lemmas. We begin with
an approximation lemma which makes the connection with taxicab paths.

Lemma 8. Given a simple closed curve � in the plane and " > 0, there is a
simple closed taxicab path � such that

k� � �k1 � sup
�2T

j� (�)� � (�)j < ":

Proof : We de�ne upper and lower moduli of continuity for � : T! C by

!+ (�) = sup
j���j��

j� (�)� � (�)j ;(2.6)

!� (�) = inf
j���j��

j� (�)� � (�)j ;

where �; � range over the unit circle T. Since � is continuous and one-to-one we
have

0 < !� (�) � !+ (�)! 0 as � ! 0:

Now choose � > 0 such that

(2.7) !+ (�) <
"

4
;



2. THE JORDAN CURVE THEOREM 89

and then choose a closed, but not necessarily simple, taxicab path 
 such that

k� � 
k1 <
!� (�)

2
:

This is easily accomplished by �rst choosing a polygonal approximation with suf-
�ciently small edges, and then replacing each edge with a vertical and horizontal
segment.

We now use 
 to construct a simple closed taxicab path � satisfying

(2.8) k� � �k1 � 4!+ (�) ;
which by (2.7) proves Lemma 8. First we modify the path 
 by halting it for short
periods of time according to the following algorithm. We identify T with [0; 2�)
under � = ei� ! �, and set � (�1; �2) =

��ei�1 � ei�2��. Let �1 � 0 be the �rst time

 (�1) intersects 
 ((�1; �1 + �]). Let t1 2 (�1; �1 + �] be the last time for which

 (t1) = 
 (�1). Then we have

j� (t1)� � (�1)j � j� (t1)� 
 (t1)j+ j
 (�1)� � (�1)j < !� (�) ;

and it follows that � (t1; �1) < �. Now we begin de�ning a modi�cation e
 of 
 by
halting 
 at 
 (�1) for the interval [�1; t1], i.e.

e
 (t) = � 
 (t) for 0 � t � �1

 (t1) for �1 � t � t1

:

Now let �2 � t1 be the �rst time 
 (�2) intersects 
 ((�2; �2 + �]), and let t2 2
(�2; �2 + �] be the last time for which 
 (t2) = 
 (�2). It is easy to see using � < �

2
that in fact �2 > t1. Moreover we have just as above that

� (t2; �2) < �:

Then we continue e
 by again halting 
 at �2:
e
 (t) =

8>><>>:

 (t) for 0 � t � �1

 (�1) for �1 � t � t1

 (t) for t1 � t � �2

 (�2) for �2 � t � t2

:

We proceed in this way for �nitely many steps until e
 has been de�ned for all
t 2 [0; 2�). Now e
 is a closed taxicab path that has no self-intersections apart from
those arising from the �nite number of intervals of constancy [�j ; tj ] constructed in
the above algorithm. A crucial observation is that for t 2 [�j ; tj ] we have � (t; �j) �
� (tj ; �j) < � and so

je
 (t)� � (t)j = j
 (�j)� � (t)j � j
 (�j)� � (�j)j+ j� (�j)� � (t)j
< !� (�) + !

+ (�) � 2!+ (�) :
Thus we have k� � e
k1 � 2!+ (�), and it is now a simple matter to modify the
parameterization of e
 near the intervals of constancy so as to produce a simple
closed taxicab path � that satis�es (2.8). This completes the proof of Lemma 8.

The complement C n�� of the image of the curve � is a pairwise disjoint union
of connected open sets called components.

Lemma 9. Let � be a simple closed curve in the plane. Then Cn�� has exactly
one unbounded component and at least one bounded component.
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Proof : Clearly there is exactly one unbounded component U� , the one contain-
ing the complement of B (0; R) for any R chosen large enough that �� � B (0; R).
We now show using Lemma 8, Proposition 17 and an elementary argument in
Maehara [3] that there is at least one bounded component. Indeed, we recall the
situation depicted in Figure 1 on page 643 of [3]. The square Q � [�1; 1]� [�2; 2]
contains �� and �� \ @Q consists of just two points (�1; 0) ; (1; 0) which we label
W = (�1; 0) and E = (1; 0). We also label N = (0; 2) and S = (0;�2). The curve
� is divided into two closed arcs by the points W and E, and we label the upper
and lower arcs �north and �south. The upper arc �north is determined by passing
through the highest point of the intersection of the vertical line segment

��!
NS joining

N to S (such an intersection point exists by the connectedness of ��). Denote by
Tnorth and Bnorth the top and bottom points in ��north \

��!
NS.

We claim that ��south must intersect the segment
�����!
BnorthS. If not, let ^TnorthBnorth

denote the arc of �north that joins Tnorth to Bnorth and note that the simple closed
curve

� =
�����!
NTnorth + ^TnorthBnorth +

�����!
BnorthS +

�������!
S (�1;�2) +

�����������!
(�1;�2) (�1; 2) +

������!
(�1; 2)N

is disjoint from the compact set ��south provided we modify the segment
�����������!
(�1;�2) (�1; 2)

to jut to the left around W = (�1; 0). Using Lemma 8, we can replace the curve
� with a nearby simple closed taxicab path � whose image �� is still disjoint from
��south. Moreover, for k� � �k1 small enough, there are portions of ��south in both
the bounded and unbounded components of C n �� (namely portions near W and
portions near E respectively), contradicting the connectedness of ��south. This
proves our claim. Now we denote by Tsouth and Bsouth the top and bottom points
in ��south \

�����!
BnorthS. Let Z0 be the midpoint of

���������!
BnorthTsouth. Thus the labeled

points running down the vertical segment
��!
NS are given in order by

N;Tnorth; Bnorth; Z0; Tsouth; Bsouth; S:

Following [3] we claim that the component of C n �� containing Z0 is bounded.
If not, then there is a simple taxicab path � in C n �� joining Z0 to (2; 0). Let Z1
be the �rst point where � meets @Q, and let � be the arc of � joining Z0 to Z1.
Suppose that Z1 lies in the bottom half of @Q (otherwise we mirror the argument
given here). Now consider the closed curve

� =
�����!
NTnorth + ^TnorthBnorth +

������!
BnorthZ0 + � +  ;

where  is the simple path in @Q that starts at Z1 and proceeds along @Q to S
without passing through W or E, and then continues on along @Q through either
W or E (but not both) before ending at N . Once again we modify  so as to jut
around either W or E, whichever of these it initially passed through. The image ��

of the curve � doesn�t intersect ��south and we can again replace � by a simple closed
taxicab path � whose image doesn�t intersect ��south and yet contains portions of
��south in both the bounded and unbounded components of C n ��, contradicting
the connectedness of ��south. This completes the proof of Lemma 9.

Lemma 10. Suppose that � is a simple closed curve in the plane. Then every
bounded component of C n �� is simply connected.

Proof : If 
 is a closed path in a bounded component B of C n �� then we can
use Lemma 8 to �nd a simple closed taxicab path � such that 
 is contained in the
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bounded component B� of C n ��. By Proposition 17 we have that B� is simply
connected, so that 
 is B�-homotopic to a point in B�. Since B� � B we also have
that 
 is B-homotopic to a point in B. This proves that B is simply connected and
completes the proof of Lemma 10.

Thus far we have shown that

(1) C n �� has one unbounded component U� ,
(2) C n �� has at least one bounded component,
(3) every bounded component of C n �� is simply connected.
It remains only to show that there is exactly one bounded component in Cn��.

Lemma 11. Suppose that � is a simple closed curve in the plane. Then C n
(�� [ U�) is connected.

Suppose that two disks B (z1; r) and B (z2; r) are contained in C n (�� [ U�)
for some r > 0. It su¢ ces to show there is a path in C n (�� [ U�) joining z1 to z2.
With moduli of continuity !+ and !� as in (2.6), choose � > 0 such that

(2.9) !+ (�) <
r

2
;

and then choose a simple closed taxicab path 
 so that both

(2.10) k� � 
k1 <
!� (�)

1000
and B

�
zj ;
3r

4

�
� B
 ; j = 1; 2;

where B
 is the bounded component of C n 
�. Note that Ind
 (zj) = 1 for j = 1; 2
(if Ind
 (zj) = �1 we can reverse the direction of 
). Now consider a very �ne
grid of horizontal and vertical lines whose consecutive distances apart lie in a small
interval [�; 4�] with � > 0. With � small enough we can arrange to have all the
segments in 
 lie in grid lines, and furthermore we can assume that � < !�(�)

1000 . Let
R be the collection of all minimal rectangles with edges in the grid lines. De�ne

E =
[�

R 2 R : R � B
 and dist (R; 
) <
!� (�)

100

�
:

Then E is a �nite union of rectangles R fromR, and @E consists of �nitely many
simple closed taxicab paths, one of which is 
. Now it is easy to see that exactly
one of the remaining taxicab paths, say �, includes z1 in its bounded component B�.
We claim that z2 is included in B� as well. To see this it su¢ ces by Proposition 9
to show that the paths 
 and � are �-homotopic to each other where � = Cnfz2g.
Indeed, we would then have

(2.11) Ind� (z2) = Ind
 (z2) = 1;

and it would follow from Proposition 8 that z2 lies in the bounded component B�
of � as well.

So pick a sequence fPngNn=1 of points on � that traverse � in the positive
direction and that satisfy

!� (�)

10
< jPn � Pn+1j <

!� (�)

5
; 1 � n � N;

where PN+1 = P1. Then pick a sequence fQngNn=1 of points on 
 satisfying

(2.12) jPn �Qnj <
!� (�)

100
:
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Now we note that

jQn �Qn+1j � jPn � Pn+1j � fjPn �Qnj+ jPn+1 �Qn+1jg >
!� (�)

20
;

and thus that 
 is divided into two taxicab arcs by Qn and Qn+1. One of these
taxicab arcs joining Qn and Qn+1 must have diameter at least r2 > !+ (�) in order
that Ind
 (z1) = 1 (use that every half-ray from z1 must intersect 
�), and it then
follows from (2.6) and

jQn �Qn+1j � jQn � Pnj+ jPn � Pn+1j+ jPn+1 �Qn+1j < !� (�)

that the other taxicab arc joining Qn and Qn+1 must have diameter at most

!+ (�) < r
2 . We denote this latter taxicab arc of 
 by ^QnQn+1. It also follows

that the circular arcs ��1
�
^QnQn+1

�
have diameter at most �, have pairwise dis-

joint interiors since Ind� (z1) = 1, and have union equal to T. Thus we have

(2.13) 
 = Q̂1Q2 + :::+ ^QN�1QN + Q̂NQ1:

We will show that 
 and � are 4-homotopic by exhibiting intermediate paths
which are successively 4-homotopic to one another by elementary homotopies such
as "growing a �nger" and "shrinking of a closed curve to a point by dilation". First
we claim that 
 is 4-homotopic to the path �1 constructed as follows:

� Start at P2 and proceed along the segment
���!
P2P1 (which will not normally

lie on the path �), then along the segment
���!
P1Q1, then along the arc Q̂1Q2,

then along the segment
���!
Q2P2. This results in a closed path

�2 =
���!
P2P1 +

���!
P1Q1 + Q̂1Q2 +

���!
Q2P2

through the point P2 that is contained in the diskB
�
P2;

2r
3

�
since diam

�
^QnQn+1

�
<

r
2 . Then proceed from P2 to P3 along the segment

���!
P2P3.

� Recursively, for n � 3, start at Pn and follow the algorithm described in
the �rst bullet item. This results in a closed path

�n =
�����!
PnPn�1 +

�������!
Pn�1Qn�1 + ^Qn�1Qn +

���!
QnPn

through the point Pn that is contained in the disk B
�
Pn;

2r
3

�
, which is

then followed by the segment
�����!
PnPn+1.

In this way we construct the path

�1 = �2 +
���!
P2P3 + �3 +

���!
P3P4 + :::+ �N +

���!
PNP1 + �1 +

���!
P1P2;

which is clearly 4-homotopic to

Q̂1Q2 + :::+ ^QN�1QN + Q̂NQ1;

since
�������!
Qn�1Pn�1 +

�����!
Pn�1Pn +

�����!
PnPn�1 +

�������!
Pn�1Qn�1 is a "�nger" disjoint from z2.

But this latter path is 
 by (2.13). We next claim that �1 is 4-homotopic to the
path �2 given by

�2 =
���!
P1P2 +

���!
P2P3 + :::+

������!
PN�1PN +

���!
PNP1:

Indeed, simply contract by dilation the closed path �n to the point Pn within the
disk B

�
Pn;

2r
3

�
. This clearly avoids the point z2 since Pn lies on � and B

�
z2;

3r
4

�
is disjoint from � by (2.10). Finally, it is an easy exercise to show that the taxicab
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path � is also homotopic to the path �2 (for example, one can argue as above with
� in place of 
). Thus Proposition 9 shows that (2.11) holds, and then Proposition
8 shows that z2 2 B�.

Thus both z1 and z2 lie in B�, which is simply connected by Proposition 17, and
it follows that there is a path connecting z1 to z2 in B�. However, by construction
and the de�nition of E, the path � is at a distance at least !�(�)

200 from 
, while 


itself is at a distance at most !�(�)
1000 from �. It follows that � is at a distance at

least !�(�)300 from �, and so

(2.14) B� � C n (�� [ U�) = B� :

This completes the proof of Lemma 11.

The proof of the Jordan Curve Theorem 25 follows immediately from the four
lemmas above.

2.2. Simple boundary points. We now prove that every point w on �� is
not only a boundary point of the bounded component B� of C n ��, but is actually
a simple boundary point of B� . We recall from De�nition 11 that w is a simple
boundary point of 
 if for every sequence fzng1n=1 � 
 with limn!1 zn = w, there
is a (continuous) curve � : [0; 1) ! 
 and an increasing sequence of parameter
points ftng1n=1 � [0; 1) with limn!1 tn = 1 such that � (tn) = zn for all n � 1 and
limt!1 � (t) = w.

Proposition 18. Suppose � : T! C is continuous and one-to-one. If w 2 ��,
then w is a simple boundary point of the bounded component B� of C n ��.

Proof : We refer to the proof of Lemma 11 above. Consider points z1 and z2
as in the proof there. Select points A1 and A2 in �

� with

jzi �Aij = dist (zi; �
�) ; i = 1; 2;

and then select points B1 and B2 in �� with

Bi 2 B (zi; dist (zi; ��)) \B (Ai; !� (�)) ; i = 1; 2:

Let � > 0 satisfy
jA1 �A2j < !� (�) :

Then one of the two arcs of � obtained by removing A1 and A2 from �� must
have diameter at most !+ (�). It follows that one of the two arcs of � obtained by
removing B1 and B2 from ��, call it � , must have diameter at most

!+ (�) + !� (�) :

Now let � be the path obtained by joining z1 to B1 with a line segment, then joining
B1 to B2 with � , and �nally joining B2 to z2 with a line segment. We then have
the estimate

diam (��) < dist (z1; �
�) + !+ (�) + !� (�) + dist (z2; �

�) :

Claim 3. Given " > 0, there exists � > 0 such that whenever z1; z2 2 B� with
jz1 � z2j < �, there is a path � in B� that joins z1 to z2 and has

diam (��) < ":
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To see this let " > 0, and choose � > 0 so that !+ (�) < "
3 . Then if z1 and z2

satisfy

(2.15) dist (z1; �
�) + jz1 � z2j+ dist (z2; ��) < !� (�) ;

it follows that
jA1 �A2j < !� (�) ;

and we showed above that there is in this case a path � in B� that joins z1 to z2
and satis�es

diam (��) < dist (z1; �
�) + !+ (�) + !� (�) + dist (z2; �

�)

< 2!� (�) + !
+ (�) � 3!+ (�) < ";

since
!� (�) � !+ (�) � r

2
< dist (z1; �

�) < !� (�) � !+ (�) :

On the other hand, if jz1 � z2j < 1
4!� (�) and (2.15) fails, it follows that

both dist (z1; �
�) and dist (z2; �

�) exceed 1
4!� (�). Indeed, dist (z1; �

�) � 1
4!� (�)

implies

dist (z2; �
�) � jz2 � z1j+ dist (z1; ��) �

1

2
!� (�) ;

which implies that (2.15) holds. It now follows that

B (z1; dist (z1; �
�)) \B (z2; dist (z2; ��)) 6= �;

and so the line segment joining z1 to z2 lies in B� and has length 1
4!� (�) <

1
4!

+ (�) < "
12 . Altogether this shows that the claim holds if we take � = 1

4!� (�).
It is now an easy matter to show that w 2 @B� � �� is a simple boundary point

of B� . Let fzng1n=1 � B� have limit w. By the above claim there is a decreasing
sequence f�kg1k=1 of positive numbers with limit 0 as k !1 such that if

(2.16) jzm � znj < �k;

there is a path �m;n joining zm to zn in B� with

diam
�
��m;n

�
< 2�k:

Denote by ]�m;n = �m;n � �m;n the closed path that runs from zm to zn and back
to zm. Fix a subsequence fNkg1k=1 of positive integers satisfying

sup
n�Nk

jzNk
� znj < �k; k � 1:

Now let �k : [0; 1) ! B� be the curve joining zNk
to zNk+1

obtained by con-
catening in order the following paths:

�k � ^�Nk;Nk+1 + ^�Nk;Nk+2 + :::+; ^�Nk;Nk+1�1+; �Nk;Nk+1
:

Note that �k does indeed pass through the points zNk
; zNk+1; :::zNk+1

in order (we
can ignore the fact that it also returns to zNk

and possibly other of the points
repeatedly). Now we let � : [0; 1) ! B� be the curve obtained by concatening in
order the paths �k:

� � �1 + �2 + ::: =
1X
k=1

�k:
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By construction there is an increasing sequence ftng1n=1 in [0; 1) such that tn is a
parameter point for �k if Nk � n < Nk+1, and such that � (tn) = zn. Since

diam (� ([tn; 1))) �
1X
`=k

2�` = 21�k;

if n � Nk, we conclude that

lim
t!1

� (t) = lim
n!1

� (tn) = lim
n!1

zn = w:

Finally, it remains to show that @B� = ��. We continue to refer to the proof
of Lemma 11 above. By (2.10) there is a point Q on 
� such that jw �Qj < !�(�)

1000 .

By (2.13) the point Q lies on one of the arcs ^QnQn+1, which by construction has
diameter at most !+ (�). From (2.12) it follows that

jPn � wj � jPn �Qnj+ jQn �Qj+ jQ� wj

<
!� (�)

100
+ !+ (�) +

!� (�)

1000
� 2!+ (�) :

Now � is a simple closed taxicab path and it is clear that Pn is a boundary point of
the bounded component B� of Cn��. Since B� � B� by (2.14), it follows that there
is a point in B� within distance 2!+ (�) of the point w. Since lim�!0 !

+ (�) = 0
and � can be chosen arbitrarily small in the proof of Lemma 11, we conclude that
w 2 B� .





APPENDIX B

Lebesgue measure theory

Let f : [0; 1) ! [0;M) be a nonnegative bounded function on the half open
unit interval [0; 1). In Riemann�s theory of integration, we partition the domain
[0; 1) of the function into �nitely many disjoint subintervals

[0; 1) =
N[
n=1

[xn�1; xn) ;

and denote the parition by P = f0 = x0 < x1 < ::: < xN = 1g and the length of the
subinterval [xn�1; xn) by 4xn = xn � xn�1 > 0. Then we de�ne upper and lower
Riemann sums associated with the partition P by

U (f ;P) =
NX
n=1

 
sup

[xn�1;xn)

f

!
4 xn;

L (f ;P) =
NX
n=1

�
inf

[xn�1;xn)
f

�
4 xn:

Then we de�ne the upper and lower Riemann integrals of f on [0; 1) by

U (f) = inf
P
U (f ;P) ; L (f) = sup

P
L (f ;P) :

Thus the upper Riemann integral U (f) is the "smallest" of all the upper sums, and
the lower Riemann integral is the "largest" of all the lower sums. By considering
the re�nement P1 [ P2 of two partitions P1 and P2 it is easy to see that

U (f ;P1) � U (f ;P1 [ P2) � L (f ;P1 [ P2) � L (f ;P2) :
Taking the in�mum over P1 and the supremum over P2 shows that

U (f) � L (f) :
Finally we say that f is Riemann integrable on [0; 1), written f 2 R [0; 1), if U (f) =
L (f), and we denote the common value by

R 1
0
f or

R 1
0
f (x) dx.

This de�nition is simple and easy to work with and applies in particular to
bounded continuous functions f on [0; 1) since it is not too hard to prove that
f 2 R [0; 1) for such f . However, if we consider the vector space L2R ([0; 1)) of
Riemann integrable functions f 2 R [0; 1) endowed with the metric

d (f; g) =

�Z 1

0

jf (x)� g (x)j2 dx
� 1

2

;

it turns out that while L2R ([0; 1)) can indeed be proved a metric space, it fails to be
complete. This is a serious shortfall of Riemann�s theory of integration, and is our
main motivation for considering the more complicated theory of Lebesgue below.
We note that the immediate reason for the lack of completeness of L2R ([0; 1)) is the

97
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inability of Riemann�s theory to handle general unbounded functions. However,
even locally there are problems. For example, once we have Lebesgue�s theory in
hand, we can construct a famous example of a Lebesgue measurable subset E of
[0; 1) with the (somewhat surprising) property that

0 < jE \ (a; b)j < b� a; 0 � a < b � 1;
where jF j denotes the Lebesgue measure of a measurable set F (see Problem 5
below). It follows that the characteristic function �E is bounded and Lebesgue
measurable, but that there is no Riemann integrable function f such that f =
�E almost everywhere, since such an f would satisfy U (f) = 1 and L (f) = 0.
Nevertheless, by Lusin�s Theorem (see page 34 in [6] or page 55 in [5]) there is a
sequence of compactly supported continuous functions (hence Riemann integrable)
converging to �E almost everywhere.

On the other hand, in Lebesgue�s theory of integration, we partition the range
[0;M) of the function into a homogeneous partition,

[0;M) =

N[
n=1

�
(n� 1)M

N
;n
M

N

�
�

N[
n=1

In;

and we consider the associated upper and lower Lebesgue sums of f on [0; 1) de�ned
by

U� (f ;P) =
NX
n=1

�
n
M

N

� ��f�1 (In)�� ;
L� (f ;P) =

NX
n=1

�
(n� 1)M

N

� ��f�1 (In)�� ;
where of course

f�1 (In) =

�
x 2 [0; 1) : f (x) 2 In =

�
(n� 1)M

N
;n
M

N

��
;

and jEj denotes the "measure" or "length" of the subset E of [0; 1).
Here there will be no problem obtaining that U� (f ;P) � L� (f ;P) is small

provided we can make sense of
��f�1 (In)��. But this is precisely the di¢ culty with

Lebesgue�s approach - we need to de�ne a notion of "measure" or "length" for
subsets E of [0; 1). That this is not going to be as easy as we might hope is
evidenced by the following negative result. Let P ([0; 1)) denote the power set of
[0; 1), i.e. the set of all subsets of [0; 1). For x 2 [0; 1) and E 2 P ([0; 1)) we de�ne
the translation E � x of E by x to be the set in P ([0; 1)) de�ned by

E � x = E + x (mod 1)

= fz 2 [0; 1) : there is y 2 E with y + x� z 2 Zg :

Theorem 26. There is no map � : P ([0; 1))! [0;1) satisfying the following
three properties:

(1) � ([0; 1)) = 1,

(2) �
� �S1

n=1En

�
=
P1
n=1 � (En) whenever fEng

1
n=1 is a pairwise disjoint

sequence of sets in P ([0; 1)),
(3) � (E � x) = � (E) for all E 2 P ([0; 1)).
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Remark 8. All three of these properties are desirable for any notion of measure
or length of subsets of [0; 1). The theorem suggests then that we should not demand
that every subset of [0; 1) be "measurable". This will then restrict the functions f
that we can integrate to those for which f�1 ([a; b)) is "measurable" for all �1 <
a < b <1.

Proof : Let frng1n=1 = Q \ [0; 1) be an enumeration of the rational numbers
in [0; 1). De�ne an equivalence relation on [0; 1) by declaring that x � y if x �
y 2 Q. Let A be the set of equivalence classes. Use the axiom of choice to
pick a representative a = hAi from each equivalence class A in A. Finally, let
E = fhAi : A 2 Ag be the set consisting of these representatives a, one from each
equivalence class A in A.

Then we have

[0; 1) =
�[1

n=1
E � rn:

Indeed, if x 2 [0; 1), then x 2 A for some A 2 A, and thus x � a = hAi, i.e.
x� a 2 frng1n=1. If x � a then x� a 2 Q \ [0; 1) and x = a+ rm where a 2 E and
rm 2 frng1n=1. If x < a then x � a + 1 2 Q \ [0; 1) and x = a + (rm 	 1) where
a 2 E and rm	 1 2 frng1n=1. Finally, if a� rm = b� rn, then a	 b = rn	 rm 2 Q
which implies that a � b and then rn = rm.

Now by properties (1), (2) and (3) in succession we have

1 = � ([0; 1)) = �

 �[1

n=1
E � rn

!
=

1X
n=1

� (E � rn) =
1X
n=1

� (E) ;

which is impossible since the in�nite series
P1
n=1 � (E) is either 1 if � (E) > 0 or

0 if � (E) = 0.

1. Lebesgue measure on the real line

In order to de�ne a "measure" satisfying the three properties in Theorem 26,
we must restrict the domain of de�nition of the set functional � to a "suitable"
proper subset of the power set P ([0; 1)). A good notion of "suitable" is captured
by the following de�nition where we expand our quest for measure to the entire
real line.

Definition 12. A collection A � P (R) of subsets of real numbers R is called
a �-algebra if the following properties are satis�ed:

(1) � 2 A,
(2) Ac 2 A whenever A 2 A,
(3)

S1
n=1An 2 A whenever An 2 A for all n.

Here is the theorem asserting the existence of "Lebesgue measure" on the real
line.

Theorem 27. There is a �-algebra L � P (R) and a function � : L ! [0;1]
such that

(1) [a; b) 2 L and � ([a; b)) = b� a for all �1 < a < b <1,

(2)
�S1
n=1En 2 L and �

� �S1
n=1En

�
=
P1
n=1 � (En) whenever fEng

1
n=1 is a

pairwise disjoint sequence of sets in L,
(3) E + x 2 L and � (E + x) = � (E) for all E 2 L,
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(4) E 2 L and � (E) = 0 whenever E � F and F 2 L with � (F ) = 0.

It turns out that both the �-algebra L and the function � are uniquely deter-
mined by these four properties, but we will only need the existence of such L and
�. The sets in the �-algebra L are called Lebesgue measurable sets.

A pair (L; �) satisfying only property (2) is called a measure space. Property
(1) says that the measure � is an extension of the usual length function on intervals.
Property (3) says that the measure is translation invariant, while property (4) says
that the measure is complete.

From property (2) and the fact that � is nonnegative, we easily obtain the
following elementary consequences (where membership in L is implied by context):

� 2 L and � (�) = 0,(1.1)

E 2 L for every open set E in R,
� (I) = b� a for any interval I with endpoints a and b,
� (E) = sup

n
� (En) = lim

n!1
� (En) if En % E,

� (E) = inf
n
� (En) = lim

n!1
� (En) if En & E and � (E1) <1.

For example, the fourth line follows from writing

E = E1
�
[
( �[1

n=1
En+1 \ (En)c

)
and then using property (2) of �.

To prove Theorem 27 we follow the treatment in [6] with simpli�cations due to
the fact that the connected open subsets of the real numbers R are just the open
intervals (a; b). De�ne for any E 2 P (R), the outer Lebesgue measure �� (E) of E
by,

�� (E) = inf

( 1X
n=1

(bn � an) : E �
�[1

n=1
(an; bn) and �1 � an < bn � 1

)
:

It is immediate that �� is monotone,

�� (E) � �� (F ) if E � F:

A little less obvious is countable subadditivity of ��.

Lemma 12. �� is countably subadditive:

��

 1[
n=1

En

!
�

1X
n=1

�� (En) ; fEng1n=1 � P (R) :

Proof : Given 0 < " < 1, we have En �
�S1
k=1 (ak;n; bk;n) with

1X
k=1

(bk;n � ak;n) < �� (En) +
"

2n
; n � 1:

Now let
1[
n=1

 �[1

k=1
(ak;n; bk;n)

!
=

�[M�

m=1
(cm; dm) ;
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where M� 2 N [ f1g. Then de�ne disjoint sets of indices
Im = f(k; n) : (ak;n; bk;n) � (cm; dm)g :

In the case cm; dm 2 R, we can choose by compactness a �nite subset Fm of Im
such that

(1.2)
h
cm +

"

2
�m; dm �

"

2
�m

i
�

1[
(k;n)2Fm

(ak;n; bk;n) ;

where �m = dm � cm. Fix m and arrange the left endpoints fak;ng(k;n)2Fm in

strictly increasing order faigIi=1 and denote the corresponding right endpoints by
bi (if there is more than one interval (ai; bi) with the same left endpoint ai, discard
all but one of the largest of them). From (1.2) it now follows that ai+1 2 (ai; bi) for
i < I since otherwise bi would be in the left side of (1.2), but not in the right side,
a contradiction. Thus ai+1 � ai � bi � ai for 1 � i < I and we have the inequality

(1� ") �m =
�
dm �

"

2
�m

�
�
�
cm +

"

2
�m

�
� bI � a1 = (bI � aI) +

I�1X
i=1

(ai+1 � ai)

�
IX
i=1

(bi � ai) =
X

(k;n)2Fm

(bk;n � ak;n)

�
X

(k;n)2Im

(bk;n � ak;n) :

We also observe that a similar argument shows that
P

(k;n)2Im (bk;n � ak;n) = 1
if �m =1. Then we have

�� (E) �
1X
m=1

�m �
1

1� "

1X
m=1

X
(k;n)2Fm

(bk;n � ak;n)

� 1

1� "
X
k;n

(bk;n � ak;n) =
1

1� "

1X
n=1

1X
k=1

(bk;n � ak;n)

<
1

1� "

1X
n=1

�
�� (En) +

"

2n

�
=

1

1� "

1X
n=1

�� (En) +
"

1� " :

Let "! 0 to obtain the countable subadditivity of ��.

Now de�ne the subset L of P (R) to consist of all subsets A of the real line such
that for every " > 0, there is an open set G � A satisfying

(1.3) �� (G nA) < ":

Remark 9. Condition (1.3) says that A can be well approximated from the
outside by open sets. The most di¢ cult task we will face below in using this de�ni-
tion of L is to prove that such sets A can also be well approximated from the inside
by closed sets.

Set
� (A) = �� (A) ; A 2 L:
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Trivially, every open set and every interval is in L. We will use the following two
claims in the proof of Theorem 27.

Claim 4. If G is open and G =
�SN�

n=1 (an; bn) (where N
� 2 N [ f1g) is the

decomposition of G into its connected components (an; bn), then

� (G) = �� (G) =
N�X
n=1

(bn � an) :

We �rst prove Claim 4 when N� < 1. If G �
�S1
m=1 (cm; dm), then for each

1 � n � N�, (an; bn) � (cm; dm) for some m since (an; bn) is connected. If

Im = fn : (an; bn) � (cm; dm)g ;

it follows upon arranging the an in increasing order thatX
n2Im

(bn � an) � dm � cm;

since the intervals (an; bn) are pairwise disjoint. We now conclude that

�� (G) = inf

( 1X
m=1

(dm � cm) : G �
�[1

m=1
(cm; dm)

)

�
1X
m=1

X
n2Im

(bn � an) =
N�X
n=1

(bn � an) ;

and hence that �� (G) =
PN�

n=1 (bn � an) by de�nition since G �
�SN�

m=1 (an; bn).
Finally, if N� =1, then from what we just proved and monotonicity, we have

�� (G) � ��

 �[N

m=1
(an; bn)

!
=

NX
n=1

(bn � an)

for each 1 � N <1. Taking the supremum over N gives �� (G) �
P1
n=1 (bn � an),

and then equality follows by de�nition since G �
�S1
n=1 (an; bn).

Claim 5. If A and B are disjoint compact subsets of R, then

�� (A) + �� (B) = �� (A [B) :

Since � = dist (A;B) > 0, we can �nd open sets U and V such that

A � U and B � V and U \ V = �:

For example, U =
S
x2AB

�
x; �2

�
and V =

S
x2B B

�
x; �2

�
work. Now suppose that

A [B � G �
�[1

n=1
(an; bn) :

Then we have

A � U \G =
�[K�

k=1
(ek; fk) and B � V \G =

�[L�

`=1
(g`; h`) ;
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and then from Claim 4 and monotonicity of �� we obtain

�� (A) + �� (B) �
K�X
k=1

(fk � ek) +
L�X
`=1

(h` � g`)

= ��

0@0@ �[K�

k=1
(ek; fk)

1A �
[

0@ �[L�

`=1
(g`; h`)

1A1A
� �� (G) =

1X
n=1

(bn � an) :

Taking the in�mum over such G gives �� (A) + �� (B) � �� (A [B), and subaddi-
tivity of �� now proves equality.

Proof (of Theorem 27): We now prove that L is a �-algebra and that L and �
satisfy the four properties in the statement of Theorem 27. First we establish that
L is a �-algebra in four steps.

Step 1: A 2 L if �� (A) = 0.
Given " > 0, there is an open G � A with �� (G) < ". But then �� (G nA) �

�� (G) < " by monontonicity.

Step 2:
S1
n=1An 2 L whenever An 2 L for all n.

Given " > 0, there is an open Gn � An with �� (Gn nAn) < "
2n . Then

A �
S1
n=1An is contained in the open set G �

S1
n=1Gn, and since G n A is

contained in
S1
n=1 (Gn nAn), monotonicity and subadditivity of �� yield

�� (G nA) � ��

 1[
n=1

(Gn nAn)
!
�

1X
n=1

�� (Gn nAn) <
1X
n=1

"

2n
= ":

Step 3: A 2 L if A is closed.
Suppose �rst that A is compact, and let " > 0. Then using Claim 4 there is

G =
�SN�

n=1 (an; bn) containing A with

�� (G) =
1X
n=1

(bn � an) � �� (A) + " <1:

Now G n A is open and so G n A =
�SM�

m=1 (cm; dm). We want to show that
�� (G nA) � ". Fix a �nite M �M� and

0 < � <
1

2
min

1�m�M
(dm � cm) :

Then the compact set

K� =
M[
m=1

[cm + �; dm � �]

is disjoint from A, so by Claim 5 we have

�� (A) + �� (K�) = �� (A [K�) :
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We conclude from subadditivity and A [K� � G that

�� (A) +
MX
m=1

(dm � cm � 2�) = �� (A) + ��

 
M[
m=1

(cm + �; dm � �)
!

� �� (A) + �� (K�)

= �� (A [K�)

� �� (G) � �� (A) + ":

Since �� (A) <1 for A compact, we thus have

MX
m=1

(dm � cm) � "+ 2M�

for all 0 < � < 1
2 min1�m�M (dm � cm). Hence

PM
m=1 (dm � cm) � " and taking

the supremum in M �M� we obtain from Claim 4 that

�� (G nA) =
M�X
m=1

(dm � cm) � ":

Finally, ifA is closed, it is a countable union of compact setsA =
S1
n=1 ([�n; n] \A),

and hence A 2 L by Step 2.
Step 4: Ac 2 L if A 2 L.

For each n � 1 there is by Claim 4 an open set Gn � A such that �� (Gn nA) <
1
n . Then Fn � Gcn is closed and hence Fn 2 L by Step 3. Thus

S �
1[
n=1

Fn 2 L; S � Ac;

and Ac n S � Gn nA for all n implies that

�� (Ac n S) � �� (Gn nA) <
1

n
; n � 1:

Thus �� (Ac n S) = 0 and by Step 1 we have Ac nS 2 L. Finally, Step 2 shows that

Ac = S [ (Ac n S) 2 L:

Thus far we have shown that L is a �-algebra, and we now turn to proving that
L and � satisfy the four properties in Theorem 27. Property (1) is an easy exercise.
Property (2) is the main event. Let fEng1n=1 be a pairwise disjoint sequence of sets

in L, and let E =
�S1
n=1En.

We will consider �rst the case where each of the sets En is bounded. Let " > 0
be given. Then Ecn 2 L and so there are open sets Gn � Ecn such that

�� (Gn n Ecn) <
"

2n
; n � 1:

Equivalently, with Fn = Gcn, we have Fn closed, contained in En, and

�� (En n Fn) <
"

2n
; n � 1:
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Thus the sets fFng1n=1 are compact and pairwise disjoint. Claim 5 and induction
shows that

NX
n=1

�� (Fn) = ��

 
N[
n=1

Fn

!
� �� (E) ; N � 1;

and taking the supremum over N yields
1X
n=1

�� (Fn) � �� (E) :

Thus we have
1X
n=1

�� (En) �
1X
n=1

f�� (En n Fn) + �� (Fn)g

�
1X
n=1

"

2n
+

1X
n=1

�� (Fn) � "+ �� (E) :

Since " > 0 we conclude that
P1
n=1 �

� (En) � �� (E), and subadditivity of �� then
proves equality.

In general, de�ne En;k = En \ f(�k � 1;�k] [ [k; k + 1)g for k; n � 1 so that

E =

�[1

n=1
En =

�[1

n;k=1
En;k:

Then from what we just proved we have

�� (E) =
1X

n;k=1

�� (En;k) =
1X
n=1

 1X
k=1

�� (En;k)

!
=

1X
n=1

�� (En) :

Finally, property (3) follows from the observation that E �
�S1
n=1 (an; bn) if and

only if E + x �
�S1
n=1 (an + x; bn + x). It is then obvious that �

� (E + x) = �� (E)
and that E + x 2 L if E 2 L. Property (4) is immediate from Step 1 above. This
completes the proof of Theorem 27.

2. Measurable functions and integration

Let [�1;1] = R [ f�1;1g be the extended real numbers with order and
(some) algebra operations de�ned by

�1 < x <1; x 2 R;
x+1 = 1; x 2 R;
x�1 = �1; x 2 R;
x � 1 = 1; x > 0;

x � 1 = �1; x < 0;

0 � 1 = 0:

The �nal assertion 0 � 1 = 0 is dictated by
P1
n=1 an = 0 if all the an = 0. It turns

out that these de�nitions give rise to a consistent theory of measure and integration
of functions with values in the extended real number system.

Let f : R! [�1;1]. We say that f is (Lebesgue) measurable if
f�1 ([�1; x)) 2 L; x 2 R:
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The simplest examples of measurable functions are the characteristic functions �E
of measurable sets E. Indeed,

(�E)
�1
([�1; x)) =

8<: � if x � 0
Ec if 0 < x � 1
R if x > 1

:

It is then easy to see that �nite linear combinations s =
PN
n=1 an�En of such

characteristic functions �En , called simple functions, are also measurable. Here
an 2 R and En is a measurable subset of R. It turns out that if we de�ne the
integral of a simple function s =

PN
n=1 an�En byZ

R
s =

NX
n=1

an� (En) ;

the value is independent of the representation of s as a simple function. Armed
with this fact we can then extend the de�nition of integral

R
R f to functions f that

are nonnegative on R, and then to functions f such that
R
R jf j <1.

At each stage one establishes the relevant properties of the integral along with
the most useful theorems. For the most part these extensions are rather routine, the
cleverness inherent in the theory being in the overarching organization of the con-
cepts rather than in the details of the demonstrations. As a result, we will merely
state the main results in logical order and sketch proofs when not simply routine.
We will however give fairly detailed proofs of the three famous convergence theo-
rems, the Monotone Convergence Theorem, Fatou�s Lemma, and the Dominated
Convergence Theorem. The reader is referred to the excellent exposition in [6] for
the complete story including many additional fascinating insights.

2.1. Properties of measurable functions. From now on we denote the
Lebesgue measure of a measurable subset E of R by jEj rather than by � (E) as in
the previous sections. We say that two measurable functions f; g : R ! [�1;1]
are equal almost everywhere (often abbreviated a:e:) if

jfx 2 R : f (x) 6= g (x)gj = 0:
We say that f is �nite-valued if f : R! R. We now collect a number of elementary
properties of measurable functions.

Lemma 13. Suppose that f; fn; g : R! [�1;1] for n 2 N.
(1) If f is �nite-valued, then f is measurable if and only if f�1 (G) 2 L for

all open sets G � R if and only if f�1 (F ) 2 L for all closed sets F � R.
(2) If f is �nite-valued and continuous, then f is measurable.
(3) If f is �nite-valued and measurable and � : R ! R is continuous, then

� � f is measurable.
(4) If ffng1n=1 is a sequence of measurable functions, then the following func-

tions are all measurable:

sup
n
fn (x) ; inf

n
fn (x) ; ::: lim sup

n!1
fn (x) ; lim inf

n!1
fn (x) :

(5) If ffng1n=1 is a sequence of measurable functions and f (x) = limn!1 fn (x),
then f is measurable.

(6) If f is measurable, so is fn for n 2 N.
(7) If f and g are �nite-valued and measurable, then so are f + g and fg.
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(8) If f is measurable and f = g almost everywhere, then g is measurable.

Comments: For property (1), �rst show that f is measurable if and only if
f�1 ((a; b)) 2 L for all �1 < a < b < 1. For property (3) use (� � f)�1 (G) =
f�1

�
��1 (G)

�
and note that ��1 (G) is open if G is open. For property (7), use

ff + g > ag =
[
r2Q

[ff > a� rg \ fg > rg] ; a 2 R;

fg =
1

4

h
(f + g)

2 � (f � g)2
i
:

Recall that a measurable simple function ' (i.e. the range of ' is �nite) has
the form

' =
NX
k=1

�k�Ek ; �k 2 R; Ek 2 L:

Next we collect two approximation properties of simple functions.

Proposition 19. Let f : R! [�1;1] be measurable.
(1) If f is nonnegative there is an increasing sequence of nonnegative simple

functions f'kg
1
k=1 that converges pointwise and monotonically to f :

'k (x) � 'k+1 (x) and lim
k!1

'k (x) = f (x) ; for all x 2 R:

(2) There is a sequence of simple functions f'kg
1
k=1 satisfying

j'k (x)j �
��'k+1 (x)�� and lim

k!1
'k (x) = f (x) ; for all x 2 R:

Comments: To prove (1) let fM = min ff;Mg, and for 0 � n < NM de�ne

En;N;M =

�
x 2 R : n

N
< fM (x) �

n+ 1

N

�
:

Then 'k (x) =
P2kk
n=1

n
2k
�E

n;2k;k
(x) works. Property (2) is routine given (1).

2.2. Properties of integration and convergence theorems. If ' is a
measurable simple function (i.e. its range is a �nite set), then ' has a unique
canonical representation

' =
NX
k=1

�k�Ek ;

where the real constants �k are distinct and nonzero, and the measurable sets Ek
are pairwise disjoint. We de�ne the Lebesgue integral of ' byZ

' (x) dx =
NX
k=1

�k jEkj :

If E is a measurable subset of R and ' is a measurable simple function, then so is
�E', and we de�ne Z

E

' (x) dx =

Z
(�E') (x) dx:

Lemma 14. Suppose that ' and  are measurable simple functions and that
E;F 2 L.
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(1) If ' =
PM
k=1 �k�Fk (not necessarily the canonical representation), thenZ

' (x) dx =
MX
k=1

�k jFkj :

(2)
R
(a'+ b ) = a

R
'+ b

R
 for a; b 2 C,

(3)
R
E[F ' =

R
E
'+

R
F
' if E \ F = �,

(4)
R
' �

R
 if ' �  ,

(5)
��R '�� � R j'j.

Properties (2) - (5) are usually referred to as linearity, additivity, monotonicity
and the triangle inequality respectively. The proofs are routine.

Now we turn to de�ning the integral of a nonnegative measurable function
f : R! [0;1]. For such f we de�neZ

f (x) dx = sup

�Z
g (x) dx : 0 � ' � f and ' is simple

�
:

It is essential here that f be permitted to take on the value 1, and that the
supremum may be1 as well. We say that f is (Lebesgue) integrable if

R
f (x) dx <

1. For E measurable de�neZ
E

f (x) dx =

Z
(�Ef) (x) dx:

Here is an analogue of Lemma 14 whose proof is again routine.

Lemma 15. Suppose that f; g : R ! [0;1] are nonnegative measurable func-
tions and that E;F 2 L.

(1)
R
(af + bg) = a

R
f + b

R
g for a; b 2 (0;1),

(2)
R
E[F f =

R
E
f +

R
F
f if E \ F = �,

(3)
R
f �

R
g if 0 � f � g,

(4) If
R
f <1, then f (x) <1 for a.e. x,

(5) If
R
f = 0, then f (x) = 0 for a.e. x.

Note that convergence of integrals does not always follow from pointwise con-
vergence of the integrands. For example,

lim
n!1

Z
�[n;n+1] (x) dx = 1 6= 0 =

Z
lim
n!1

�[n;n+1] (x) dx;

and

lim
n!1

Z
n�(0; 1n )

(x) dx = 1 6= 0 =
Z

lim
n!1

n�[0; 1n ]
(x) dx:

In each of these examples, the mass of the integrands "disappears" in the limit; at
"in�nity" in the �rst example and at the origin in the second example. Here are our
�rst two classical convergence theorems giving conditions under which convergence
does hold.

Theorem 28. (Monotone Convergence Theorem) Suppose that ffng1n=1 is an
increasing sequence of nonnegative measurable functions, i.e. fn (x) � fn+1 (x),
and let

f (x) = sup
n
fn (x) = lim

n!1
fn (x) :
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Then f is nonegative and measurable andZ
f (x) dx = lim

n!1

Z
fn (x) dx:

Proof : Since
R
fn �

R
fn+1 we have limn!1

R
fn = L 2 [0;1]. Now f is

measurable and fn � f implies
R
fn �

R
f so that

L �
Z
f:

To prove the opposite inequality, momentarily �x a simple function ' such that
0 � ' � f . Choose c < 1 and de�ne

En = fx 2 R : fn (x) � c' (x)g ; n � 1:
Then En is an increasing sequence of measurable sets with

S1
n=1En = R. We haveZ

fn �
Z
En

fn � c

Z
En

'; n � 1:

Now let ' =
PN
k=1 �k�Fk be the canonical representation of '. ThenZ

En

' =
NX
k=1

�k jEn \ Fkj ;

and since limn!1 jEn \ Fkj = jFkj by the fourth line in (1.1), we obtain thatZ
En

' =
NX
k=1

�k jEn \ Fkj !
NX
k=1

�k jFkj =
Z
'

as n!1. Altogether then we have

L = lim
n!1

Z
fn � c

Z
'

for all c < 1, which implies L �
R
' for all simple ' with 0 � ' � f , which implies

L �
R
f as required.

Corollary 10. Suppose that ak (x) � 0 is measurable for k � 1. ThenZ 1X
k=1

ak (x) dx =
1X
k=1

Z
ak (x) dx:

To prove the corollary apply the Monotone Convergence Theorem to the se-
quence of partial sums fn (x) =

Pn
k=1 ak (x).

Lemma 16. (Fatou�s Lemma) If ffng1n=1 is a sequence of nonnegative mea-
surable functions, thenZ

lim inf
n!1

fn (x) dx � lim inf
n!1

Z
fn (x) dx:

Proof : Let gn (x) = infk�n fk (x) so that gn � fn and
R
gn �

R
fn. Then

fgng1n=1 is an increasing sequence of nonnegative measurable functions that con-
verges pointwise to lim infn!1 fn (x). So the Monotone Convergence Theorem
yields Z

lim inf
n!1

fn (x) dx = lim
n!1

Z
gn (x) dx � lim inf

n!1

Z
fn (x) dx:
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Finally, we can give an unambiguous meaning to the integral
R
f (x) dx in the

case when f is integrable, by which we mean that f is measurable and
R
jf (x)j dx <

1. To do this we introduce the positive and negative parts of f :

f+ (x) = max ff (x) ; 0g and f� (x) = max f�f (x) ; 0g :

Then both f+ and f� are nonnegative measurable functions with �nite integral.
We de�ne Z

f (x) dx =

Z
f+ (x) dx�

Z
f� (x) dx:

With this de�nition we have the usual elementary properties of linearity, addi-
tivity, monotonicity and the triangle inequality.

Lemma 17. Suppose that f; g are integrable and that E;F 2 L.
(1)

R
(af + bg) = a

R
f + b

R
g for a; b 2 R,

(2)
R
E[F f =

R
E
f +

R
F
f if E \ F = �,

(3)
R
f �

R
g if f � g,

(4)
��R f �� � R jf j.

Our �nal convergence theorem is one of the most useful in analysis.

Theorem 29. (Dominated Convergence Theorem) Let g be a nonnegative in-
tegrable function. Suppose that ffng1n=1 is a sequence of measurable functions sat-
isfying

lim
n!1

fn (x) = f (x) ; a:e: x;

and
jfn (x)j � g (x) ; a:e: x:

Then

lim
n!1

Z
jf (x)� fn (x)j dx = 0;

and hence Z
f (x) dx = lim

n!1

Z
fn (x) dx:

Proof : Since jf j � g and f is measurable, f is integrable. Since jf � fnj � 2g,
Fatou�s Lemma can be applied to the sequence of functions 2g� jf � fnj to obtainZ

2g � lim inf
n!1

Z
(2g � jf � fnj)

=

Z
2g + lim inf

n!1

�
�
Z
jf � fnj

�
=

Z
2g � lim sup

n!1

Z
jf � fnj :

Since
R
2g <1, we can subtract it from both sides to obtain

lim sup
n!1

Z
jf � fnj � 0;

which implies limn!1
R
jf � fnj = 0. Then

R
f = limn!1

R
fn follows from the

triangle inequality
��R (f � fn)�� � R jf � fnj.
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Finally, if f (x) = u (x) + iv (x) is complex-valued where u (x) and v (x) are
real-valued measurable functions such thatZ

jf (x)j dx =
Z q

u (x)
2
+ v (x)

2
dx <1;

then we de�ne Z
f (x) dx =

Z
u (x) dx+ i

Z
v (x) dx:

The usual properties of linearity, additivity, monotonicity and the triangle inequal-
ity all hold for this de�nition as well.

2.3. Three famous measure problems. The following three problems are
listed in order of increasing di¢ culty.

Problem 3. Suppose that E1; :::; En are n Lebesgue measurable subsets of [0; 1]
such that each point x in [0; 1] lies in some k of these subsets. Prove that there is
at least one set Ej with jEj j � k

n .

Problem 4. Suppose that E is a Lebesgue measurable set of positive measure.
Prove that

E � E = fx� y : x; y 2 Eg
contains a nontrivial open interval.

Problem 5. Construct a Lebesgue measurable subset of the real line such that

0 <
jE \ Ij
jIj < 1

for all nontrivial open intervals I.

To solve Problem 3, note that the hypothesis implies k �
Pn
j=1 �Ej (x) for

x 2 [0; 1]. Now integrate to obtain

k =

Z 1

0

kdx �
Z 1

0

0@ nX
j=1

�Ej (x)

1A dx =
nX
j=1

Z 1

0

�Ej (x) dx =
nX
j=1

jEj j ;

which implies that jEj j � k
n for some j. The solution is much less elegant without

recourse to integration.

To solve Problem 4, choose K compact contained in E such that jKj > 0. Then
choose G open containing K such that jG nKj < jKj. Let � = dist (K;Gc) > 0. It
follows that (��; �) � K �K � E �E. Indeed, if x 2 (��; �) then K � x � G and
K \ (K � x) 6= � since otherwise we have a contradiction:

2 jKj = jKj+ jK � xj � jGj � jG nKj+ jKj < 2 jKj :
Thus there are k1 and k2 in K such that k1 = k2 � x and so

x = k2 � k1 2 K �K:

Problem 5 is most easily solved using generalized Cantor sets E�. Let 0 < � � 1
and set I01 = [0; 1]. Remove the open interval of length

1
3� centered in I

0
1 and denote

the two remaining closed intervals by I11 and I
1
2 . Then remove the open interval of

length 1
32� centered in I

1
1 and denote the two remaining closed intervals by I

2
1 and

I22 . Do the same for I
1
2 and denote the two remaining closed intervals by I

2
3 and I

2
4 .
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Continuing in this way, we obtain at the kth generation, a collection
�
Ikj
	2k
j=1

of 2k pairwise disjoint closed intervals of equal length. Let

E� =
1\
k=1

0@ 2k[
j=1

Ikj

1A :

Then by summing the lengths of the removed open intervals, we obtain

j[0; 1] n E�j =
1

3
�+

2

32
�+

22

33
�+ ::: = �;

and it follows that E� is compact and has Lebesgue measure 1� �. It is not hard
to show that E� is also nowhere dense. The case � = 1 is particularly striking: E1
is a compact, perfect and uncountable subset of [0; 1] having Lebesgue measure 0.
This is the classical Cantor set.

In order to construct the set E in Problem 3, it su¢ ces by taking unions of
translates by integers, to construct a subset E of [0; 1] satisfying

(2.1) 0 <
jE \ Ij
jIj < 1; for all intervals I � [0; 1] of positive length:

Fix 0 < �1 < 1 and start by taking E1 = E�1 . It is not hard to see that
jE1\Ij
jIj < 1

for all I, but the left hand inequality in (2.1) fails for E = E1 whenever I is a subset
of one of the component intervals in the open complement [0; 1] n E1. To remedy
this �x 0 < �2 < 1 and for each component interval J of [0; 1] n E1, translate and
dilate E�2 to �t snugly in the closure J of the component, and let E

2 be the union

of E1 and all these translates and dilates of E�2 . Then again,
jE2\Ij
jIj < 1 for all

I but the left hand inequality in (2.1) fails for E = E2 whenever I is a subset of
one of the component intervals in the open complement [0; 1] n E2. Continue this
process inde�nitely with a sequence of numbers f�ng1n=1 � (0; 1). We claim that
E =

S1
n=1E

n satis�es (2.1) if and only if

(2.2)
1X
n=1

(1� �n) <1:

To see this, �rst note that no matter what sequence of numbers �n less than
one is used, we obtain that 0 < jE\Ij

jIj for all intervals I of positive length. Indeed,
each set En is easily seen to be compact and nowhere dense, and each component
interval in the complement [0; 1] n En has length at most

�1
3

�2
3
:::
�n
3
� 3�n:

Thus given an interval I of positive length, there is n large enough such that I will
contain one of the component intervals J of [0; 1] n En, and hence will contain the
translated and dilated copy C

�
E�n+1

�
of E�n+1 that is �tted into J by construction.

Since the dilation factor is the length jJ j of J , we have
jE \ Ij �

��C �E�n+1��� = jJ j ��E�n+1�� = jJ j (1� �n+1) > 0;
since �n+1 < 1.

It remains to show that jE \ Ij < jIj for all intervals I of positive length in
[0; 1], and it is here that we must use (2.2). Indeed, �x I and let J be a component
interval of [0; 1] n En (with n large) that is contained in I. Let C

�
E�n+1

�
be the
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translated and dilated copy of E�n+1 that is �tted into J by construction. We
compute that

jE \ J j =
��C �E�n+1���+ (1� �n+2) ��J n C �E�n+1���+ :::

= (1� �n+1) jJ j+ (1� �n+2) (1� (1� �n+1)) jJ j
+(1� �n+3) (1� (1� �n+1)� (1� �n+2) (1� (1� �n+1))) jJ j+ :::

=
1X
k=1

�nk jJ j ;

where by induction,

�nk = (1� �n+k)�n+k�1:::�n+1; k � 1:
Then we have

jE \ J j =
 1X
k=1

�nk

!
jJ j < jJ j ;

and hence also jE\Ij
jIj < 1, if we choose f�ng1n=1 so that

P1
k=1 �

n
k < 1 for all n.

Now we have
1X
k=1

�nk =
1X
k=1

(1� �n+k)�n+k�1:::�n+1 = 1�
1Y
k=1

�n+k;

and by the �rst line in (0.5) of Chapter 5, this is strictly less than 1 if and only ifP1
k=1 (1� �n+k) <1 for all n. Thus the set E constructed above satis�es (2.1) if

and only if (2.2) holds.
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