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To see a World in a Grain of Sand,
And a Heaven in a Wild Flower,
Hold Infinity in the palm of your hand
And Eternity in an hour.

— William Blake, Auguries of Innocence (1803)
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PREFACE TO THE SECOND EDIT ION

We were delighted with the positive response to the first edition of this book.
There is, naturally, always some sense of trepidation when one writes the first
text book at the birth of a new field. One dearly hopes the field will continue to
grow and blossom, but then again, will the subject matter of the book quickly
become obsolete? To attempt to alleviate the latter, we made a conscious effort in
the first edition to focus on the fundamental concepts and building blocks of this
new field and leave out any speculative areas. Given the continuing interest in
the first edition, even after a decade of exponential growth of the field, it appears
that we may have succeeded in this regard. Of course, with great growth come
many new phenomena and a deeper understanding of old phenomena. We felt,
therefore, that the time was now ripe for an updated and expanded second edition.

As before, we strove in this edition to include new concepts, phenomena and
descriptions that are well understood—material that would stand the test of
advancements over time.

Many of the original chapters are expanded with new sections, in addition to
innumerable revisions to the old sections. For example, chapter 2 now contains a
section introducing the useful technique of perturbation analysis and a section on
understanding the subtle differences between discrete and continuous frequency
ranges. Chapter 3 includes a section describing the basics of index guiding and
a section on how to understand the Bloch-wave propagation velocity. Chapter 4
includes a section on how to best quantify the band gap of a photonic crystal
and a section describing the novel phenomenon of omnidirectional reflectivity in
multilayer film systems. Chapter 5 now contains an expanded section on point
defects and a section on linear defects and waveguides. Chapter 6 was revised
considerably to focus on many new aspects of 3D photonic crystal structures,
including the photonic structure of several well known geometries. Chapters 7
through 9 are all new, describing hybrid photonic-crystal structures consisting,
respectively, of 1D-periodic dielectric waveguides, 2D-periodic photonic-crystal
slabs, and photonic-crystal fibers. The final chapter, chapter 10 (chapter 7 in the
first edition), is again focused on designing photonic crystals for applications, but
now contains many more examples. This chapter has also been expanded to in-
clude an introduction and practical guide to temporal coupled-mode theory. This
is a very simple, convenient, yet powerful analytical technique for understanding
and predicting the behavior of many types of photonic devices.

Two of the original appendices have also been considerably expanded. Appen-
dix C now includes plots of gap size and optimal parameters vs. index contrast
for both 2D and 3D photonic crystals. Appendix D now provides a completely
new description of computational photonics, surveying computations in both the
frequency and time domains.
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xiv PREFACE TO THE SECOND EDITION

The second edition also includes two other major changes. The first is a change
to SI units. Admittedly, this affects only some of the equations in chapters 2 and 3;
the “master equation” remains unaltered. The second change is to a new color
table for plotting the electric and magnetic fields. We hope the reader will agree
that the new color table is a significant improvement over the old color table,
providing a much cleaner and clearer description of the localization and sign-
dependence of the fields.

In preparing the second edition, we should like to express our sincere gratitude
to Margaret O’Meara, the administrative assistant of the Condensed Matter
Theory Group at MIT, for all the time and effort she unselfishly provided. We
should also like to give a big Thank You! to our editor Ingrid Gnerlich for her
patience and understanding when deadlines were not met and for her remarkable
good will with all aspects of the process.

We are also very grateful to many colleagues: Eli Yablonovitch, David Norris,
Marko Lončar, Shawn Lin, Leslie Kolodziejski, Karl Koch, and Kiyoshi Asakawa,
for providing us with illustrations of their original work, and Yoel Fink, Shan-
hui Fan, Peter Bienstman, Mihai Ibanescu, Michelle Povinelli, Marin Soljacic,
Maksim Skorobogatiy, Lionel Kimerling, Lefteris Lidorikis, K. C. Huang, Jerry
Chen, Hermann Haus, Henry Smith, Evan Reed, Erich Ippen, Edwin Thomas,
David Roundy, David Chan, Chiyan Luo, Attila Mekis, Aristos Karalis, Ardavan
Farjadpour, and Alejandro Rodriguez, for numerous collaborations.

Cambridge, Massachusetts, 2006
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PREFACE TO THE F IRST EDIT ION

It is always difficult to write a book about a topic that is still a subject of active
research. Part of the challenge lies in translating research papers directly into a
text. Without the benefit of decades of classroom instruction, there is no existing
body of pedagogical arguments and exercises to draw from.

Even more challenging is the task of deciding which material to include. Who
knows which approaches will withstand the test of time? It is impossible to know,
so in this text we have tried to include only those subjects of the field which we
consider most likely to be timeless. That is, we present the fundamentals and the
proven results, hoping that afterwards the reader will be prepared to read and
understand the current literature. Certainly there is much to add to this material
as the research continues, but we have tried to take care that nothing need be
subtracted. Of course this has come at the expense of leaving out new and exciting
results which are a bit more speculative.

If we have succeeded in these tasks, it is only because of the assistance
of dozens of colleagues and friends. In particular, we have benefited from
collaborations with Oscar Alerhand, G. Arjavalingam, Karl Brommer, Shanhui
Fan, Ilya Kurland, Andrew Rappe, Bill Robertson, and Eli Yablonovitch. We also
thank Paul Gourley and Pierre Villeneuve for their contributions to this book. In
addition, we gratefully thank Tomas Arias and Kyeongjae Cho for helpful insights
and productive conversations. Finally, we would like to acknowledge the partial
support of the Office of Naval Research and the Army Research Office while this
manuscript was being prepared.

Cambridge, Massachusetts, 1995
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1

Introduction

Controlling the Properties of Materials

Many of the true breakthroughs in our technology have resulted from a deeper
understanding of the properties of materials. The rise of our ancestors from
the Stone Age through the Iron Age is largely a story of humanity’s increasing
recognition of the utility of natural materials. Prehistoric people fashioned tools
based on their knowledge of the durability of stone and the hardness of iron. In
each case, humankind learned to extract a material from the Earth whose fixed
properties proved useful.

Eventually, early engineers learned to do more than just take what the Earth
provides in raw form. By tinkering with existing materials, they produced
substances with even more desirable properties, from the luster of early bronze
alloys to the reliability of modern steel and concrete. Today we boast a collection
of wholly artificial materials with a tremendous range of mechanical properties,
thanks to advances in metallurgy, ceramics, and plastics.

In this century, our control over materials has spread to include their electrical
properties. Advances in semiconductor physics have allowed us to tailor the con-
ducting properties of certain materials, thereby initiating the transistor revolution
in electronics. It is hard to overstate the impact that the advances in these fields
have had on our society. With new alloys and ceramics, scientists have invented
high-temperature superconductors and other exotic materials that may form the
basis of future technologies.

In the last few decades, a new frontier has opened up. The goal in this case is
to control the optical properties of materials. An enormous range of technological
developments would become possible if we could engineer materials that respond
to light waves over a desired range of frequencies by perfectly reflecting them, or
allowing them to propagate only in certain directions, or confining them within
a specified volume. Already, fiber-optic cables, which simply guide light, have
revolutionized the telecommunications industry. Laser engineering, high-speed
computing, and spectroscopy are just a few of the fields next in line to reap the
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benefits from the advances in optical materials. It is with these goals in mind that
this book is written.

Photonic Crystals

What sort of material can afford us complete control over light propagation?
To answer this question, we rely on an analogy with our successful electronic
materials. A crystal is a periodic arrangement of atoms or molecules. The pattern
with which the atoms or molecules are repeated in space is the crystal lattice.
The crystal presents a periodic potential to an electron propagating through it,
and both the constituents of the crystal and the geometry of the lattice dictate the
conduction properties of the crystal.

The theory of quantum mechanics in a periodic potential explains what was
once a great mystery of physics: In a conducting crystal, why do electrons
propagate like a diffuse gas of free particles? How do they avoid scattering from
the constituents of the crystal lattice? The answer is that electrons propagate as
waves, and waves that meet certain criteria can travel through a periodic potential
without scattering (although they will be scattered by defects and impurities).

Importantly, however, the lattice can also prohibit the propagation of certain
waves. There may be gaps in the energy band structure of the crystal, meaning that
electrons are forbidden to propagate with certain energies in certain directions. If
the lattice potential is strong enough, the gap can extend to cover all possible prop-
agation directions, resulting in a complete band gap. For example, a semiconduc-
tor has a complete band gap between the valence and conduction energy bands.

The optical analogue is the photonic crystal, in which the atoms or molecules
are replaced by macroscopic media with differing dielectric constants, and the
periodic potential is replaced by a periodic dielectric function (or, equivalently,
a periodic index of refraction). If the dielectric constants of the materials in the
crystal are sufficiently different, and if the absorption of light by the materials
is minimal, then the refractions and reflections of light from all of the various
interfaces can produce many of the same phenomena for photons (light modes)
that the atomic potential produces for electrons. One solution to the problem of
optical control and manipulation is thus a photonic crystal, a low-loss periodic
dielectric medium. In particular, we can design and construct photonic crystals
with photonic band gaps, preventing light from propagating in certain directions
with specified frequencies (i.e., a certain range of wavelengths, or “colors,” of
light). We will also see that a photonic crystal can allow propagation in anomalous
and useful ways.

To develop this concept further, consider how metallic waveguides and cavities
relate to photonic crystals. Metallic waveguides and cavities are widely used
to control microwave propagation. The walls of a metallic cavity prohibit the
propagation of electromagnetic waves with frequencies below a certain threshold
frequency, and a metallic waveguide allows propagation only along its axis. It
would be extremely useful to have these same capabilities for electromagnetic
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waves with frequencies outside the microwave regime, such as visible light.
However, visible light energy is quickly dissipated within metallic components,
which makes this method of optical control impossible to generalize. Photonic
crystals allow the useful properties of cavities and waveguides to be generalized
and scaled to encompass a wider range of frequencies. We may construct a
photonic crystal of a given geometry with millimeter dimensions for microwave
control, or with micron dimensions for infrared control.

Another widely used optical device is a multilayer dielectric mirror, such as
a quarter-wave stack, consisting of alternating layers of material with different
dielectric constants. Light of the proper wavelength, when incident on such a
layered material, is completely reflected. The reason is that the light wave is
partially reflected at each layer interface and, if the spacing is periodic, the
multiple reflections of the incident wave interfere destructively to eliminate the
forward-propagating wave. This well-known phenomenon, first explained by
Lord Rayleigh in 1887, is the basis of many devices, including dielectric mirrors,
dielectric Fabry–Perot filters, and distributed feedback lasers. All contain low-loss
dielectrics that are periodic in one dimension, and by our definition they are one-
dimensional photonic crystals. Even these simplest of photonic crystals can have
surprising properties. We will see that layered media can be designed to reflect
light that is incident from any angle, with any polarization—an omnidirectional
reflector—despite the common intuition that reflection can be arranged only for
near-normal incidence.

If, for some frequency range, a photonic crystal prohibits the propagation of
electromagnetic waves of any polarization traveling in any direction from any
source, we say that the crystal has a complete photonic band gap. A crystal with a
complete band gap will obviously be an omnidirectional reflector, but the converse
is not necessarily true. As we shall see, the layered dielectric medium mentioned
above, which cannot have a complete gap (because material interfaces occur only
along one axis), can still be designed to exhibit omnidirectional reflection—but
only for light sources far from the crystal. Usually, in order to create a complete
photonic band gap, one must arrange for the dielectric lattice to be periodic along
three axes, constituting a three-dimensional photonic crystal. However, there are
exceptions. A small amount of disorder in an otherwise periodic medium will
not destroy a band gap (Fan et al., 1995b; Rodriguez et al., 2005), and even a
highly disordered medium can prevent propagation in a useful way through
the mechanism of Anderson localization (John, 1984). Another interesting
nonperiodic class of materials that can have complete photonic band gaps are
quasi-crystalline structures (Chan et al., 1998).

An Overview of the Text

Our goal in writing this textbook was to provide a comprehensive description
of the propagation of light in photonic crystals. We discuss the properties of
photonic crystals of gradually increasing complexity, beginning with the simplest
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periodic in
two directions

2-D 3-D1-D

periodic in
one direction

periodic in
three directions

Figure 1: Simple examples of one-, two-, and three-dimensional photonic crystals. The

different colors represent materials with different dielectric constants. The defining feature of

a photonic crystal is the periodicity of dielectric material along one or more axes.

case of one-dimensional crystals, and proceeding to the more intricate and useful
properties of two- and three-dimensional systems (see figure 1). After equipping
ourselves with the appropriate theoretical tools, we attempt to convey a useful
intuition about which structures yield what properties, and why?

This textbook is designed for a broad audience. The only prerequisites are a
familiarity with the macroscopic Maxwell equations and the notion of harmonic
modes (which are often referred to by other names, such as eigenmodes, normal
modes, and Fourier modes). From these building blocks, we develop all of the
needed mathematical and physical tools. We hope that interested undergraduates
will find the text approachable, and that professional researchers will find our
heuristics and results to be useful in designing photonic crystals for their own
applications.

Readers who are familiar with quantum mechanics and solid-state physics are
at some advantage, because our formalism owes a great deal to the techniques
and nomenclature of those fields. Appendix A explores this analogy in detail.
Photonic crystals are a marriage of solid-state physics and electromagnetism.
Crystal structures are citizens of solid-state physics, but in photonic crystals the
electrons are replaced by electromagnetic waves. Accordingly, we present the
basic concepts of both subjects before launching into an analysis of photonic
crystals. In chapter 2, we discuss the macroscopic Maxwell equations as they apply
to dielectric media. These equations are cast as a single Hermitian differential
equation, a form in which many useful properties become easy to demonstrate: the
orthogonality of modes, the electromagnetic variational theorem, and the scaling
laws of dielectric systems.

Chapter 3 presents some basic concepts of solid-state physics and symmetry
theory as they apply to photonic crystals. It is common to apply symmetry
arguments to understand the propagation of electrons in a periodic crystal
potential. Similar arguments also apply to the case of light propagating in
a photonic crystal. We examine the consequences of translational, rotational,
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mirror-reflection, inversion, and time-reversal symmetries in photonic crystals,
while introducing some terminology from solid-state physics.

To develop the basic notions underlying photonic crystals, we begin by review-
ing the properties of one-dimensional photonic crystals. In chapter 4, we will see
that one-dimensional systems can exhibit three important phenomena: photonic
band gaps, localized modes, and surface states. Because the index contrast is
only along one direction, the band gaps and the bound states are limited to
that direction. Nevertheless, this simple and traditional system illustrates most
of the physical features of the more complex two- and three-dimensional photonic
crystals, and can even exhibit omnidirectional reflection.

In chapter 5, we discuss the properties of two-dimensional photonic crystals,
which are periodic in two directions and homogeneous in the third. These systems
can have a photonic band gap in the plane of periodicity. By analyzing field
patterns of some electromagnetic modes in different crystals, we gain insight into
the nature of band gaps in complex periodic media. We will see that defects in
such two-dimensional crystals can localize modes in the plane, and that the faces
of the crystal can support surface states.

Chapter 6 addresses three-dimensional photonic crystals, which are periodic
along three axes. It is a remarkable fact that such a system can have a complete
photonic band gap, so that no propagating states are allowed in any direction in
the crystal. The discovery of particular dielectric structures that possess a complete
photonic band gap was one of the most important achievements in this field. These
crystals are sufficiently complex to allow localization of light at point defects and
propagation along linear defects.

Chapters 7 and 8 consider hybrid structures that combine band gaps in one
or two directions with index-guiding (a generalization of total internal reflection)
in the other directions. Such structures approximate the three-dimensional control
over light that is afforded by a complete three-dimensional band gap, but at the
same time are much easier to fabricate. Chapter 9 describes a different kind of
incomplete-gap structure, photonic-crystal fibers, which use band gaps or index-
guiding from one- or two-dimensional periodicity to guide light along an optical
fiber.

Finally, in chapter 10, we use the tools and ideas that were introduced in previ-
ous chapters to design some simple optical components. Specifically, we see how
resonant cavities and waveguides can be combined to form filters, bends, splitters,
nonlinear “transistors,” and other devices. In doing so, we develop a powerful
analytical framework known as temporal coupled-mode theory, which allows us to
easily predict the behavior of such combinations. We also examine the reflection
and refraction phenomena that occur when light strikes an interface of a photonic
crystal. These examples not only illustrate the device applications of photonic crys-
tals, but also provide a brief review of the material contained elsewhere in the text.

We should also mention the appendices, which provide a brief overview of the
reciprocal-lattice concept from solid-state physics, survey the gaps that arise in
various two- and three-dimensional photonic crystals, and outline the numerical
methods that are available for computer simulations of photonic structures.
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2

Electromagnetism in Mixed Dielectric Media

IN ORDER TO STUDY the propagation of light in a photonic crystal, we begin with
the Maxwell equations. After specializing to the case of a mixed dielectric medium,
we cast the Maxwell equations as a linear Hermitian eigenvalue problem. This
brings the electromagnetic problem into a close analogy with the Schrödinger
equation, and allows us to take advantage of some well-established results from
quantum mechanics, such as the orthogonality of modes, the variational theorem,
and perturbation theory. One way in which the electromagnetic case differs from
the quantum-mechanical case is that photonic crystals do not generally have a
fundamental scale, in either the spatial coordinate or in the potential strength (the
dielectric constant). This makes photonic crystals scalable in a way that traditional
crystals are not, as we will see later in this chapter.

The Macroscopic Maxwell Equations

All of macroscopic electromagnetism, including the propagation of light in a
photonic crystal, is governed by the four macroscopic Maxwell equations. In SI
units,1 they are

∇ · B = 0 ∇ × E + ∂B
∂t

= 0
(1)

∇ · D = ρ ∇ × H − ∂D
∂t

= J

1 The first edition used cgs units, in which constants such as ε0 and µ0 are replaced by factors of 4π
and c here and there, but the choice of units is mostly irrelevant in the end. They do not effect the
form of our “master” equation (7). Moreover, we will express all quantities of interest—frequencies,
geometries, gap sizes, and so on—as dimensionless ratios; see also the section The Size of the Band
Gap of chapter 4.
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Figure 1: A composite of macroscopic regions of homogeneous dielectric media. There are

no charges or currents. In general, ε(r) in equation (1) can have any prescribed spatial

dependence, but our attention will focus on materials with patches of homogeneous

dielectric, such as the one illustrated here.

where (respectively) E and H are the macroscopic electric and magnetic fields, D
and B are the displacement and magnetic induction fields, and ρ and J are the free
charge and current densities. An excellent derivation of these equations from their
microscopic counterparts is given in Jackson (1998).

We will restrict ourselves to propagation within a mixed dielectric medium,
a composite of regions of homogeneous dielectric material as a function of the
(cartesian) position vector r, in which the structure does not vary with time, and
there are no free charges or currents. This composite need not be periodic, as
illustrated in figure 1. With this type of medium in mind, in which light propagates
but there are no sources of light, we can set ρ = 0 and J = 0.

Next we relate D to E and B to H with the constitutive relations appropriate
for our problem. Quite generally, the components Di of the displacement field D
are related to the components Ei of the electric field E via a power series, as in
Bloembergen (1965):

Di/ε0 =
∑

j

ε ijEj +
∑

j,k

χijkEjEk + O(E3), (2)

where ε0 ≈ 8.854 × 10−12 Farad/m is the vacuum permittivity. However, for many
dielectric materials, it is reasonable to use the following approximations. First,
we assume the field strengths are small enough so that we are in the linear
regime, so that χijk (and all higher-order terms) can be neglected. Second, we
assume the material is macroscopic and isotropic,2 so that E(r, ω) and D(r, ω)
are related by ε0 multipled by a scalar dielectric function ε(r, ω), also called

2 It is straightforward to generalize this formalism to anisotropic media in which D and E are related
by a Hermitian dielectric tensor ε0εij.
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the relative permittivity.3 Third, we ignore any explicit frequency dependence
(material dispersion) of the dielectric constant. Instead, we simply choose the
value of the dielectric constant appropriate to the frequency range of the physical
system we are considering. Fourth, we focus primarily on transparent materials,
which means we can treat ε(r) as purely real4 and positive.5

Assuming these four approximations to be valid, we have D(r) = ε0ε(r)E(r).
A similar equation relates B(r) = µ0µ(r)H(r) (where µ0 = 4π × 10−7 Henry/m
is the vacuum permeability), but for most dielectric materials of interest the
relative magnetic permeability µ(r) is very close to unity and we may set B = µ0H
for simplicity.6 In that case, ε is the square of the refractive index n that may
be familiar from Snell’s law and other formulas of classical optics. (In general,
n = √

εµ.)
With all of these assumptions in place, the Maxwell equations (1) become

∇ · H(r, t) = 0 ∇ × E(r, t)+ µ0
∂H(r, t)

∂t
= 0

(3)

∇ · [ε(r)E(r, t)] = 0 ∇ × H(r, t)− ε0ε(r)
∂E(r, t)

∂t
= 0.

The reader might reasonably wonder whether we are missing out on interesting
physical phenomena by restricting ourselves to linear and lossless materials. We
certainly are, and we will return to this question in the section The Effect of Small
Perturbations and in chapter 10. Nevertheless, it is a remarkable fact that many
interesting and useful properties arise from the elementary case of linear, lossless
materials. In addition, the theory of these materials is much simpler to understand
and is practically exact, making it an excellent foundation on which to build the
theory of more complex media. For these reasons, we will be concerned with linear
and lossless materials for most of this text.

In general, both E and H are complicated functions of both time and space.
Because the Maxwell equations are linear, however, we can separate the time
dependence from the spatial dependence by expanding the fields into a set
of harmonic modes. In this and the following sections we will examine the
restrictions that the Maxwell equations impose on a field pattern that varies

3 Some authors use εr (or K, or k, or κ) for the relative permittivity and ε for the permittivity ε0εr .
Here, we adopt the common convention of dropping the r subscript, since we work only with the
dimensionless εr .

4 Complex dielectric constants are used to account for absorption, as in Jackson (1998). Later, in the
section The Effect of Small Perturbations, we will show how to include small absorption losses.

5 A negative dielectric constant is indeed a useful description of some materials, such as metals. The
limit ε → −∞ corresponds to a perfect metal into which light cannot penetrate. Combinations of
metals and transparent dielectrics can also be used to create photonic crystals (for some early work
in this area, see e.g., McGurn and Maradudin, 1993; Kuzmiak et al., 1994; Sigalas et al., 1995; Brown
and McMahon, 1995; Fan et al., 1995c; Sievenpiper et al., 1996), a topic we return to in the subsection
The scalar limit and LP modes of chapter 9.

6 It is straightforward to include µ �= 1; see footnote 17 on page 17.
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sinusoidally (harmonically) with time. This is no great limitation, since we
know by Fourier analysis that we can build any solution with an appropriate
combination of these harmonic modes. Often we will refer to them simply as modes
or states of the system.

For mathematical convenience, we employ the standard trick of using a
complex-valued field and remembering to take the real part to obtain the physical
fields. This allows us to write a harmonic mode as a spatial pattern (or “mode
profile”) times a complex exponential:

H(r, t) = H(r)e−iωt

(4)
E(r, t) = E(r)e−iωt.

To find the equations governing the mode profiles for a given frequency,
we insert the above equations into (3). The two divergence equations give the
conditions

∇ · H(r) = 0, ∇ · [ε(r)E(r)] = 0, (5)

which have a simple physical interpretation: there are no point sources or sinks
of displacement and magnetic fields in the medium. Equivalently, the field
configurations are built up of electromagnetic waves that are transverse. That is,
if we have a plane wave H(r) = a exp(ik · r), for some wave vector k, equation (5)
requires that a · k=0. We can now focus our attention only on the other two of the
Maxwell equations as long as we are always careful to enforce this transversality
requirement.

The two curl equations relate E(r) to H(r):

∇ × E(r)− iωµ0H(r) = 0
(6)

∇ × H(r)+ iωε0ε(r)E(r) = 0.

We can decouple these equations in the following way. Divide the bottom equation
of (6) by ε(r), and then take the curl. Then use the first equation to eliminate E(r).
Morever, the constants ε0 and µ0 can be combined to yield the vacuum speed of
light, c = 1/

√
ε0µ0. The result is an equation entirely in H(r):

∇ ×
(

1
ε(r)

∇ × H(r)
)

=
(ω

c

)2
H(r). (7)

This is the master equation. Together with the divergence equation (5), it tells us
everything we need to know about H(r). Our strategy will be as follows: for a
given structure ε(r), solve the master equation to find the modes H(r) and the
corresponding frequencies, subject to the transversality requirement. Then use
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the second equation of (6) to recover E(r):

E(r) = i
ωε0ε(r)

∇ × H(r). (8)

Using this procedure guarantees that E satisfies the transversality requirement
∇ · εE = 0, because the divergence of a curl is always zero. Thus, we need only
impose one transversality constraint, rather than two. The reason why we chose to
formulate the problem in terms of H(r) and not E(r) is merely one of mathematical
convenience, as will be discussed in the section Magnetic vs. Electric Fields. For now,
we note that we can also find H from E via the first equation of (6):

H(r) = − i
ωµ0

∇ × E(r). (9)

Electromagnetism as an Eigenvalue Problem

As discussed in the previous section, the heart of the Maxwell equations for a
harmonic mode in a mixed dielectric medium is a differential equation for H(r),
given by equation (7). The content of the equation is this: perform a series of
operations on a function H(r), and if H(r) is really an allowable electromagnetic
mode, the result will be a constant times the original function H(r). This situation
arises often in mathematical physics, and is called an eigenvalue problem. If
the result of an operation on a function is just the function itself, multiplied by
some constant, then the function is called an eigenfunction or eigenvector7 of that
operator, and the multiplicative constant is called the eigenvalue.

In this case, we identify the left side of the master equation as an operator Θ̂
acting on H(r) to make it look more like a traditional eigenvalue problem:

Θ̂H(r) =
(ω

c

)2
H(r). (10)

We have identified Θ̂ as the differential operator that takes the curl, then divides
by ε(r), and then takes the curl again:

Θ̂H(r) � ∇ ×
(

1
ε(r)

∇ × H(r)
)

. (11)

The eigenvectors H(r) are the spatial patterns of the harmonic modes, and the
eigenvalues (ω/c)2 are proportional to the squared frequencies of those modes.
An important thing to notice is that the operator Θ̂ is a linear operator. That is,

7 Instead of eigenvector, physicists tend to stick eigen in front of any natural name for the solution.
Hence, we also use terms like eigenfield, eigenmode, eigenstate, and so on.
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any linear combination of solutions is itself a solution; if H1(r) and H2(r) are both
solutions of (10) with the same frequency ω, then so is αH1(r)+ βH2(r), where α
and β are constants. For example, given a certain mode profile, we can construct
another legitimate mode profile with the same frequency by simply doubling the
field strength everywhere (α = 2, β = 0). For this reason we consider two field
patterns that differ only by an overall multiplier to be the same mode.

Our operator notation is reminiscent of quantum mechanics, in which we obtain
an eigenvalue equation by operating on the wave function with the Hamiltonian.
A reader familiar with quantum mechanics might recall some key properties
of the eigenfunctions of the Hamiltonian: they have real eigenvalues, they are
orthogonal, they can be obtained by a variational principle, and they may be
catalogued by their symmetry properties (see, for example Shankar, 1982).

All of these same useful properties hold for our formulation of electromag-
netism. In both cases, the properties rely on the fact that the main operator is
a special type of linear operator known as a Hermitian operator. In the coming
sections we will develop these properties one by one. We conclude this section by
showing what it means for an operator to be Hermitian. First, in analogy with the
inner product of two wave functions, we define the inner product of two vector
fields F(r) and G(r) as

(F, G) �
∫

d3r F∗(r) · G(r), (12)

where “∗” denotes complex conjugation. Note that a simple consequence of this
definition is that (F, G) = (G, F)∗ for any F and G. Also note that (F, F) is always
real and nonnegative, even if F itself is complex. In fact, if F(r) is a harmonic
mode of our electromagnetic system, we can always set (F, F) = 1 by using our
freedom to scale any mode by an overall multiplier.8 Given F′(r) with (F′, F′) �= 1,
create

F(r) = F′(r)√
(F′, F′)

. (13)

From our previous discussion, F(r) is really the same mode as F′(r), since it
differs only by an overall multiplier, but now (as the reader can easily verify) we
have (F, F) = 1. We say that F(r) has been normalized. Normalized modes are
very useful in formal arguments. If, however, one is interested in the physical
energy of the field and not just its spatial profile, the overall multiplier is
important.9

Next, we say that an operator Ξ̂ is Hermitian if (F, Ξ̂G) = (Ξ̂F, G) for any vector
fields F(r) and G(r). That is, it does not matter which function is operated upon
before taking the inner product. Clearly, not all operators are Hermitian. To show

8 The trivial solution F = 0 is not considered to be a proper eigenfunction.
9 This distinction is discussed again after equation (24).
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that Θ̂ is Hermitian,10 we perform an integration by parts11 twice:

(F, Θ̂G) =
∫

d3r F∗ · ∇ ×
(

1
ε
∇ × G

)

=
∫

d3r (∇ × F)∗ · 1
ε
∇ × G

=
∫

d3r
[
∇ ×

(
1
ε
∇ × F

)]∗
· G = (Θ̂F, G).

(14)

In performing the integrations by parts, we neglected the surface terms that
involve the values of the fields at the boundaries of integration. This is because
in all cases of interest, one of two things will be true: either the fields decay to zero
at large distances, or the fields are periodic in the region of integration. In either
case, the surface terms vanish.

General Properties of the Harmonic Modes

Having established that Θ̂ is Hermitian, we can now show that the eigenvalues
of Θ̂ must be real numbers. Suppose H(r) is an eigenvector of Θ̂ with eigenvalue
(ω/c)2. Take the inner product of the master equation (7) with H(r):

Θ̂H(r) = (ω2/c2)H(r)

=⇒ (H, Θ̂H) = (ω2/c2)(H, H) (15)

=⇒ (H, Θ̂H)∗ = (ω2/c2)∗(H, H).

Because Θ̂ is Hermitian, we know that (H, Θ̂H) = (Θ̂H, H). Additionally, from the
definition of the inner product we know that (H, Ξ̂H) = (Ξ̂H, H)∗ for any operator
Ξ̂. Using these two pieces of information, we continue:

(H, Θ̂H)∗ = (ω2/c2)∗(H, H) = (Θ̂H, H) = (ω2/c2)(H, H)

=⇒ (ω2/c2)∗ = (ω2/c2).
(16)

It follows that ω2 = (ω2)∗, or that ω2 is real. By a different argument, we can also
show that ω2 is always nonnegative for ε>0. Set F=G=H in the middle equation

10 The property that Θ̂ is Hermitian is closely related to the Lorentz reciprocity theorem, as described
in the section Frequency-Domain Responses of appendix D.

11 In particular, we use the vector identity that ∇ · (F × G) = (∇ × F) · G − F · (∇ × G). Integrating
both sides and applying the divergence theorem, we find that

∫
F · (∇ × G) = ∫

(∇ × F) · G plus a
surface term, from the integral of ∇ · (F × G), that vanishes as described above.
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of (14), to obtain

(H, H)
(ω

c

)2
= (H, Θ̂H) =

∫
d3r

1
ε
|∇ × H|2. (17)

Since ε(r) > 0 everywhere, the integrand on the right-hand side is everywhere
nonnegative. The operator Θ̂ is said to be positive semi-definite. Therefore all of
the eigenvalues ω2 are nonnegative, and ω is real.

In addition, the Hermiticity of Θ̂ forces any two harmonic modes H1(r) and
H2(r) with different frequencies ω1 and ω2 to have an inner product of zero.
Consider two normalized modes, H1(r) and H2(r), with frequencies ω1 and ω2:

ω2
1(H2, H1) = c2(H2, Θ̂H1) = c2(Θ̂H2, H1) = ω2

2(H2, H1)

=⇒ (ω2
1 − ω2

2)(H2, H1) = 0.
(18)

If ω1�=ω2, then we must have (H1, H2)=0 and we say H1 and H2 are orthogonal
modes. If two harmonic modes have equal frequencies ω1=ω2, then we say they
are degenerate and they are not necessarily orthogonal. For two modes to be
degenerate requires what seems, on the face of it, to be an astonishing coincidence:
two different field patterns happen to have precisely the same frequency. Usually
there is a symmetry that is responsible for the “coincidence”. For example, if
the dielectric configuration is invariant under a 120◦ rotation, modes that differ
only by a 120◦ rotation are expected to have the same frequency. Such modes are
degenerate and are not necessarily orthogonal.

However, since Θ̂ is linear, any linear combination of these degenerate modes
is itself a mode with that same frequency. As in quantum mechanics, we can
always choose to work with linear combinations that are orthogonal (see, e.g.,
Merzbacher, 1961). This allows us to say quite generally that different modes are
orthogonal, or can be arranged to be orthogonal.

The concept of orthogonality is most easily grasped by considering one-
dimensional functions. What follows is a brief explanation (not mathematically
rigorous, but perhaps useful to the intuition) that may help in understanding the
significance of orthogonality. For two real one-dimensional functions f (x) and
g(x) to be orthogonal means that

( f , g) =
∫

f (x)g(x)dx = 0. (19)

In a sense, the product f g must be negative at least as much as it is positive over
the interval of interest, so that the net integral vanishes. For example, the familiar
set of functions fn(x) = sin(nπx/L) are all orthogonal in the interval from x = 0 to
x = L. Note that each of these functions has a different number of nodes (locations
where fn(x) = 0, not including the end points). In particular, fn has n − 1 nodes.
The product of any two different fn is positive as often as it is negative, and the
inner product vanishes.
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The extension to a higher number of dimensions is a bit unclear, because the
integration is more complicated. But the notion that orthogonal modes of different
frequency have different numbers of spatial nodes holds rather generally. In fact,
a given harmonic mode will generally contain more nodes than lower-frequency
modes. This is analogous to the statement that each vibrational mode of a string
with fixed ends contains one more node than the one below it. This will be
important for our discussion in chapter 5.

Electromagnetic Energy and the Variational Principle

Although the harmonic modes in a dielectric medium can be quite complicated,
there is a simple way to understand some of their qualitative features. Roughly,
a mode tends to concentrate its electric-field energy in regions of high dielectric
constant, while remaining orthogonal to the modes below it in frequency. This
useful but somewhat vague notion can be expressed precisely through the elec-
tromagnetic variational theorem, which is analogous to the variational principle
of quantum mechanics. In particular, the smallest eigenvalue ω2

0/c2, and thus
the lowest-frequency mode, corresponds to the field pattern that minimizes the
functional:

Uf (H) �
(H, Θ̂H)
(H, H)

. (20)

That is, ω2
0/c2 is the minimum of Uf (H) over all conceivable field patterns H

(subject to the transversality constraint ∇ · H = 0). The functional Uf is sometimes
called the Rayleigh quotient, and appears in a similar variational theorem for any
Hermitian operator. We will refer to Uf as the electromagnetic “energy” functional,
in order to stress the analogy with analogous variational theorems in quantum and
classical mechanics that minimize a physical energy.

To verify the claim that Uf is minimized for the lowest-frequency mode, we
consider how small variations in H(r) affect the energy functional. Suppose that
we perturb the field H(r) by adding a small-amplitude function δH(r). What is the
resulting small change δUf in the energy functional? It should be zero if the energy
functional is really at a minimum, just as the ordinary derivative of a function
vanishes at an extremum. To find out, we evaluate the energy functional at H + δH
and at H, and then compute the difference δUf :

Uf (H + δH) = (H + δH, Θ̂H + Θ̂δH)
(H + δH, H + δH)

Uf (H) = (H, Θ̂H)
(H, H)

δUf (H) � Uf (H + δH)− Uf (H)

(21)
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Ignoring terms higher than first order in δH, we can write δUf in the form
δUf ≈ [(δH, G)+ (G, δH)]/2, where G is given by

G(H) = 2
(H, H)

(
Θ̂H −

[
(H, Θ̂H)
(H, H)

]
H

)
. (22)

This G can be interpreted as the gradient (rate of change) of the functional Uf with
respect to H.12 At an extremum, δUf must vanish for all possible shifts δH, which
implies that G = 0. This implies that the parenthesized quantity in (22) is zero,
which is equivalent to saying that H is an eigenvector of Θ̂. Therefore, Uf is at an
extremum if and only if H is a harmonic mode. More careful considerations show
that the lowest-ω electromagnetic eigenmode H0 minimizes Uf . The next-lowest-ω
eigenmode will minimize Uf within the subspace of functions that are orthogonal
to H0, and so on.

In addition to providing a useful characterization of the modes of Θ̂, the
variational theorem is also the source of the heuristic rules about modes that
were alluded to earlier in this section. This is most easily seen after rewriting the
energy functional in terms of E. Beginning with an eigenmode H that minimizes
Uf , we rewrite the numerator of (20) using (11), (8), and (9), and we rewrite the
denominator using (17) and (8). The result is:

Uf (H) = (∇ × E, ∇ × E)
(E, ε(r)E)

(23)

=
∫

d3r |∇ × E(r)|2∫
d3r ε(r)|E(r)|2 .

From this expression, we can see that the way to minimize Uf is to concentrate
the electric field E in regions of high dielectric constant ε (thereby maximizing the
denominator) and to minimize the amount of spatial oscillations (thereby mini-
mizing the numerator) while remaining orthogonal to lower-frequency modes.13

Although we derived (23) by starting with an eigenmode H and rewriting the
(minimized) energy functional in terms of E, it can be shown (using the E
eigenproblem of the next section) that (23) is also a valid variational theorem: the
lowest-frequency eigenmode is given by the E field that minimizes (23), subject to
∇ · εE = 0.

The energy functional must be distinguished from the physical energy stored
in the electromagnetic field. The time-averaged physical energy can be separated

12 The analogous and perhaps more familiar expression for functions f (x) of a real vector x is
δ f ≈ δx · ∇ f = [δx · ∇ f + ∇ f · δx]/2, in terms of the gradient ∇ f . This is the first-order change
in f when x is perturbed by a small amount δx.

13 The analogous heuristic rule in quantum mechanics is to concentrate the wave function in regions
of low potential energy, while minimizing the kinetic energy and remaining orthogonal to lower-
energy eigenstates.
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into a contribution from the electric field, and a contribution from the magnetic
field:

UE �
ε0

4

∫
d3r ε(r)|E(r)|2

UH �
µ0

4

∫
d3r |H(r)|2.

(24)

In a harmonic mode, the physical energy is periodically exchanged between the
electric and magnetic fields, and one can show that UE = UH.14 The physical
energy and the energy functional are related, but there is an important difference.
The energy functional has fields in both the numerator and the denominator, and
is therefore independent of the field strength. The physical energy is proportional
to the square of the field strength. In other words, multiplying the fields by a
constant affects the physical energy but does not affect the energy functional. If
we are interested in the physical energy, we must pay attention to the amplitudes
of our modes, but if we are interested only in mode profiles, we might as well
normalize our modes.

Finally, we should also mention the expression for the rate of energy transport,
which is given by the Poynting vector, S:

S � 1
2

Re [E∗ × H] , (25)

where Re denotes the real part. This is the time-average flux of electromagnetic
energy in the direction of S, per unit time and per unit area, for a time-harmonic
field. We also sometimes refer to the component of S in a given direction as
the light intensity. The ratio of the energy flux to the energy density defines
the velocity of energy transport, a subject we return to in the section Bloch-Wave
Propagation Velocity of chapter 3.15

Magnetic vs. Electric Fields

We digress here to answer a question that commonly arises at this stage: why work
with the magnetic field instead of the electric field? In the previous sections, we
reformulated the Maxwell equations as an eigenvalue equation for the harmonic
modes of the magnetic field H(r). The idea was that for a given frequency, we
could solve for H(r) and then determine the E(r) via equation (8). But we could

14 This can be shown from equations (8) and (9) combined with the fact that ∇× is a Hermitian
operator (see footnote 11 on page 12). Thus, (µ0H, H) = (µ0H, − i

ωµ0
∇ × E) = (+ε0ε i

ωε0ε ∇ × H, E)=
(ε0εE, E).

15 These equations for energy density and flux are derived in, for example, Jackson (1998) from the
principle of conservation of energy. Note that the energy equations change in the presence of
nonnegligible material dispersion.
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have equally well tried the alternate approach: solve for the electric field in (6) and
then determine the magnetic field with (9). Why didn’t we choose this route?

By pursuing this alternate approach, one finds the condition on the electric
field to be

∇ × ∇ × E(r) =
(ω

c

)2
ε(r)E(r). (26)

Because there are operators on both sides of this equation, it is referred to as a
generalized eigenproblem. It is a simple matter to convert this into an ordinary
eigenproblem by dividing (26) by ε, but then the operator is no longer Hermitian.
If we stick to the generalized eigenproblem, however, then simple theorems
analogous to those of the previous section can be developed because the two
operators of the generalized eigenproblem, ∇ × ∇ × and ε(r), are easily shown
to be both Hermitian and positive semi-definite.16 In particular, it can be shown
that ω is real, and that two solutions E1 and E2 with different frequencies satisfy
an orthogonality relation: (E1, εE2) = 0.

For some analytical calculations, such as the derivation of the variational
equation (23) or the perturbation theory discussed in the next section, the E
eigenproblem is the most convenient starting point. However, it has one feature
that turns out to be undesirable for numerical computation: the transversality
constraint ∇ · εE = 0 depends on ε.

We can restore a simpler transversality constraint by using D instead of E, since
∇ · D = 0. Substituting D/ε0ε for E in (26) and dividing both sides by ε (to keep
the operator Hermitian) yields

1
ε(r)

∇ × ∇ × 1
ε(r)

D(r) =
(ω

c

)2 1
ε(r)

D(r). (27)

This is a perfectly valid formulation of the problem, but it seems unnecessarily
complicated because of the three factors of 1/ε (as opposed to the single factor in
the H or E formulations). For these reasons of mathematical convenience, we tend
to prefer the H form for numerical calculations.17

The Effect of Small Perturbations

A perfectly linear and lossless material is a very useful idealization, and many real
materials are excellent approximations of this idealization. But of course no mate-
rial is perfectly linear and transparent. We can enlarge the scope of our formalism

16 The ε(r) operator on the right-hand side is actually positive definite: (E, εE) is strictly positive for
any nonzero E. This is necessary for the generalized eigenproblem to be well behaved.

17 If a relative permeability µ �= 1 is included, the E and H eigenproblems take on similar forms. In that
case, ∇ × 1

ε ∇ × H = (
ω
c

)2
µH with ∇ · µH = 0, compared to ∇ × 1

µ ∇ × E = (
ω
c

)2
εE with ∇ · εE = 0.

See, e.g., Sigalas et al. (1997) and Drikis et al. (2004).
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considerably by allowing for small nonlinearities and material absorption, using
the well-developed perturbation theory for linear Hermitian eigenproblems.
More generally, we may be interested in many types of small deviations from an
initial problem. The idea is to begin with the harmonic modes of the idealized
problem, and use analytical tools to approximately evaluate the effect of small
changes in the dielectric function on the modes and their frequencies. For many
realistic problems, the error in this approximation is negligible.

The derivation of perturbation theory for a Hermitian eigenproblem is straight-
forward and is covered in many texts on quantum mechanics, such as Sakurai
(1994). Suppose a Hermitian operator Ô is altered by a small amount ∆Ô. The
resulting eigenvalues and eigenvectors of the perturbed operator can be written as
series expansions, in terms that depend on increasing powers of the perturbation
strength ∆Ô. The resulting equation can be solved order-by-order using only the
eigenmodes of the unperturbed operator.

Since we are interested in changes ∆ε(r), the combination of ε(r) with curls
in equation (7) is inconvenient, and it turns out to be easier to work with
equation (26). By applying the perturbation procedure to equation (26), we obtain
a simple formula for the frequency shift ∆ω that results from a small perturbation
∆ε of the dielectric function:

∆ω = −ω

2

∫
d3r ∆ε(r)|E(r)|2∫
d3r ε(r)|E(r)|2 + O(∆ε2). (28)

In this equation, ω and E are the frequency and the mode profile for the
perfectly linear and lossless (unperturbed) dielectric function ε. The error in this
approximation is proportional to the square of ∆ε and can be neglected in many
practical cases, for which |∆ε|/ε is 1% or smaller.

Although we refer the reader to other texts for a rigorous derivation of
equation (28), we point out an intuitive interpretation. Consider the case of a
material with a refractive index n = √

ε, in which the index is perturbed in some
regions by an amount ∆n. The volume integral in the numerator of equation (28)
has nonzero contributions only from the perturbed regions. Writing ∆ε ≈ ε ·2∆n/n,
and supposing that ∆n/n is the same in all the perturbed regions (and can
therefore be brought outside the integral), we obtain

∆ω

ω
≈ −∆n

n
· (fraction of

∫
ε|E|2 in the perturbed regions ). (29)

We see that the fractional change in frequency is equal to the fractional change
in index multiplied by the fraction of the electric-field energy inside the per-
turbed regions. The minus sign appears because an increase in the refractive
index lowers the mode frequencies, as can be understood from the variational
equation (23).

A small absorption loss can be represented by a small imaginary part of the
dielectric function. This does not present any obstacle to the perturbation theory,
which requires only that the unperturbed problem be Hermitian; the perturbation
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can be non-Hermitian. Thus, a small imaginary ∆ε = iδ leads to a small imaginary
∆ω = −iγ/2, where γ = ω

∫ |E|2δ/
∫

ε|E|2. This corresponds to a field that is
exponentially decaying in time as e−γt/2. The factor γ is the decay rate for the
energy of the mode. It is also possible to consider a gain medium, in which an
external energy source is pumping atomic or molecular excited states, by reversing
the sign of the imaginary ∆ε. The corresponding modes experience exponential
growth, although in any real system the growth must eventually halt at some finite
value.

If a material is only weakly nonlinear, then there will be a small shift ∆ε in
the dielectric function that is proportional to either the amplitude of the field or
its intensity (depending on the material). Perturbation theory is nearly exact for
many problems with optical nonlinearities because the maximum changes in the
refractive index are typically much less than 1%. Despite this small perturbation
strength, the consequences can be profound and fascinating if the perturbations
are allowed to accumulate for a long time. A full appraisal of the riches of
nonlinear systems is generally beyond the scope of this book, although we will
examine restricted examples in chapters 9 and 10.

The formula (28) is applicable to a wide range of possible perturbations. Some of
the most interesting of these are time-variable external perturbations, such as are
imposed by an external electromagnetic field or the variation of dielectric constant
with temperature. However, we warn that there are cases in which the formula
is not applicable. For example, a small displacement of the boundary between two
materials certainly counts as a small perturbation of the system, but if the materials
have highly dissimilar dielectric constants ε1 and ε2, then the moving discontinuity
in the dielectric function renders equation (28) invalid. In this case, if a block of the
ε1-material is moved towards the ε2-material by a distance ∆h (perpendicular to
the boundary), the correct expression for the frequency shift involves a surface
integral over the interface (Johnson et al., 2002a):

∆ω = −ω

2

∫∫
d2r

[
(ε1 − ε2)|E‖(r)|2 −

(
1
ε1

− 1
ε2

)
|εE⊥(r)|2

]
∆h

∫
d3r ε(r)|E(r)|2 + O(∆h2). (30)

In this expression, E‖ is the component of E that is parallel to the surface, and
εE⊥ is the component of εE that is perpendicular to the surface. (Both of these
components are guaranteed to be continuous across a dielectric interface.) This
expression assumes that ∆h is small compared to the transverse extent of the
shifted portion of the material. If instead the surface-parallel extent of the shifted
material is comparable to ∆h or smaller (so that the perturbation is more like a
“bump” than a shifted interface), then a more complicated correction is needed
(Johnson et al., 2005).

The preceding example is one of several new developments in perturbation
theory that can be found in the literature. New twists on the classic perturbative
approaches have been required to deal correctly with the high material contrasts
and strong periodicities that characterize photonic crystals.
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Scaling Properties of the Maxwell Equations

One interesting feature of electromagnetism in dielectric media is that there is no
fundamental length scale other than the assumption that the system is macro-
scopic. In atomic physics, the spatial scale of the potential function is generally set
by the fundamental length scale of the Bohr radius. Consequently, configurations
of material that differ only in their overall spatial scale nevertheless have very
different physical properties. For photonic crystals, there is no fundamental
constant with the dimensions of length—the master equation is scale invariant. This
leads to simple relationships between electromagnetic problems that differ only by
a contraction or expansion of all distances.

Suppose, for example, we have an electromagnetic eigenmode H(r) of fre-
quency ω in a dielectric configuration ε(r). We recall the master equation (7):

∇ ×
(

1
ε(r)

∇ × H(r)
)

=
(ω

c

)2
H(r). (31)

Now suppose we are curious about the harmonic modes in a configuration of
dielectric ε′(r) that is just a compressed or expanded version of ε(r): ε′(r) = ε(r/s)
for some scale parameter s. We make a change of variables in (31), using r′ = sr
and ∇′ = ∇/s:

s∇′ ×
(

1
ε(r ′/s)

s∇′ × H(r ′/s)
)

=
(ω

c

)2
H(r ′/s). (32)

But ε(r ′/s) is none other than ε′(r ′). Dividing out the s’s shows that

∇′ ×
(

1
ε′(r ′)

∇′ × H(r ′/s)
)

=
( ω

cs

)2
H(r ′/s). (33)

This is just the master equation again, this time with mode profile H′(r ′) = H(r ′/s)
and frequency ω′ = ω/s. What this means is that the new mode profile and its
corresponding frequency can be obtained by simply rescaling the old mode profile
and its frequency. The solution of the problem at one length scale determines the
solutions at all other length scales.

This simple fact is of considerable practical importance. For example, the
microfabrication of complex micron-scale photonic crystals can be quite difficult.
But models can be easily made and tested in the microwave regime, at the much
larger length scale of centimeters, if materials can be found that have nearly the
same dielectric constant. The considerations in this section guarantee that the
model will have the same electromagnetic properties.

Just as there is no fundamental length scale, there is also no fundamental value
of the dielectric constant. Suppose we know the harmonic modes of a system
with dielectric configuration ε(r), and we are curious about the modes of a system
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with a dielectric configuration that differs by a constant factor everywhere, so that
ε′(r) = ε(r)/s2. Substituting s2ε′(r) for ε(r) in (31) yields

∇ ×
(

1
ε′(r)

∇ × H(r)
)

=
( sω

c

)2
H(r). (34)

The harmonic modes H(r) of the new system are unchanged,18 but the frequencies
are all scaled by a factor s: ω → ω′ = sω. If we multiply the dielectric constant
everywhere by a factor of 1/4, the mode patterns are unchanged but their
frequencies double.

Combining the above two relations, we see that if we scale ε by s2 and
also rescale the coordinates by s, the frequency ω is unchanged. This simple
scaling invariance is a special case of more general coordinate transformations.
Amazingly, it turns out that any coordinate transformation can be replaced simply
by a change of ε and µ while keeping ω fixed (Ward and Pendry, 1996). This can be
a powerful conceptual tool, because it allows one to warp and distort a structure
in complicated ways while retaining a similar form for the Maxwell equations.
In general, however, this change in ε and µ is not merely a multiplication by a
constant, as it is here.

Discrete vs. Continuous Frequency Ranges

The spectrum of a photonic crystal is the totality of all of the eigenvalues ω.
What does this spectrum look like? Is it a continuous range of values, like
a rainbow, or do the frequencies form a discrete sequence ω0, ω1, . . ., like the
vibration frequencies of a piano string? The next chapter will feature some specific
examples of spectra, but in this section we discuss this question in general
terms.

The answer depends on the spatial domain of the mode profiles H(r) (or E). If the
fields are spatially bounded, either because they are localized around a particular
point or because they are periodic in all three dimensions (and therefore represent
a bounded profile repeated indefinitely), then the frequencies ω form a discrete set.
Otherwise they can form a single continuous range, a set of continuous ranges, or a
combination of continuous ranges and discrete sets (for a combination of localized
and extended modes).

This property is quite general for many Hermitian eigenproblems. We will
argue below that it follows from the orthogonality of the modes. A host of
seemingly unrelated physical phenomena can be attributed to this abstract math-
ematical result: from the discrete energy levels in the spectrum of hydrogen
gas (in which the electron wave functions are localized around the nucleus) to
the distinct overtones of an organ pipe (in which the vibrating modes dwell
within a finite length). Other cases that are familiar to physics students are the

18 Note, however, that the relationship between E and H has changed by a factor of s, from equation (8).
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quantum-mechanical problem of a particle in a box (as in Liboff, 1992) and the
electromagnetic problem of microwaves in a metallic cavity (as in Jackson, 1998).
We will see in the chapters to come that this result, applied to photonic crystals,
leads to the concepts of discrete frequency bands and of localized modes near
crystal defects.

An intuitive explanation for the relation between the bounded spatial domain
of the eigenmodes and the discreteness of the frequency spectrum is as follows.19

Suppose that we have a continuous range of eigenvalues, so that we can vary the
frequency ω continuously and get some eigenmode Hω(r) for each ω. We now
argue that this continuum cannot be the spectrum of spatially bounded modes.
It is reasonable to suppose that, as we change ω continuously, the field Hω can
be made to change continuously as well, so that for an arbitrarily small change
δω there is a correspondingly small change δH. Any drastic difference in the
fields would correspond to a very different value of the electromagnetic energy
functional and hence of the frequency. (An exception is made for systems with
spatial symmetries that produce degeneracies, as discussed in the next chapter,
but a similar argument implies that a bounded system has at most a finite
number of degenerate modes with a given eigenvalue.) On the other hand, two
spatially bounded modes H and H + δH that are arbitrarily similar cannot also be
orthogonal: their inner product is (H, H)+ (H, δH), where the first term is positive
and the second term is arbitrarily small for integration over a finite domain,
i.e. a system with spatially bounded modes. Thus, the continuous spectrum is
incompatible with the required orthogonality of the modes, unless the modes are
of unbounded spatial extent.

We will see in the next chapter that many interesting electromagnetic systems
exhibit both discrete localized modes and a continuum of extended states. This is
not too different from the case of a hydrogen atom, which has both bound electron
states with discrete energy levels and also a continuum of freely propagating states
for electrons with a kinetic energy greater than the ionization energy.

Electrodynamics and Quantum Mechanics Compared

As a compact summary of the topics in this chapter, and for the benefit of those
readers familiar with quantum mechanics, we now present some similarities
between our formulation of electrodynamics in dielectric media and the quantum
mechanics of noninteracting electrons (see table 1). This analogy is developed
further in appendix A.

In both cases, we decompose the fields into harmonic modes that oscillate with
a phase factor e−iωt. In quantum mechanics, the wave function is a complex scalar
field. In electrodynamics, the magnetic field is a real vector field and the complex
exponential is just a mathematical convenience.

19 For a more formal discussion, see e.g. Courant and Hilbert (1953, chap. 6).
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Table 1

Quantum Mechanics Electrodynamics

Field Ψ(r, t) = Ψ(r)e−iEt/� H(r, t) = H(r)e−iωt

Eigenvalue problem ĤΨ = EΨ Θ̂H = (
ω
c
)2 H

Hermitian operator Ĥ = − �2

2m ∇2 + V(r) Θ̂ = ∇ × 1
ε(r)∇ ×

Comparison of quantum mechanics and electrodynamics.

In both cases, the modes of the system are determined by a Hermitian
eigenvalue equation. In quantum mechanics, the frequency ω is related to the
eigenvalue via E = �ω, which is meaningful only up to an overall additive
constant V0.20 In electrodynamics, the eigenvalue is proportional to the square of
the frequency, and there is no arbitrary additive constant.

One difference we did not discuss, but is apparent from Table 1, is that
in quantum mechanics, the Hamiltonian is separable if V(r) is separable. For
example, if V(r) is the sum of one-dimensional functions Vx(x) + Vy(y) + Vz(z),
then we can write Ψ as a product Ψ(r) = X(x)Y(y)Z(z) and the problem separates
into three more manageable problems, one for each direction. In electrodynamics,
such a factorization is not generally possible: the differential operator, Θ̂, couples
the different coordinates even if ε(r) is separable. This makes analytical solutions
rare, and generally confined to very simple systems.21 To demonstrate most of the
interesting phenomena associated with photonic crystals, we will usually make
use of numerical solutions.

In quantum mechanics, the lowest eigenstates typically have the amplitude of
the wave function concentrated in regions of low potential, while in electrody-
namics the lowest modes have their electric-field energy concentrated in regions
of high dielectric constant. Both of these statements are made quantitative by a
variational theorem.

Finally, in quantum mechanics, there is usually a fundamental length scale
that prevents us from relating solutions to potentials that differ by a scale factor.
Electrodynamics is free from such a length scale, and the solutions we obtain are
easily scaled up or down in length scale and frequency.

20 Here � � h/2π is given by Planck’s constant h, a fundamental constant with an approximate value
h ≈ 6.626 × 10−34 J sec.

21 It is possible to achieve a similar separation of the Maxwell equations in two dimensions, or in
systems with cylindrical symmetry, but even in these cases the separation is usually achieved
only for a particular polarization (Chen, 1981; Kawakami, 2002; Watts et al., 2002). In these special
cases, the Maxwell equations can be written in a Schrödinger-like form. [The separable cases of
the Schrödinger equation were enumerated by Eisenhart (1948).] On the other hand, if ε does
not depend on a particular coordinate, then that particular dimension of the problem is always
separable, as we will see in the section Continuous Translational Symmetry of chapter 3.
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Further Reading

A particularly lucid undergraduate text on electromagnetism is Griffiths (1989).
A more advanced and complete treatment of the macroscopic Maxwell equations,
including a derivation from their microscopic counterparts, is contained in Jackson
(1998). To explore the analogy between our formalism and the Schrödinger
equation of quantum mechanics, consult the first few chapters of any introductory
quantum mechanics text. In particular, Shankar (1982), Liboff (1992), and Sakurai
(1994) develop the properties of the eigenstates of a Hermitian operator with
proofs very similar to our own. The first two are undergraduate texts; the third
is at the graduate level. A more formal mathematical approach to the subject of
Hermitian operators leads to the field of functional analysis, as introduced in, e.g.,
Gohberg et al. (2000).
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Symmetries and Solid-State Electromagnetism

IF A DIELECTRIC STRUCTURE has a certain symmetry, then the symmetry offers
a convenient way to categorize the electromagnetic modes of that system. In
this chapter, we will investigate what various symmetries of a system can tell
us about its electromagnetic modes. Translational symmetries (both discrete and
continuous) are important because photonic crystals are periodic dielectrics, and
because they provide a natural setting for the discussion of band gaps. Some of
the terminology of solid-state physics is appropriate, and will be introduced. We
will also investigate rotational, mirror, inversion, and time-reversal symmetries.

Using Symmetries to Classify Electromagnetic Modes

In both classical mechanics and quantum mechanics, we learn the lesson that the
symmetries of a system allow one to make general statements about that system’s
behavior. Because of the mathematical analogy we pursued in the last chapter, it
is not too surprising that careful attention to symmetry also helps to understand
the properties of electromagnetic systems. We will begin with a concrete example
of a symmetry and the conclusion we may draw from it, and will then pass on to
a more formal discussion of symmetries in electromagnetism.

Suppose we want to find the modes that are allowed in the two-dimensional
metal cavity shown in figure 1. Its shape is somewhat arbitrary, which would make
it difficult to write down the exact boundary condition and solve the problem
analytically. But the cavity has an important symmetry: if you invert the cavity
about its center, you end up with exactly the same cavity shape. So if, somehow, we
find that the particular pattern H(r) is a mode with frequency ω, then the pattern
H(−r) must also be a mode with frequency ω. The cavity cannot distinguish
between these two modes, since it cannot tell r from −r.
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+ + ++

Figure 1: A two-dimensional metallic cavity with inversion symmetry. Red and blue suggest

positive and negative fields. On the left, an even mode occupies the cavity, for which H(r)
= H(−r). On the right, an odd mode occupies the cavity, for which H(r) = −H(−r).

Recall from chapter 2 that different modes with the same frequency are said
to be degenerate. Unless H(r) is a member of a degenerate family of modes,
then if H(−r) has the same frequency it must be the same mode. It must be
nothing more than a multiple of H(r): H(−r) = αH(r). But what is α? If we
invert the system twice, picking up another factor of α, then we return to the
original function H(r). Therefore α2H(r) = H(r), and we see that α = 1 or −1. A
given nondegenerate mode must be one of two types: either it is invariant under
inversion, H(−r) = H(r), and we call it even; or, it becomes its own opposite,
−H(−r) = H(r), and we call it odd.1 These possibilities are depicted in figure 1.
We have classified the modes of the system based on how they respond to one of
its symmetry operations.

With this example in mind, we can capture the essential idea in more abstract
language. Suppose I is an operator (a 3 × 3 matrix) that inverts vectors (3 × 1
matrices), so that Ia = −a. To invert a vector field, we use an operator ÔI

that inverts both the vector f and its argument r: ÔIf(r) = If(Ir).2 What is
the mathematical expression of the statement that our system has inversion
symmetry? Since inversion is a symmetry of our system, it does not matter
whether we operate with Θ̂ or we first invert the coordinates, then operate with
Θ̂, and then change them back:

Θ̂ = Ô−1
I Θ̂ÔI . (1)

1 This dichotomy is not automatically true of degenerate modes. But we can always form new modes
that are even or odd, by taking appropriate linear combinations of the degenerate modes.

2 This is a special case of the operator defined later in equation (14). There is a minor complication
here because H is a pseudovector and E is a vector, as proved in Jackson (1998). This means that
H transforms with a plus sign (IH = +H), while E transforms with a minus sign (IE = −E). That
is, ÔIH(r) = +H(−r), and ÔIE(r) = −E(−r). An even mode is defined as one that is invariant
under the inversion ÔI , which means that an even mode has H(r) = H(−r) and E(r) = −E(−r).
Similarly, an odd mode is defined as one that acquires a minus sign under the inversion ÔI , so that
H(r) = −H(−r) and E(r) = E(−r).
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This equation can be rearranged as ÔIΘ̂ − Θ̂ÔI = 0. Following this cue, we define
the commutator [Â, B̂] of two operators Â and B̂ just like the commutator in
quantum mechanics:

[Â, B̂] � ÂB̂ − B̂Â. (2)

Note that the commutator is itself an operator. We have shown that our system is
symmetric under inversion only if the inversion operator commutes with Θ̂; that
is, we must have [ÔI , Θ̂] = 0. If we now operate with this commutator on any
mode of the system H(r), we obtain

[ÔI , Θ̂]H = ÔI(Θ̂H)− Θ̂(ÔIH) = 0

=⇒ Θ̂(ÔIH) = ÔI(Θ̂H) = ω2

c2 (ÔIH). (3)

This equation tells us that if H is a harmonic mode with frequency ω, then ÔIH
is also a mode with frequency ω. If there is no degeneracy, then there can only be
one mode per frequency, so H and ÔIH can be different only by a multiplicative
factor: ÔIH = αH. But this is just the eigenvalue equation for ÔI , and we
already know that the eigenvalues α must be either 1 or −1. Thus, we can classify
the eigenvectors H(r) according to whether they are even (H → +H) or odd
(H → − H) under the inversion symmetry operation ÔI .

What if there is degeneracy in the system? Then two modes may have the same
frequency, but might not be related by a simple multiplier. Although we will not
demonstrate it, we can always form linear combinations of such degenerate modes
to make modes that are themselves even or odd.

Generally speaking, whenever two operators commute, one can construct
simultaneous eigenfunctions of both operators. One reason why this is convenient
is that eigenfunctions and eigenvalues of simple symmetry operators like ÔI

are easily determined, whereas those for Θ̂ are not. But if Θ̂ commutes with a
symmetry operator Ŝ, we can construct and catalogue the eigenfunctions of Θ̂
using their Ŝ properties. In the case of inversion symmetry, we can classify the
Θ̂ eigenfunctions as either odd or even. We will find this approach useful in later
sections when we introduce translational, rotational, and mirror symmetries.

Continuous Translational Symmetry

Another symmetry that a system might have is continuous translation symmetry.
Such a system is unchanged if we translate everything through the same distance
in a certain direction. Given this information, we can determine the functional
form of the system’s modes.

A system with translational symmetry is unchanged by a translation through a
displacement d. For each d, we can define a translation operator T̂d which, when
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operating on a function f(r), shifts the argument by d. Suppose our system is
translationally invariant; then we have T̂dε(r) = ε(r − d) = ε(r), or equivalently,
[T̂d, Θ̂] = 0. The modes of Θ̂ can now be classified according to how they behave
under T̂d.

A system with continuous translation symmetry in the z direction is invariant
under all of the T̂d’s for that direction. What sort of function is an eigenfunction
of all the T̂d’s? We can prove that a mode with the functional form eikz is an
eigenfunction of any translation operator in the z direction:

T̂dẑeikz = eik(z−d) = (e−ikd)eikz. (4)

The corresponding eigenvalue is e−ikd. With a little more work, one can show the
converse, too: any eigenfunction of T̂d for all d = dẑ must be proportional to eikz

for some k.3 The modes of our system can be chosen to be eigenfunctions of all the
T̂d’s, so we therefore know they should have a z dependence of the functional form
eikz (the z dependence is separable). We can classify them by the particular values
for k, the wave vector. (k must be a real number in an infinite system where we
require the modes to have bounded amplitudes at infinity.)

A system that has continuous translational symmetry in all three directions is a
homogeneous medium: ε(r) is a constant ε (= 1 for free space). Following a line of
argument similar to the one above, we can deduce that the modes must have the
form

Hk(r) = H0eik·r, (5)

where H0 is any constant vector. These are plane waves, polarized in the direction
of H0. Imposing the transversality requirement—equation (5) of chapter 2—gives
the further restriction k · H0 = 0. The reader can also verify that these plane waves
are in fact solutions of the master equation with eigenvalues (ω/c)2 = |k|2/ε,
yielding the dispersion relation ω = c|k|/√

ε. We classify a plane wave by its
wave vector k, which specifies how the mode is transformed by a continuous
translation operation.

Another simple system with continuous translational symmetry is an infinite
plane of glass, as shown in figure 2. In this case, the dielectric function varies in
the z direction, but not in the x or y directions: ε(r) = ε(z). The system is invariant
under all of the translation operators of the xy plane. We can classify the modes
according to their in-plane wave vectors, k = kxx̂ + kyŷ. The x and y dependence
must once again be a complex exponential (a plane wave):

Hk(r) = eik·ρh(z). (6)

3 If f (x) �= 0 is such an eigenfunction, then f (x − d) = λ(d) f (x) for all d and some eigenvalues λ(d).
Scale f (x) so that f (0) = 1 and thus f (x) = f (0 − [−x]) = λ(−x). Therefore, f (x + y) = f (x) f (y),
and the only anywhere-continuous functions with this property are f (x) = ecx for some constant c
(see, e.g., Rudin, 1964, ch. 8 exercise 6).
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z
ρ

Figure 2: A plane of glass. If the glass extends much farther in the x and y directions than in

the z direction, we may consider this system to be one-dimensional: the dielectric function

ε(r) varies in the z direction, but has no dependence on the in-plane coordinate ρ.

This is the first of many occasions in which we will use the symbol ρ to denote a
vector that is confined to the xy plane. The function h(z) (which depends on k)
cannot be determined by this line of reasoning, because the system does not have
translational symmetry in that direction. (The transversality condition does imply
one restriction on h: substitution of (6) into ∇ · Hk = 0 gives k · h = i∂hz/∂z.)

The reason why the modes are described by equation (6) can also be understood
with an intuitive argument. Consider three non-collinear neighboring points at
r, r + dx, and r + dy, all of which have the same z value. Due to symmetry, these
three points should be treated equally, and should have the same magnetic field
amplitude. The only conceivable difference could be the variation in the phase
between the points. But once we choose the phase differences between these three
points, we set the phase relationships between all the points. We have effectively
specified kx and ky at one point, but they must be universal to the plane. Otherwise
we could distinguish different locations in the plane by their phase relationships.
Along the z direction, however, this restriction does not hold. Each plane is at a
different distance from the bottom of the glass structure and can conceivably have
a different amplitude and phase.

We have seen that we can classify the modes by their values of k. Although
we cannot yet say anything about h(z), we can nevertheless line up the modes
(whatever they may be) in order of increasing frequency for a given value of k. Let
n stand for a particular mode’s place in line of increasing frequency, so that we can
identify any mode by its unique name (k, n). If there is degeneracy, then we might
have to include an additional index to name the degenerate modes that have the
same n and k.

We call n the band number. If the spectrum is discrete for a given k, we can use
integers for n, but sometimes the band number is actually a continuous variable.
As the n value grows, so too does the frequency of the mode. If we make a
plot of wave vector versus mode frequency for the plane of glass, the different
bands correspond to different lines that rise uniformly in frequency. This band
structure (also called a band diagram or dispersion relation) is shown in figure 3
and is considered in more detail below. We computed it by solving the master
equation (7) of chapter 2 numerically.
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Figure 3: Harmonic mode frequencies for a plane of glass of thickness a and ε = 11.4.

Blue lines correspond to modes that are localized in the glass. The shaded blue region is a

continuum of states that extend into both the glass and the air around it. The red line is the

light line ω = ck. This plot shows modes of only one polarization, for which H is perpendicular

to both the z and k directions.

Another way to state the significance of continuous translational symmetry
is that the components of the wave vector k along the symmetry directions are
conserved quantities. If a field pattern starts out with a particular eigenvalue e−ikd

of T̂d (which commutes with Θ̂), then it will have that eigenvalue at all future
times. Such conservation laws have far-reaching consequences, as we will see in
subsequent sections.4

Index guiding

Returning to the infinite plane of glass, we now discuss one of the most well-
known phenomena in classical optics, total internal reflection. The familiar
description of this phenomenon is that light rays within the glass that strike the
interface with the air (or any lower-index medium) at too shallow an angle are
totally reflected, and remain confined to the glass (forming a planar waveguide).

4 For experts, we can state more generally that the irreducible representation of the symmetry group
is conserved in a linear system. This is easily proved from the fact that the projection operator for
the group representation (see, e.g. Inui et al., 1996) commutes with the time-evolution operator.
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θ1

θ2

ε1 ε2

kk||

Figure 4: For a flat interface between two dielectrics ε1 and ε2, light can be described by a

ray with an incident angle θ1 and a refracted angle θ2 given by Snell’s law. When ε2 < ε1, we

can have no solution θ2 for certain θ1, and the light undergoes total internal reflection.

A generalization of this result follows from translational symmetry, which tells us that k‖ is

conserved.

In this section, we will describe this familiar phenomenon with the symmetry
language developed earlier in this chapter. We will see that, in a sense, the
confinement of light is a consequence of translational symmetry. Moreover,
symmetry considerations lead to a more general concept of index guiding than the
ray-optics picture might suggest, a result that forms the foundation of chapters 7
and 8.

The refraction of a light ray at an interface between two dielectrics ε1 and ε2,
illustrated in figure 4, is usually described in terms of Snell’s law: n1 sin θ1 =
n2 sin θ2, where ni is the refractive index

√
ε i and θi is the angle the ray makes

with the normal to the interface. If θ1 > sin−1(n2/n1), then the law would demand
sin θ2 > 1, for which there is no real solution; the interpretation is that the ray is
totally reflected. The critical angle θc = sin−1(n2/n1) exists only for n2 < n1, so
total internal reflection occurs only within the higher-index medium. Snell’s law,
however, is simply the combination of two conservation laws that follow from
symmetry: conservation of frequency ω (from the linearity and time-invariance of
the Maxwell equations), and conservation of the component k‖ of k that is parallel
to the interface (from the continuous translational symmetry along the interface, as
we noted above). In particular, k‖ = |k| sin θ, and |k| = nω/c from the dispersion
relation. We obtain Snell’s law by setting k‖ equal on both sides of the interface.
The advantage of this way of thinking about the problem is that we are now in a
position to generalize beyond the ray-optics regime (which is valid only on length
scales much larger than the wavelength of light).

Let us now be a little more concrete. Consider a plane of glass of width a
centered about the origin. We now wish to understand the band structure of
the electromagnetic modes, by which we mean the frequency ω versus the wave
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vector k‖ (both of which are conserved quantities). This plot, shown in figure 3, is
described below.

First, consider the modes that are not confined to the glass, and extend into
the air and out to infinity. Far away from the glass, these modes must closely
resemble free-space plane waves. These are superpositions of plane waves with

ω = c|k| = c
√

k2
‖ + k2

⊥ for some perpendicular real wave vector component k⊥. For
a given value of k‖, there will be modes with every possible frequency greater than
ck‖, because k⊥ can take any value. Thus the spectrum of states is continuous for
all frequencies above the light line ω = ck‖, which is marked with a red line in
figure 3. The region of the band structure with ω > ck‖ is called the light cone. The
modes in the light cone are solutions of Snell’s law (less than the critical angle).

In addition to the light cone, the glass plate introduces new electromagnetic
solutions that lie below the light line. Because ε is larger in the glass than in air,
these modes have lower frequencies relative to the values the corresponding modes
would have in free space (as demanded by the variational theorem, equation (23)
of chapter 2). These new solutions must be localized in the vicinity of the glass.
Below the light line, the only solutions in air are those with imaginary k⊥ =
±i

√
k2

‖ − ω2/c2, corresponding to fields that decay exponentially (are evanescent)
away from the glass. We call these the index-guided modes, and from the section
Discrete vs. Continuous Frequency Ranges of chapter 2 we expect that for a given k‖
they form a set of discrete frequencies, because they are localized in one direction.
Thus, we obtain the discrete bands ωn(k‖) below the light line in figure 3. In the
limit of larger and larger |k‖|, one obtains more and more guided bands, and
eventually one approaches the ray-optics limit of totally internally reflected rays
with a continuum of angles θ > θc.

Discrete Translational Symmetry

Photonic crystals, like traditional crystals of atoms or molecules, do not have
continuous translational symmetry. Instead, they have discrete translational sym-
metry. That is, they are not invariant under translations of any distance, but
rather, only distances that are a multiple of some fixed step length. The simplest
example of such a system is a structure that is repetitive in one direction, like the
configuration in figure 5.

For this system we still have continuous translational symmetry in the x
direction, but now we have discrete translational symmetry in the y direction.
The basic step length is the lattice constant a, and the basic step vector is
called the primitive lattice vector, which in this case is a = aŷ. Because of this
discrete symmetry, ε(r) = ε(r ± a). By repeating this translation, we see that
ε(r) = ε(r + R) for any R that is an integral multiple of a; that is, R = �a, where
� is an integer.
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a
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y
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Figure 5: A dielectric configuration with discrete translational symmetry. If we imagine

that the system continues forever in the y direction, then shifting the system by an integral

multiple of a in the y direction leaves it unchanged. The repeated unit of this periodic system

is framed with a box. This particular configuration is employed in distributed-feedback lasers,

as in Yariv (1997).

The dielectric unit that we consider to be repeated over and over, highlighted
in figure 5 with a box, is known as the unit cell. In this example, the unit cell is an
xz slab of dielectric material with width a in the y direction.

Because of the translational symmetries, Θ̂ must commute with all of the
translation operators in the x direction, as well as the translation operators for
lattice vectors R = �aŷ in the y direction. With this knowledge, we can identify
the modes of Θ̂ as simultaneous eigenfunctions of both translation operators. As
before, these eigenfunctions are plane waves:

T̂dx̂eikx x = eikx(x−d) = (e−ikxd)eikx x

T̂Reikyy = eiky(y−�a) = (e−iky�a)eikyy.
(7)

We can begin to classify the modes by specifying kx and ky. However, not all values
of ky yield different eigenvalues. Consider two modes, one with wave vector ky

and the other with wave vector ky + 2π/a. A quick insertion into (7) shows that
they have the same T̂R eigenvalues. In fact, all of the modes with wave vectors
of the form ky + m(2π/a), where m is an integer, form a degenerate set; they all
have the same T̂R eigenvalue of e−i(ky�a). Augmenting ky by an integral multiple
of b = 2π/a leaves the state unchanged. We call b = bŷ the primitive reciprocal
lattice vector.

Since any linear combination of these degenerate eigenfunctions is itself an
eigenfunction with the same eigenvalue, we can take linear combinations of our
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original modes to put them in the form

Hkx ,ky(r) = eikx x
∑

m

cky ,m(z)ei(ky+mb)y

= eikx x · eikyy ·
∑

m

cky ,m(z)eimby

= eikx x · eikyy · uky(y, z),

(8)

where the c’s are expansion coefficients to be determined by explicit solution, and
u(y, z) is (by construction) a periodic function in y: by inspection of equation (8),
we can verify that u(y + �a, z) = u(y, z).

The discrete periodicity in the y direction leads to a y dependence for H that is
simply the product of a plane wave with a y-periodic function. We can think of it
as a plane wave, as it would be in free space, but modulated by a periodic function
because of the periodic lattice:

H(. . . , y, . . .) ∝ eikyy · uky(y, . . .). (9)

This result is commonly known as Bloch’s theorem. In solid-state physics, the
form of (9) is known as a Bloch state (as in Kittel, 1996), and in mechanics as a
Floquet mode (as in Mathews and Walker, 1964). We will use the former name.5

One key fact about Bloch states is that the Bloch state with wave vector ky

and the Bloch state with wave vector ky + mb are identical. The ky’s that differ
by integral multiples of b = 2π/a are not different from a physical point of view.
Thus, the mode frequencies must also be periodic in ky: ω(ky) = ω(ky + mb). In
fact, we need only consider ky to exist in the range −π/a < ky � π/a. This region
of important, nonredundant values of ky is called the Brillouin zone.6 Readers
unfamiliar with the notion of a reciprocal lattice or a Brillouin zone might find
appendix B a useful introduction to that material.

We digress briefly to make the analogous statements that apply when the
dielectric is periodic in three dimensions; here we skip the details and summarize
the results. In this case the dielectric is invariant under translations through
a multitude of lattice vectors R in three dimensions. Any one of these lattice
vectors can be written as a particular combination of three primitive lattice vectors
(a1, a2, a3) that are said to “span” the space of lattice vectors. In other words, every
R = �a1 + ma2 + na3 for some integers �, m, and n. As explained in appendix B, the
vectors (a1, a2, a3) give rise to three primitive reciprocal lattice vectors (b1, b2, b3)
defined so that ai · bj = 2πδij. These reciprocal vectors span a reciprocal lattice of
their own which is inhabited by wave vectors.

5 In fact, the essentials of this theorem were discovered independently at least four different times
(in four languages), by Hill (1877), Floquet (1883), Lyapunov (1892), and Bloch (1928). With this in
mind, it is not surprising that the nomenclature is often confusing.

6 Strictly speaking, this is known as the first Brillouin zone.
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The modes of a three-dimensional periodic system are Bloch states that can
be labelled by a Bloch wave vector k = k1b1 + k2b2 + k3b3 where k lies in the
Brillouin zone. For example, for a crystal in which the unit cell is a rectangular
box, the Brillouin zone is given by |ki| � 1/2. Each value of the wave vector k
inside the Brillouin zone identifies an eigenstate of Θ̂ with frequency ω(k) and an
eigenvector Hk of the form

Hk(r) = eik·ruk(r), (10)

where uk(r) is a periodic function on the lattice: uk(r) = uk(r + R) for all lattice
vectors R.

Just as continuous translational symmetry leads to the conservation of the wave
vector, a corollary of Bloch’s theorem is that k is a conserved quantity in a periodic
system, modulo the addition of reciprocal lattice vectors. Addition of a reciprocal
lattice vector does not change an eigenstate or its propagation direction; it is
essentially a mere change of label, as discussed further in the section Bloch-Wave
Propagation Velocity. This is quite different from the free-space case, in which all
wave vectors represent physically distinct states. In the section The Physical Origin
of Photonic Band Gaps of chapter 4, we return to this question by considering a
plane wave in free space and imagining that a periodicity is slowly turned on by
gradually increasing the strength of a periodic dielectric perturbation.

Photonic Band Structures

From very general symmetry principles, we have just suggested that the electro-
magnetic modes of a photonic crystal with discrete periodicity in three dimensions
can be written as Bloch states, as in equation (10). All of the information about such
a mode is given by the wave vector k and the periodic function uk(r). To solve for
uk(r), we insert the Bloch state into the master equation (7) of chapter 2:

Θ̂Hk = (ω(k)/c)2Hk

∇ × 1
ε(r)

∇ × eik·ruk(r) = (ω(k)/c)2eik·ruk(r)

(ik + ∇)× 1
ε(r)
(ik + ∇)× uk(r) = (ω(k)/c)2uk(r)

Θ̂kuk(r) = (ω(k)/c)2uk(r).

(11)

Here we have defined Θ̂k as a new Hermitian operator that appears in this
substitution and depends on k:

Θ̂k � (ik + ∇)× 1
ε(r)
(ik + ∇)× . (12)
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The function u, and therefore the mode profiles, are determined by the eigenvalue
problem in the fourth equation of (11), subject to transversality (ik + ∇) · uk = 0
and the periodicity condition

uk(r) = uk(r + R). (13)

Because of this periodic boundary condition, we can regard the eigenvalue
problem as being restricted to a single unit cell of the photonic crystal. As was
discussed in the section Discrete vs. Continuous Frequency Ranges of chapter 2,
restricting a Hermitian eigenvalue problem to a finite volume leads to a discrete
spectrum of eigenvalues. We can expect to find, for each value of k, an infinite
set of modes with discretely spaced frequencies, which we can label by a band
index n.

Since k enters as a continuous parameter in Θ̂, we expect the frequency of
each band, for a given n, to vary continuously as k varies. In this way we
arrive at the description of the modes of a photonic crystal: They are a family
of continuous functions, ωn(k), indexed in order of increasing frequency by the
band number. The information contained in these functions is called the band
structure of the photonic crystal. Studying the band structure of a crystal supplies
us with most of the information we need to predict its optical properties, as we
will see.

For a given photonic crystal ε(r), how can we calculate the band structure
functions ωn(k)? Powerful computational techniques are available for the task,
but we will not discuss them extensively. The focus of this text is on concepts
and results, not on the numerical studies of the equations. A brief outline of
the technique that was used to generate the band structures in this text is in
appendix D. In essence, the technique relies on the fact that the last equation
of (11) is a standard eigenvalue equation that is readily solvable by an iterative
minimization technique for each value of k.

Rotational Symmetry and the Irreducible
Brillouin Zone

Photonic crystals might have symmetries other than discrete translations. A given
crystal might also be left invariant after a rotation, a mirror reflection, or an
inversion is performed. To begin, we examine the conclusions we can draw about
the modes of a system with rotational symmetry.

Suppose the operator (3 × 3 matrix)R(n̂, α) rotates vectors by an angle α about
the n̂ axis. AbbreviateR(n̂, α) byR. To rotate a vector field f(r), we take the vector
f and rotate it with R to give f′ = Rf. We also rotate the argument r of the vector
field: r′ = R−1r. Therefore f′(r′) = Rf(r′) = Rf(R−1r). Accordingly, we define the
vector field rotator ÔR as

ÔR · f(r) = Rf(R−1r). (14)
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If rotation by R leaves the system invariant, then we conclude (as before) that
[Θ̂, ÔR] = 0. Therefore, we may carry out the following manipulation:

Θ̂(ÔRHkn) = ÔR(Θ̂Hkn) =
(

ωn(k)
c

)2

(ÔRHkn). (15)

We see that ÔRHkn also satisfies the master equation, with the same eigenvalue
as Hkn. This means that the rotated mode is itself an allowed mode, with the
same frequency. We can further prove that the state ÔRHkn is none other than
the Bloch state with wave vector Rk. To do this, we must show that ÔRHkn is an
eigenfunction of the translation operator T̂R with eigenvalue e−iRk·R where R is a
lattice vector. We can do just that, using the fact that Θ̂ and ÔR commute and thus
R−1R must also be a lattice vector:

T̂R(ÔRHkn) = ÔR(T̂R−1RHkn)

= ÔR(e−i(k·R−1R)Hkn)

= e−i(k·R−1R)(ÔRHkn)

= e−i(Rk·R)ÔRHkn.

(16)

Since ÔRHkn is the Bloch state with wave vector Rk and has the same eigenvalue
as Hkn, it follows that

ωn(Rk) = ωn(k). (17)

We conclude that when there is rotational symmetry in the lattice, the frequency
bands ωn(k) have additional redundancies within the Brillouin zone. In a similar
manner, we can show that whenever a photonic crystal has a rotation, mirror-
reflection, or inversion symmetry, the ωn(k) functions have that symmetry as
well. This particular collection of symmetry operations (rotations, reflections, and
inversions) is called the point group of the crystal.

Since the functions ωn(k) possess the full symmetry of the point group, we need
not consider them at every k point in the Brillouin zone. The smallest region within
the Brillouin zone for which the ωn(k) are not related by symmetry is called the
irreducible Brillouin zone. For example, a photonic crystal with the symmetry of
a simple square lattice has a square Brillouin zone centered at k = 0, as depicted
in figure 6. (See appendix B for a fuller discussion of the reciprocal lattice and the
Brillouin zone.) The irreducible zone is a triangular wedge with 1/8 the area of the
full Brillouin zone; the rest of the Brillouin zone consists of redundant copies of
the irreducible zone.

Mirror Symmetry and the Separation of Modes

Mirror reflection symmetry in a photonic crystal deserves special attention. Under
certain conditions it allows us to separate the eigenvalue equation for Θ̂k into two
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Figure 6: Left: A photonic crystal made using a square lattice. An arbitrary vector r is shown.

Right: The Brillouin zone of the square lattice, centered at the origin (Γ). An arbitrary wave

vector k is shown. The irreducible zone is the light blue triangular wedge. The special points

at the center, corner, and face are conventionally known as Γ, M, and X.

separate equations, one for each field polarization. As we will see, in one case Hk

is perpendicular to the mirror plane and Ek is parallel; while in the other case,
Hk is in the plane and Ek is perpendicular. This simplification is convenient,
because it provides immediate information about the mode symmetries and also
facilitates the numerical calculation of their frequencies.

To show how this separation of modes comes about, let us turn again to the
dielectric system illustrated in figure 5, the notched dielectric. This system is
invariant under mirror reflections in the yz and xz planes. We focus on reflections
Mx in the yz plane (Mx changes x̂ to −x̂ and leaves ŷ and ẑ alone).7 In analogy with
our rotation operator, we define a mirror reflection operator ÔMx , which reflects a
vector field by using Mx on both its input and its output:

ÔMx f(r) = Mxf(Mxr). (18)

Two applications of the mirror reflection operator restore any system to its original
state, so the possible eigenvalues of ÔMx are +1 and −1. Because the dielectric
is symmetric under a mirror reflection in the yz plane, ÔMx commutes with
Θ̂: [Θ̂, ÔMx ] = 0. As before, if we operate on Hk with this commutator we can
show that ÔMx Hk is just the Bloch state with the reflected wave vector Mxk:

ÔMx Hk = eiφHMxk. (19)

Here, φ is an arbitrary phase. This relation does not restrict the reflection properties
of Hk very much, unless k happens to be pointed in such a way that Mxk = k.

7 Note that any slice perpendicular to the x axis is a valid mirror plane for our system. Thus
for any r in the crystal we can always find a plane such that Mxr = r. This is not true for My.
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When this is true, (19) becomes an eigenvalue problem and, using (18), we see that
Hk must obey

ÔMx Hk(r) = ±Hk(r) = MxHk(Mxr). (20)

Although we will not show it explicitly, the electric field Ek obeys a similar
equation, so that both the electric and magnetic fields must be either even or
odd under the ÔMx operation. But Mxr = r for any r in our dielectric (taken in
the two-dimensional yz plane). Therefore, since E transforms like a vector and
H transforms like a pseudovector (see footnote 2 on page 26), the only nonzero
field components of an ÔMx -even mode must be Hx, Ey, and Ez. The odd modes are
described by the components Ex, Hy, and Hz.

In general, given a reflection M such that [Θ̂, ÔM] = 0, this separation of modes
is only possible at Mr = r for Mk = k. Note from (11) that Θ̂k and ÔM will not
commute unless Mk = k. It appears that the separation of polarizations holds
only under fairly restricted conditions and is not that useful for three-dimensional
photonic-crystal analyses. (However, a generalization is discussed in the section
Symmetry and Polarization of chapter 7.)

On the other hand, these conditions can always be met for two-dimensional
photonic crystals. Two-dimensional crystals are periodic in a certain plane, but
are uniform along an axis perpendicular to that plane. Calling that axis the z
axis, we know that the operation ẑ → −ẑ is a symmetry of the crystal for
any choice of origin. It also follows that Mzk‖ = k‖ for all wave vectors k‖ in
the two-dimensional Brillouin zone. Thus the modes of every two-dimensional
photonic crystal can be classified into two distinct polarizations: either (Ex, Ey, Hz)
or (Hx, Hy, Ez). The former, in which the electric field is confined to the xy plane,
are called transverse-electric (TE) modes. The latter, in which the magnetic field is
confined to the xy plane, are called transverse-magnetic (TM) modes.8

Time-Reversal Invariance

We will discuss one more symmetry in detail, and it is of global significance: the
time-reversal symmetry. If we take the complex conjugate of the master equation
for Θ̂ [equation (7) of chapter 2], and use the fact that the eigenvalues are real for
lossless materials, we obtain

(Θ̂Hkn)∗ = ω2
n(k)
c2 H∗

kn

Θ̂H∗
kn = ω2

n(k)
c2 H∗

kn.

(21)

8 Classical waveguide theory sometimes uses different conventions for the meaning of “TE” and
“TM.” Our notation is common in the photonic-crystal literature, but it is wise to be aware that
other authors use different nomenclatures.
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By this manipulation, we see that H∗
kn satisfies the same equation as Hkn, with the

very same eigenvalue. But from (10) we see that H∗
kn is just a Bloch state at −k. It

follows that

ωn(k) = ωn(−k). (22)

The above relation holds for almost all photonic crystals.9 The frequency bands
have inversion symmetry even if the crystal does not. Taking the complex
conjugate of Hkn is equivalent to reversing the sign of time t in the Maxwell
equations, as can be verified from equation (5) of chapter 2. For this reason, we say
that (22) is a consequence of the time-reversal symmetry of the Maxwell equations.

Bloch-Wave Propagation Velocity

At this point, some remarks are warranted on the physical interpretation of the
Bloch state, to ward off common points of confusion. The Bloch state Hk(r)e−iωt

is a plane wave ei(k·r−ωt) multiplied by a periodic “envelope” function uk(r). It
propagates through the crystal without scattering, because k is conserved (apart
from addition of reciprocal lattice vectors, which is merely a relabeling). Or,
equivalently, all of the scattering events are coherent and result in the periodic
shape of uk.

In the familiar case of a homogeneous, isotropic medium, k is the direction in
which the wave propagates, but this is not necessarily true in a periodic medium.
Rather, the direction and the speed with which electromagnetic energy passes
through the crystal are given by the group velocity v, which is a function of both
the band index n and the wave vector k:

vn(k) � ∇kωn �
∂ωn

∂kx
x̂ + ∂ωn

∂ky
ŷ + ∂ωn

∂kz
ẑ, (23)

where ∇k is the gradient with respect to k. The group velocity is the energy-
transport velocity whenever the medium is lossless, the material dispersion is
small, and the wave vector is real. This fact is often derived, in a homogeneous
medium, by considering the propagation of a broad pulse of energy through the
medium (as in Jackson, 1998).10 In our case, it is perhaps easier to employ the

9 As an exception, magneto-optic materials can break time-reversal symmetry. Such materials are
described by a dielectric tensor ε that is a 3 × 3 complex Hermitian matrix (Landau et al., 1984). In
this case, ε∗ �= ε even for a lossless medium.

10 Several classic papers on wave velocity are collected in Brillouin (1960). Early discussions of group
velocity in periodic structures can be found in Brillouin (1946) and Yeh (1979). Beware that the
issue of the energy-transport velocity is greatly complicated if one includes nonnegligible losses,
a frequency-dependent ε (material dispersion), or complex values of k (evanescent modes, such as
those of the section Evanescent Modes in Photonic Band Gaps of chapter 4).
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formalism we have already developed in previous chapters. We differentiate the
eigenequation Θ̂kuk = (ω/c)2uk with respect to k, and then take the inner product
with uk on both sides:11

(
uk, ∇k

[
Θ̂kuk

])
=

(
uk, ∇k

[
ω2

c2 uk

])
, (24)

giving
(

uk, [∇kΘ̂k]uk + Θ̂k∇kuk

)
=

(
uk, 2

ω

c2 vuk + ω2

c2 ∇kuk

)
. (25)

The ∇kuk terms on both sides cancel one another, because the Hermitian operator
Θ̂k that appears in the second term on the left-hand side can operate leftwards and
produce (ω/c)2, matching the second term on the right-hand side. The remaining
terms can be solved for v = ∇kω, yielding

v = c2

2ω

(
uk, [∇kΘ̂k]uk

)

(uk, uk)
. (26)

The right-hand side can now be rearranged to a more suggestive form by writing
uk = e−ik·rHk from equation (10). The denominator then becomes 4UH/µ0 =
2(UE + UH)/µ0, given the definitions [equation (24) of chapter 2] of the time-
averaged electric and magnetic energy. The numerator (with the c2/2ω factor) is in
fact 2/µ0 times the average electromagnetic energy flux: that is, it is (2/µ0)

∫
S =

(2/µ0)Re
∫

d3r E∗ × H/2 (the integral of the Poynting vector S from equation (25)
of chapter 2). This can be seen by differentiating Θ̂k from (12) and applying
equation (8) of chapter 2. The final result is that v is the ratio of the energy flux
to the energy density (averaged in time and over the unit cell):

∇kω = v =
1
2

Re
∫

d3r E∗ × H

1
4

∫
d3r (µ0|H|2 + ε0ε|E|2)

=

∫
d3r S

UE + UH
, (27)

which by definition is the velocity of energy propagation. For a real k and a real
dielectric function ε � 1 that is independent of frequency, this speed |v| is always
� c.12 (In more general cases, the definition of velocity itself is more subtle.)

11 As in solid-state physics, the process of differentiating the eigenequation with k is the entry point
into “k · p theory” (Sipe, 2000), and is also equivalent to the Hellman–Feynman theorem of quantum
mechanics. The result is analogous to the first-order perturbation theory described in the section The
Effect of Small Perturbations of chapter 2, but with ∆k replacing ∆ε as the perturbation.

12 |v| � c for ε � 1 can be proved by applying a sequence of elementary inequalities to the numerator

of |v| = |flux|/energy. In particular,
∣∣Re

∫
E∗ × H

∣∣ �
∫ |E∗ × H| � ∫ |√εE| · |H| �

√∫
ε|E|2

√∫ |H|2 = 4cUH (where the final � was the Cauchy–Schwarz inequality), which cancels the
denominator 2(UE + UH) = 4UH, leaving c.
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Table 1

Quantum Mechanics Electrodynamics

Discrete translational symmetry V(r) = V(r + R) ε(r) = ε(r + R)
Commutation relationships [Ĥ, T̂R] = 0 [Θ̂, T̂R] = 0
Bloch’s theorem Ψkn(r) = ukn(r)eik·r Hkn(r) = ukn(r)eik·r

Quantum mechanics vs. electrodynamics in periodic systems.

Another concept with which the reader may be familiar is the phase velocity,
usually given by ωk/|k|2. For a photonic crystal, however, the phase velocity
is difficult to define because k is not unique: it is equivalent to k + G for any
reciprocal lattice vector G. Equivalently, because of the periodic envelope function
uk modulating the plane wave, it is hard to identify unique phase fronts whose
velocity is to be measured.13 In contrast, adding a reciprocal lattice vector to k has
no effect on the group velocity.

Electrodynamics vs. Quantum Mechanics Again

As in the previous chapter, we summarize by way of analogy with quantum
mechanics. Table 1 compares the system containing an electron propagating in a
periodic potential with the system of electromagnetic modes in a photonic crystal.
appendix A develops this analogy further.

In both cases, the systems have translational symmetry: in quantum mechanics
the potential V(r) is periodic, and in the electromagnetic case the dielectric
function ε(r) is periodic. This periodicity implies that the discrete translation
operator commutes with the major differential operator of the problem, whether
with the Hamiltonian or with Θ̂.

We can index the eigenstates (Ψkn or Hkn) using the translation operator
eigenvalues. These can be labelled in terms of the wave vectors and bands in
the Brillouin zone. All of the eigenstates can be cast in Bloch form: a periodic
function modulated by a plane wave. The field can propagate through the crystal
in a coherent manner, as a Bloch wave. The understanding of Bloch waves for
electrons explained one of the great mysteries of nineteenth-century physics: Why
do electrons behave like free particles in many examples of conducting crystals?
In the same way, a photonic crystal provides a synthetic medium in which light
can propagate, but in ways quite different from propagation in a homogeneous
medium.

13 For purposes of qualitative description, one sometimes defines a “phase velocity” in a photonic
crystal by arbitrarily restricting k to the first Brillouin zone, or alternatively by picking the k + G
corresponding to the largest Fourier component. Care must be taken in interpreting such a quantity,
however.
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Further Reading

The study of symmetry in the most general context falls under the mathematical
subject of group theory or, more specifically, group representation theory. Perhaps
most useful references on this subject are texts that apply the formalism of group
theory to specific physical disciplines. For example, Tinkham (2003) and Inui et al.
(1996) cover both molecular and solid-state applications, and include useful tables
of the possible crystallographic symmetry groups.

Readers completely unfamiliar with concepts like the reciprocal lattice, the
Brillouin zone, or Bloch’s theorem might find it useful to consult the first few
chapters of Kittel (1996). There, the concepts are introduced where they find
common use, in conventional solid-state physics. Additionally, appendix B of this
text contains a brief introduction to the reciprocal lattice and the Brillouin zone.
The earliest works on waves in periodic media are reviewed in, for example,
Brillouin (1946).
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The Multilayer Film: A One-Dimensional
Photonic Crystal

WE BEGIN OUR STUDY of photonic crystals by considering the simplest possible
case, a one-dimensional system, and applying the principles of electromagnetism
and symmetry that we developed in the previous chapters. Even in this simple
system, we can discern some of the most important features of photonic crystals in
general, such as photonic band gaps and modes that are localized around defects.
The optical properties of a one-dimensional layered system may be familiar, but
by expressing the results in the language of band structures and band gaps, we can
discover new phenomena such as omnidirectional reflectivity, as well as prepare
for the more complicated two- and three-dimensional systems that lie ahead.

The Multilayer Film

The simplest possible photonic crystal, shown in figure 1, consists of alternating
layers of material with different dielectric constants: a multilayer film. This
arrangement is not a new idea. Lord Rayleigh (1887) published one of the first
analyses of the optical properties of multilayer films. As we will see, this type of
photonic crystal can act as a mirror (a Bragg mirror) for light with a frequency
within a specified range, and it can localize light modes if there are any defects in
its structure. These concepts are commonly used in dielectric mirrors and optical
filters (as in, e.g., Hecht and Zajac, 1997).

The traditional way to analyze this system, pioneered by Lord Rayleigh
(1917), is to imagine that a plane wave propagates through the material and
to consider the sum of the multiple reflections and refractions that occur at
each interface. In this chapter, we will use a different approach—the analysis of
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x

z

ya

Figure 1: The multilayer film, a one-dimensional photonic crystal. The term “one-dimensional”

is used because the dielectric function ε(z) varies along one direction (z) only. The system

consists of alternating layers of materials (blue and green) with different dielectric constants,

with a spatial period a. We imagine that each layer is uniform and extends to infinity along

the x and y directions, and we imagine that the periodicity in the z direction also extends

to infinity.

band structures—that is easily generalized to the more complex two- and three-
dimensional photonic crystals.1

We begin in the spirit of the previous chapter. By applying symmetry argu-
ments, we can describe the electromagnetic modes sustainable by the crystal. The
material is periodic in the z direction, and homogeneous in the xy plane. As we
saw in the previous chapter, this allows us to classify the modes using k‖, kz, and
n: the wave vector in the plane, the wave vector in the z direction, and the band
number. The wave vectors specify how the mode transforms under translation
operators, and the band number increases with frequency. We can write the modes
in the Bloch form:

Hn,kz ,k‖(r) = eik‖·ρeikzzun,kz ,k‖(z). (1)

The function u(z) is periodic, with the property u(z) = u(z + R) whenever R is
an integral multiple of the spatial period a. Because the crystal has continuous
translational symmetry in the xy plane, the wave vector k‖ can assume any
value. However, the wave vector kz can be restricted to a finite interval, the
one-dimensional Brillouin zone, because the crystal has discrete translational
symmetry in the z direction. Using the prescriptions of the previous chapter, if the
primitive lattice vector is aẑ then the primitive reciprocal lattice vector is (2π/a)ẑ
and the Brillouin zone is −π/a < kz ≤ π/a.

1 Interestingly, in Lord Rayleigh’s first attack on the problem in 1887, he used a cumbersome
predecessor of Bloch’s theorem that had been worked out by Hill (1877). In modern terminology,
Rayleigh was able to show that any one-dimensional photonic crystal has a band gap. When he
returned to the problem in 1917, however, he switched to the sum-of-reflections technique.
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Figure 2: The photonic band structures for on-axis propagation, as computed for three

different multilayer films. In all three cases, each layer has a width 0.5a. Left: every layer

has the same dielectric constant ε = 13. Center: layers alternate between ε of 13 and 12.

Right: layers alternate between ε of 13 and 1.

The Physical Origin of Photonic Band Gaps

For now, consider waves that propagate entirely in the z direction, crossing
the sheets of dielectric at normal incidence. In this case, k‖ = 0 and only the
wave vector component kz is important. Without possibility of confusion, we can
abbreviate kz by k.

In figure 2, we plot ωn(k) for three different multilayer films. The left-hand
plot is for a system in which all of the layers have the same dielectric constant; the
medium is actually uniform in all three directions. The center plot is for a structure
with alternating dielectric constants of 13 and 12, and the right-hand plot is for a
structure with a much higher dielectric contrast of 13 to 1.2

The left-hand plot is for a homogeneous dielectric medium for which we have
arbitrarily assigned a periodicity of a. But we already know that in a homogeneous
medium, the speed of light is reduced by the index of refraction. The modes lie
along the light line (as in the subsection Index guiding of chapter 3), given by

ω(k) = ck√
ε

. (2)

2 We use these particular values because the static dielectric constant of gallium arsenide (GaAs) is
about 13, and for gallium aluminum arsenide (GaAlAs) it is about 12, as reported in Sze (1981).
These and similar materials are commonly used in devices. Air has a dielectric constant very nearly
equal to 1.
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Because we have insisted that k repeat itself outside the Brillouin zone, the light
line folds back into the zone when it reaches an edge. One can regard this as simply
an eccentric way of relabeling of the solutions, in which k + 2π/a is replaced by
k.3 The center plot, which is for a nearly-homogeneous medium, looks like the
homogeneous case with one important difference: there is a gap in frequency
between the upper and lower branches of the lines. There is no allowed mode in
the crystal that has a frequency within this gap, regardless of k. We call such a gap
a photonic band gap. The right-hand plot shows that the gap widens considerably
as the dielectric contrast is increased.

We will devote a considerable amount of attention to photonic band gaps,
and with good reason. Many of the promising applications of two- and three-
dimensional photonic crystals to date hinge on the location and width of photonic
band gaps. For example, a crystal with a band gap might make a very good,
narrow-band filter, by rejecting all (and only) frequencies in the gap. A resonant
cavity, carved out of a photonic crystal, would have perfectly reflecting walls for
frequencies in the gap.

Why does the photonic band gap appear? We can understand the gap’s physical
origin by considering the electric field mode profiles for the states immediately
above and below the gap. The gap between bands n = 1 and n = 2 occurs at the edge
of the Brillouin zone, at k = π/a. For now, we focus on the band structure in the
center panel of figure 2, corresponding to the configuration that is a small
perturbation of the homogeneous system. For k = π/a, the modes have a wave-
length of 2a, twice the crystal’s spatial period (or lattice constant). There are two
ways to center a mode of this type. We can position the nodes in each low-ε layer,
as in figure 3(a), or in each high-ε layer, as in figure 3(b). Any other position would
violate the symmetry of the unit cell about its center.

In our study of the electromagnetic variational theorem, in the section Electro-
magnetic Energy and the Variational Principle of chapter 2, we found that the low-
frequency modes concentrate their energy in the high-ε regions, and the high-
frequency modes have a larger fraction of their energy (although not necessarily a
majority) in the low-ε regions. With this in mind, it is understandable why there
is a frequency difference between the two cases. The mode just under the gap has
more of its energy concentrated in the ε=13 regions as shown in figure 3(c), giving
it a lower frequency than the next band, most of whose energy is in the ε = 12
regions as shown in figure 3(d).

The bands above and below the gap can be distinguished by where the energy
of their modes is concentrated: in the high-ε regions, or in the low-ε regions. Often,
especially in the two- and three-dimensional crystals of the later chapters, the
low-ε regions are air regions. For this reason, it is convenient to refer to the
band above a photonic band gap as the air band, and the band below a gap as
the dielectric band. The situation is analogous to the electronic band structure

3 The reader may be familiar with the relabeling of k + 2π/a as k from the phenomenon of quasi–
phase-matching, in which states at the same frequency can couple to one another if their k values
differ by multiples of 2π/a, when a weak periodicity a is introduced into a medium.
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Local energy density in E-field, bottom of band 2

E-field for mode at top of band 1
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Figure 3: The modes associated with the lowest band gap of the band structure plotted

in the center panel of figure 2, at k = π/a. (a) Electric field of band 1; (b) electric field of

band 2; (c) electric-field energy density ε |E|2/8π of band 1; (d) electric-field energy density

of band 2. In the depiction of the multilayer film, blue indicates the region of higher dielectric

constant (ε = 13).
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of semiconductors, in which the conduction band and the valence band bracket the
fundamental gap.

This heuristic, based on the variational theorem, can be extended to describe
the configuration with a large dielectric contrast. In this case, we find that the
field energy for both bands is primarily concentrated in the high-ε layers, but in
different ways—the first band being more concentrated than the second. These
fields are shown in figure 4, corresponding to the right panel of figure 2. The gap
arises from this difference in field energy location. Consequently, we will still refer
to the upper band as the air band and the lower as the dielectric band.

We conclude this section with the observation that in one dimension, a gap
usually occurs between every set of bands, at either the Brillouin zone’s edge
or its center.4 This is illustrated for the band structure of a multilayer film in
figure 5. Finally, we emphasize that band gaps always appear in a one-dimensional
photonic crystal for any dielectric contrast. The smaller the contrast, the smaller the
gaps, but the gaps open up as soon as ε1/ε2 �= 1. This statement is quantified in
the following section.

The Size of the Band Gap

The extent of a photonic band gap can be characterized by its frequency width
∆ω, but this is not a really useful measure. Remember from the section Scaling
Properties of the Maxwell Equations of chapter 2 that all of our results are scalable.
If the crystal were expanded by a factor s, the corresponding band gap would
have a width ∆ω/s. A more useful characterization, which is independent of
the scale of the crystal, is the gap–midgap ratio. Letting ωm be the frequency
at the middle of the gap, we define the gap–midgap ratio as ∆ω/ωm, generally
expressed as a percentage (e.g., a “10% gap” refers to a gap–midgap ratio of 0.1).
If the system is scaled up or down, all of the frequencies scale accordingly, but
the gap–midgap ratio remains the same. Thus, when we refer to the “size” of a
gap, we are generally referring to the gap–midgap ratio. For the same reason, in
the band diagrams in figure 2, as well as all of the other band diagrams in this
book, the frequency and wave vector are plotted in dimensionless units ωa/2πc and
ka/2π. The dimensionless frequency is equivalent to a/λ, where λ is the vacuum
wavelength (given by λ = 2πc/ω).

We are emphasizing general principles of periodic systems that will apply
equally well to the more complicated two- and three-dimensional structures of
the later chapters. It is worthwhile, however, to point out a few exceedingly useful
analytical results that are only possible for the special case of one-dimensional
problems.

4 There is a special exception for the quarter-wave stack described in the next section. In that case,
while there is always a gap at the edge of the Brillouin zone, there is no gap at the center, because
every successive pair of bands is degenerate at k = 0.
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E-field for mode at top of band 1
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Figure 4: The modes associated with the lowest band gap that is shown in the band

structure of the right-hand panel of figure 2, at k = π/a. The situation is similar to that of

figure 3, but the dielectric contrast is larger. The blue and green regions correspond to ε of

13 and 1, respectively.

In a multilayer film with weak periodicity, we can derive a simple formula for
the size of the band gap from the perturbation theory of the section The Effect of
Small Perturbations of chapter 2. Suppose that the two materials in a multilayer
film have dielectric constants ε and ε + ∆ε, and thicknesses a − d and d. If either
the dielectric contrast is weak (∆ε/ε � 1) or the thickness d/a is small, then the
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Figure 5: The photonic band structure of a multilayer film with lattice constant a and

alternating layers of different widths. The width of the ε = 13 layer is 0.2a, and the width of the

ε = 1 layer is 0.8a.

gap–midgap ratio between the first two bands is approximately

∆ω

ωm
≈ ∆ε

ε
· sin(πd/a)

π
. (3)

This quantifies our previous statement that even an arbitrarily weak periodicity
gives rise to a band gap in a one-dimensional crystal. For one of the structures
considered in the previous section, with ∆ε/ε = 1/12 and d = 0.5a (see the center
panel of figure 2), the perturbative formula (3) predicts a 2.65% gap, which is in
good agreement with the results of a more accurate numerical calculation (2.55%).

Equation (3) would predict that the gap–midgap ratio is maximized for
d = 0.5a, but this is valid only for small ∆ε/ε. More generally, one can obtain a
number of analytical results for arbitrary ∆ε/ε, which we summarize here and are
derived in, for example, Yeh (1988). For two materials with refractive indices (

√
ε)

n1 and n2 and thicknesses d1 and d2 = a − d1, respectively, the normal-incidence
gap is maximized when d1n1 = d2n2, or, equivalently, d1 = an2/(n1 + n2). In this
specific case, it can be shown that the midgap frequency ωm is

ωm = n1 + n2

4n1n2
· 2πc

a
. (4)

The corresponding vacuum wavelength λm = 2πc/ωm satisfies the relations
λm/n1 = 4d1 and λm/n2 = 4d2, which means that the individual layers are exactly
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a quarter-wavelength in thickness. For this reason, this type of multilayer film is
called a quarter-wave stack. The reason why the gap is maximized for a quarter-
wave stack is related to the property that the reflected waves from each layer are
all exactly in phase at the midgap frequency. For the gap between the first two
bands of a quarter-wave stack, the gap–midgap ratio is

∆ω

ωm
= 4

π
sin−1

( |n1 − n2|
n1 + n2

)
. (5)

Returning to figure 2, the case that is shown in the right-hand panel is a multilayer
film with a dielectric contrast of 13:1 and d1 = d2 = 0.5a, which is not a quarter-
wave stack. Numerically, we find that this structure produces a 51.9% gap. If
instead we had chosen d1 ≈ 0.217, the structure would be a quarter-wave stack
with a 76.6% gap, as computed from equation (5). Figure 5 shows the results for
d1 = 0.2a, which is nearly a quarter-wave stack, and has a computed band gap of
76.3%. Note also the small gap at k = 0, which would go to zero for a quarter-wave
stack.

Evanescent Modes in Photonic Band Gaps

The key observation of the section The Physical Origin of Photonic Band Gaps
was that the periodicity of the crystal induced a gap in its band structure. No
electromagnetic modes are allowed to have frequencies in the gap. But if this is
indeed the case, what happens when we send a light wave (with a frequency in
the photonic band gap) onto the face of the crystal from outside?

No purely real wave vector exists for any mode at that frequency. Instead, the
wave vector is complex. The wave amplitude decays exponentially into the crystal.
When we say that there are no states in the photonic band gap, we mean that there
are no extended states like the mode given by equation (1). Instead, the modes are
evanescent, decaying exponentially:

H(r) = eikzu(z)e−κz. (6)

They are just like the Bloch modes we constructed in equation (1), but with a
complex wave vector k + iκ. The imaginary component of the wave vector causes
the decay on a length scale of 1/κ.

We would like to understand how these evanescent modes originate, and what
determines κ. This can be accomplished by examining the bands in the immediate
vicinity of the gap. Return to the right-hand plot of figure 2. Suppose we try to
approximate the second band near the gap by expanding ω2(k) in powers of k
about the zone edge k = π/a. Because of time-reversal symmetry, the expansion
cannot contain odd powers of k, so to lowest order:

∆ω = ω2(k)− ω2

(π

a

)
≈ α

(
k − π

a

)2
= α(∆k)2, (7)
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Figure 6: Schematic illustration of the complex band structure of the multilayer film. The

upper and lower blue lines correspond to the bottom of band 2 and the top of band 1,

respectively. The evanescent states occur on the red line, which extends along the

imaginary-k axis running out of the page. The maximum decay occurs roughly at the center

of the gap.

where α is a constant depending on the curvature of the band (i.e., the second
derivative).

Now we can see where the complex wave vector originates. For frequencies
slightly higher than the top of the gap, ∆ω > 0. In this case, ∆k is purely real, and
we are within band 2. However, for ∆ω < 0, when we are within the gap, ∆k is
purely imaginary.5 The states decay exponentially since ∆k = iκ. As we traverse
the gap, the decay constant κ grows as the frequency reaches the gap’s center, then
disappears again at the lower gap edge. This behavior is depicted in figure 6. By
the same token, larger gaps usually result in a larger κ at midgap, and thus less
penetration of light into the crystal; for a multilayer film, minimal penetration is
therefore achieved in the quarter-wave stack described by the preceding section.

Although evanescent modes are genuine solutions of the eigenvalue problem,
they diverge as z goes to ±∞ (depending on the sign of κ). Consequently, there
is no physical way to excite them within an idealized crystal of infinite extent.
However, a defect or an edge in an otherwise perfect crystal can terminate this
exponential growth and thereby sustain an evanescent mode. If one or more
evanescent modes is compatible with the structure and symmetry of a given
crystal defect, we can then excite a localized mode within the photonic band gap.
And, as a general rule of thumb, we can localize states near the middle of the gap
much more tightly than states near the gap’s edge.6

5 Technically, we are exploiting concepts from complex analysis. The eigenvalues ω are generally
analytic functions of any smooth parameter of the operator Θ̂k, so we can use the analytic
continuation of ω(k) into the complex k domain via its Taylor expansion.

6 There are subtle exceptions to this rule. For example, with certain band structures in two and three
dimensions, saddle points in the bands can lead to strong localization away from midgap (Ibanescu
et al., 2006).
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Figure 7: Schematic illustration of possible sites of localized states for a one-dimensional

photonic crystal. The states are planar and would be localized differently near the differently

colored regions, which break the symmetry in the z direction. We will call a mode at the

edge of the crystal (green) a surface state, and a mode within the bulk of the crystal (blue)

a defect state.

Of course, one-dimensional photonic crystals can localize states only in one
dimension. The state is confined to a given plane, as shown in figure 7. In the
section Localized Modes at Defects, we will discuss the nature of such states when
they lie deep within the bulk of a photonic crystal. In certain circumstances,
however, an evanescent mode can exist at the face of the crystal. We will also
discuss these surface states in the section Surface States.

Off-Axis Propagation

So far, we have considered the modes of a one-dimensional photonic crystal which
happen to have k‖ = 0; that is, modes that propagate only in the z direction. In
this section we will discuss off-axis modes. Figure 8 shows the band structure for
modes with k = kyŷ for the one-dimensional photonic crystal described in the
caption of figure 5.

The most important difference between on-axis and off-axis propagation is that
there are no band gaps for off-axis propagation when all possible ky are included.
This is always the case for a multilayer film, because the off-axis direction contains
no periodic dielectric regions to coherently scatter the light and split open a gap.
(Despite this, we will see in the section Omnidirectional Multilayer Mirrors that it is
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Figure 8: The band structure of a multilayer film. The on-axis bands (0, 0, kz) are shown on the

left side, and an off-axis band structure (0, ky, 0) is displayed on the right. On-axis, the bands

overlap—they are degenerate. Along ky, the bands split into two distinct polarizations. Blue

indicates TM modes polarized so that the electric field points in the x direction, and red

indicates TE modes polarized in the yz plane. The layered structure is the same as the one

described in the caption of figure 5.

still possible to design a multilayer film that reflects external plane waves that are
incident from any angle.)

Another difference between the on-axis and off-axis cases involves the degener-
acy of the bands. For the case of on-axis propagation, the electric field is oriented in
the xy plane. We might choose the two basic polarizations as the x and y directions.
Since those two modes differ only by a rotational symmetry which the crystal
possesses, they must be degenerate. (How could the crystal distinguish between
the two polarizations?)

However, for a mode propagating with an arbitrary direction of k, this symme-
try is broken. The degeneracy is lifted. There are other symmetries; for example,
notice that the system is invariant under reflection through the yz plane. For
the special case of propagation down the dielectric sheets, in the y direction, we
know from the symmetry discussion of chapter 3 that the possible polarizations
are in the x direction (TM) or in the yz plane (TE). But there is no rotational
symmetry relationship between these two bands, so they will generally have
different frequencies. All of these phenomena are displayed in figure 8.

Although ω(k) for the two different polarizations have different slopes, both
are approximately linear at long wavelengths (ω → 0). This long-wavelength
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Figure 9: A sketch of the displacement field lines for a long-wavelength mode traveling in

the y direction (out of the page). In the left figure, the fields are oriented along x. In the

right figure, the fields are oriented primarily along z. The blue regions correspond to high ε.

behavior is characteristic of all photonic crystals, regardless of geometry or
dimensionality:

ων(k) = cν(k̂)k. (8)

Here ν is a label that refers to one of the two possible polarizations or, equivalently,
one of the first two bands. In general, cν will depend on both the direction of k
and on ν.

Why is the dispersion relation always linear at long wavelengths? At long
wavelengths, the electromagnetic wave doesn’t probe the fine structure of the
crystal lattice. Instead, the light effectively sees a homogeneous dielectric medium,
with an effective dielectric constant that is a weighted average over all of the
“microscopic” variations in ε.

In many cases, the averaged dielectric constant will be a function of the
polarization (the direction of E). In those cases, the effective medium is anisotropic
and the dielectric function is a 3-by-3 matrix, a tensor. The “principal axes” are the
basic symmetry axes for which the dielectric tensor is diagonalized. Procedurally,
we can imagine measuring the effective dielectric constant along each of three
directions by applying a static field in a capacitance measurement. A general
analytical expression for the effective dielectric constants of a photonic crystal is
not available, but the constants can be calculated numerically.7

Returning to the multilayer film, we would like to understand why modes
polarized in the x direction (band 1 in figure 8) have a lower frequency than
modes polarized in the yz plane (band 2). Once again we use our heuristic: the
lower modes concentrate their electrical energy in the high-ε regions. In this case,
we focus on the long-wavelength limit of each mode. The fields for both bands
are shown schematically in figure 9. For the x-polarized wave, the displacement
fields lie in the high-ε regions. But at long wavelengths, the polarization of

7 One useful analytical constraint for the effective dielectric constant of a general photonic crystal
is provided by the Weiner bounds, as in Aspnes (1982). Specifically, for a two-material composite,
each effective dielectric constant εα is bounded by

( f1ε−1
1 + f2ε−1

2 )
−1 ≤ εα ≤ f1ε1 + f2ε2

where f1 and f2 are the volume fractions of the materials with dielectric constants ε1 and ε2.
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Figure 10: Two superimposed x-polarized band structures of a multilayer film, showing how

the bandwidths vary with ky. The blue lines refer to bands along (0, ky, 0), while the green lines

beside them refer to the same bands along (0, ky, π/a). The regions in between are shaded

gray to indicate where the continuum of bands for intermediate kz would lie. Only modes

with electric field oriented along the x direction are shown. The straight red line is the

light line ω = cky. The layered material is the same as the one described in the caption

of figure 5.

band 2 is almost entirely along the z direction, crossing both the low-ε and the
high-ε regions. Continuity forces the field to penetrate the low-ε region, leading to
a higher frequency.

We can also understand the short-wavelength, large-k limit of the band
structure. In figure 8, notice that the width of each band is determined by the
difference between frequencies at the zone center (kz = 0) and the zone edge
(kz = π/a). As ky is increased, the bandwidths decrease to zero. This is illustrated
in figure 10, which shows the superposition of two band structures. The blue
lines represent states along k = (0, ky, 0) and the green lines represent states
along k = (0, ky, kz = π/a). As we saw for the case of a plane of glass, once the
frequency is below the light line ω = cky, the modes are index guided and decay
exponentially into the air region. As ky is increased, the overlap between modes
within neighboring layers of high-ε material goes exponentially to zero. The
coupling between neighboring planes becomes small, and each plane essentially
guides its own mode independent of its neighbors.8 In this case, the mode

8 In solid-state physics, the analogous system is the tight-binding model in the limit of small hopping.
See, for example, Harrison (1980).
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Figure 11: A defect in a multilayer film, formed by doubling the thickness of a single low-ε

layer in the structure of figure 5. Note that this can be considered to be an interface

between two perfect multilayer films. The red curve is the electric-field strength of the defect

state associated with this structure (for on-axis propagation).

frequency becomes independent of the on-axis wave vector, and every mode in
the band becomes the frequency of a guided mode that is trapped by the high-ε
layers.

Localized Modes at Defects

Now that we understand the band structure of a perfectly periodic system, we
can examine systems in which the translational symmetry has been broken by a
defect. Suppose that the defect consists of a single layer of the one-dimensional
photonic crystal that has a different width than the rest. Such a system is shown
in figure 11. We no longer have a perfectly periodic lattice. However, we expect
intuitively that if we move many wavelengths away from the defect, the modes
should look similar to the corresponding modes of a perfect crystal.

For now, we restrict our attention to on-axis propagation and consider a mode
with frequency ω in the photonic band gap. There are no extended modes with
frequency ω inside the periodic lattice. Introducing the defect does not change
that fact. The destruction of periodicity prevents us from describing the modes
of the system with wave vector k, but we can still employ our knowledge of the
band structure to determine whether a certain frequency will support extended
states inside the rest of the crystal. In this way, we can divide up the frequency
range into regions in which the states are extended and regions in which they are
evanescent, as in figure 12.

Defects may permit localized modes to exist, with frequencies inside photonic
band gaps. If a mode has a frequency in the gap, then it must exponentially
decay once it enters the crystal. The multilayer films on both sides of the defect
behave like frequency-specific mirrors. If two such films are oriented parallel to
one another, any z-propagating light trapped between them will just bounce back
and forth between these two mirrors. And because the mirrors localize light within
a finite region, the modes are quantized into discrete frequencies, as described in the
section Discrete vs. Continuous Frequency Ranges of chapter 2.
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Figure 12: The division of frequency space into extended and evanescent states. In this

sketch, the density of states (the number of allowed modes per unit frequency) is zero in the

band gaps of the crystal (yellow). Modes are allowed to exist in these regions only if they are

evanescent, and only if the translational symmetry is broken by a defect. Such a mode is

shown in red.

Consider the family of localized states generated by continuously increasing the
thickness of the defect layer (shifting the crystal to either side of the defect). The
bound mode(s) associated with each member of this family will have a different
frequency. As the thickness is increased, the frequency will decrease, because the
mode has more space to oscillate; this decreases the numerator of the variational
theorem and thus the frequency (all other things equal). In fact, as the thickness
increases, a sequence of discrete modes are pulled down into the gap from the upper
bands. The first such mode is shown in figure 11, pulled down by doubling the
thickness of a low-ε layer. On the other hand, if we were to keep the thickness
fixed and either increase or decrease the dielectric constant ε of a single layer, we
would decrease or increase the frequency, respectively, due to the change in the
denominator of the variational theorem. So, in general, a defect may either pull
modes down into the gap from the upper bands, or push modes up into the gap
from the lower band. Moreover, the degree of localization of the defect mode will
be greatest when the frequency is near the center of the gap, as shown in figure 6.
States with frequencies in the center of the gap will be most strongly attached to
the defect.

The density of states of a system is the number of allowed states per unit
interval of ω. If a single state is introduced into the photonic band gap, then
the density of states of the system in figure 12 is zero in the photonic band gap,
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Figure 13: The electric field strength associated with a localized mode at the surface of a

multilayer film. In particular, the mode at ky = 2π/a from figure 14 is shown. (This mode

actually oscillates in sign with each period of the crystal, but with an amplitude too small to

see clearly here.)

except for a single peak associated with the defect.9 This property is exploited in
the bandpass filter known as the dielectric Fabry–Perot filter, a case that will be
discussed in chapter 10. It is particularly useful at visible-light frequencies because
of the relatively low losses of dielectric materials.

Similarly, if we include off-axis wave vectors, we obtain states that are localized
in the z direction, but that propagate (are guided) along the interface (kz = iκ, k‖ �=
0). These guided modes, forming a planar waveguide, can differ markedly from
the conventional solution of total internal reflection, discussed in the subsection
Index guiding of chapter 3; for example, as in figure 11, they can be guided in a
lower-ε region.10 This idea can be generalized to include the case of an interface
between two different multilayer films with different spatial periods. Localized
states can exist as long as the band gaps of the two photonic crystals overlap.

Surface States

We have seen under what conditions we can localize electromagnetic modes at
defects in a multilayer film. In a similar fashion, we can also localize modes at its
surface, called surface states. In the previous section, the mode was bound because
its frequency was within the photonic band gap of the films on both sides. But at
the surface, there is a band gap on only one side of the interface. The exterior
medium (air, in our typical example) does not have a band gap.

In this case, light is bound to the surface if its frequency is below the light
line. Such a wave is index-guided, a phenomenon that is a generalization of total
internal reflection (see the subsection Index guiding of chapter 3). An example is
depicted in figure 13. At a surface, we must consider whether the modes are
extended or localized in both the air region and the layered material, and we

9 This peak is described by a Dirac delta function in the density of states.
10 This was pointed out by Yeh and Yariv (1976). We return to an analogous three-dimensional

structure, the Bragg fiber, in chapter 9.
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Figure 14: The x-polarized band structure at the surface of a multilayer film. The shaded

regions describe states that are extended in the air region (blue, ED), in the layered material

(pink, DE), or in both (purple, EE). The green (DD) line represents a band of surface states

confined at the interface. The layered material is the same as the one described in figure 5.

The surface is terminated by a layer of high dielectric with a width of 0.1a (half of its usual

thickness), as shown in figure 13.

must consider all possibilities for k‖. The appropriate band structure is shown
in figure 14 (restricting ourselves to x̂ polarizations as in figure 10). We divide
the band structure into four regions, depending on whether they are localized or
extended in the air and crystal regions. For example, the label “DE” means that
modes in that region Decay in the air region, and are Extended in the crystal region.

The EE modes are spatially extended on both sides of the surface, the DE modes
decay into the air region and are extended into the crystal, and the ED modes
are extended in the air region, but decay inside the crystal. Only when a mode
is evanescent on both sides of the surface—it is both in a band gap and below
the light line—can we have a surface wave. This is possible in any of the white
regions of figure 14, and one such localized mode is labelled DD. In fact, every
periodic material has surface modes for some choice of termination, a phenomenon
we shall discuss again in the next two chapters.

Omnidirectional Multilayer Mirrors

As described in the section Off-Axis Propagation, a multilayer film does not have a
complete band gap, once one allows for a component of the wave vector that is
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parallel to the layers. Another way to state this is that for every choice of ω, there
exist extended modes in the film for some wave vectors (k‖, kz). Given this fact,
it may seem paradoxical that a properly designed multilayer structure can still
reflect light waves that are incident from any angle, with any polarization, if it has
a frequency that is within a specified range.

Such a device, an omnidirectional mirror, relies on two physical properties.
First, k‖ is conserved at any interface parallel to the layers, if the light source is far
enough away that it does not interrupt the translational symmetry of the structure
in the ‖ direction. Second, light that is incident from air must have ω > c|k‖|,
corresponding to the freely propagating modes above the light line, just as we saw
for index guiding and surface states (see the subsection Index guiding of chapter 3
and the section Surface States). Modes that are below the light line are evanescent
modes that cannot reach the mirror from a faraway source. Because of these two
properties, the modes that the crystal harbors below the light line are irrelevant
for the purpose of reflection.

To investigate omnidirectional reflection, we plot ω vs. ky, just as we did in
figure 14. The yz plane is the plane of incidence, with the y direction parallel to the
layers, and the z direction perpendicular to the layers. Now, however, we must
consider both of the possible polarization states: TM, in which the electric field
is perpendicular to the plane of incidence (as in figure 14); and TE, in which the
electric field is within the plane of incidence. In this context, it is common to refer
to TM modes as s-polarized and TE modes as p-polarized. Our example structure,
here, is a quarter-wave stack (see the section The Size of the Band Gap) consisting
of layers with ε of 13 and 2 , rather than 13 and 1 as before. The resulting band
diagram is shown in figure 15. Indeed, there is a range of frequencies (yellow)
within which all of the modes of the multilayer film are below the light line.
Within this range, any incident plane waves cannot couple to the extended states
in the layers. Instead, their fields must decay exponentially within the quarter-
wave stack. The transmission through such a mirror will drop exponentially with
the number of layers: the light will be perfectly reflected, insofar as material
absorption can be neglected.

Omnidirectional reflection is not a general property of one-dimensional pho-
tonic crystals. There are two necessary conditions. First, the dielectric contrast
between the two mirror materials must be sufficiently large so that the point
labelled U (upper) is above the point L (lower) in figure 15. If the band gap
is too narrow, we will hit the top U of the ky = 0 gap before the bottom of
the gap has exited the light cone at L. Second, the smaller of the two dielectric
constants (ε1) must be larger than the dielectric constant of the ambient medium
(εa) by a critical amount. This critical contrast with the ambient medium is reached
when the p (TE) bands are pulled down in frequency far enough that point B in
figure 15 (where the first and second p bands intersect) does not fall above the
light line. This second criterion is why we chose ε1 = 2 rather than 1 in our
example.
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Figure 15: Extended modes (shaded regions) for off-axis propagation vectors (0, ky, kz) in

a quarter-wave stack with ε of 13 and 2. The right side (blue) indicates modes with E fields

polarized in the x direction (TM or s-polarized), similar to figure 10. The left side (green)

indicates modes with fields polarized in the yz incidence plane (TE or p-polarized). The

straight red line is the light line ω = cky, above which extended modes exist in air. In yellow

is shaded the first frequency range of omnidirectional reflection (with lower and upper

edges at L and U, respectively). The dashed white line corresponds to Brewster’s angle,

which gives rise to the crossing at B.

The B point falls on a line that corresponds to Brewster’s angle, at which
p-polarized light has no reflection at the ε1/ε2 interface.11 The lack of reflection
is what permits the bands to intersect. Combining these two criteria, figure 16
shows the size of the “omnidirectional gap” as a function of the ratios

√
ε2/ε1

and
√

ε1/εa, for the case of quarter-wave stacks. Strictly speaking, a quarter-wave
stack does not maximize the size of the omnidirectional gap, but in practice it very
nearly does so. In figure 16, had we used the optimal layer spacings instead of the
quarter-wave spacings, the contours would be displaced by less than about 2%
along either axis.

A suitably designed multilayer film can therefore function as an omnidirec-
tional mirror, but there are some things it cannot do. Its reflective property
depends on the translational symmetry of the interface, and consequently it cannot

11 The existence of Brewster’s angle (see, e.g., Jackson, 1998) is related to the observation that light
reflected obliquely from water, glass, or even asphalt is preferentially s-polarized. This, in turn, is
why polarizing sunglasses are effective at reducing glare from the road.
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Figure 16: The size of the omnidirectional gap as a function of the dielectric constants of the

layers, for a quarter-wave stack. The gap–midgap ratios are labelled on the right side of each

curve. The system is illustrated in the inset, in which light is incident from an ambient medium

with dielectric constant εa. The two materials of the film have dielectric constants ε1 and ε2,

with ε1< ε2. It does not matter which material forms the edge of the mirror. The pink shaded

area is the region in which there is a nonzero omnidirectional gap. Some common materials,

such as the silicon/silica/air combination indicated by the arrow, fall within this region.

confine a mode in three dimensions. In addition, if the interface is not flat, or if
there is an object (or a light source) close to the surface, then k‖ is not conserved.
In that case, light will generally couple to extended modes propagating in the
mirror and will be transmitted. There is an interesting exception, however: if the
mirror is curved around a hollow sphere or cylinder, then the continuous rotational
symmetry can substitute for translational symmetry, and light can be localized
within the core. As with the planar mirror, the leakage rate from the core to the
exterior decreases exponentially with the number of layers. The cylindrical case
(discussed further in chapter 9) was called a Bragg fiber by Yeh et al. (1978), and
the spherical case has been dubbed a Bragg onion by Xu et al. (2003). Here, one did
not require omnidirectional mirrors to obtain localized modes, because a mode’s
rotational symmetry imposes restrictions on the angles that it can escape into at
large radii.
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Further Reading

Many of the theorems we have developed and the properties we have observed for
photonic crystals have analogues in quantum mechanics and solid-state physics.
For readers familiar with those fields, appendix A provides a comprehensive
listing of these analogies.

The conventional treatment of the multilayer film, including the calculation of
absorption and reflection coefficients, can be found in Hecht and Zajac (1997).
The use of the multilayer films in optoelectronic devices is widespread in current
literature. For example, Fowles (1975) outlines their use in Fabry–Perot filters,
and Yeh (1988, p. 337) explains how they are incorporated into distributed
feedback lasers. A historical review of the study of electromagnetic waves in one-
dimensionally periodic structures can be found in Elachi (1976). Despite the long
history of multilayer films, the possibility of achieving omnidirectional reflection
was not apparent until 1998, when the idea was proposed (Winn et al., 1998) and
realized experimentally (Fink et al., 1998).

The details of the computational scheme we used to compute band structures
and eigenmodes can be found in Johnson and Joannopoulos (2001), and are also
summarized in appendix D along with various alternative methods.
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Two-Dimensional Photonic Crystals

NOW THAT WE HAVE discussed some interesting properties of one-dimensional
photonic crystals, in this chapter we will see how the situation changes when the
crystal is periodic in two directions and homogeneous in the third. Photonic band
gaps appear in the plane of periodicity. For light propagating in this plane, the
harmonic modes can be divided into two independent polarizations, each with its
own band structure. As before, we can introduce defects in order to localize light
modes, but in this case we can localize a mode in two dimensions, rather than just
one dimension.

Two-Dimensional Bloch States

A two-dimensional photonic crystal is periodic along two of its axes and homo-
geneous along the third axis. A typical specimen, consisting of a square lattice of
dielectric columns, is shown in figure 1. We imagine the columns to be infinitely
tall; the case of a finite extent in the third direction is treated in chapter 8. For
certain values of the column spacing, this crystal can have a photonic band gap in
the xy plane. Inside this gap, no extended states are permitted, and incident light
is reflected. Unlike the multilayer film, this two-dimensional photonic crystal can
prevent light from propagating in any direction within the plane.

As always, we can use the symmetries of the crystal to characterize its electro-
magnetic modes. Because the system is homogeneous in the z direction, we know
that the modes must be oscillatory in that direction, with no restrictions on the
wave vector kz. In addition, the system has discrete translational symmetry in the
xy plane. Specifically, ε(r) = ε(r + R), as long as R is any linear combination of the
primitive lattice vectors ax̂ and aŷ. By applying Bloch’s theorem, we can focus our
attention on the values of k‖ that are in the Brillouin zone. As before, we use the
label n (band number) to label the modes in order of increasing frequency.
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Figure 1: A two-dimensional photonic crystal. This material is a square lattice of dielectric

columns, with radius r and dielectric constant ε. The material is homogeneous along the

z direction (we imagine the cylinders are very tall), and periodic along x and y with lattice

constant a. The left inset shows the square lattice from above, with the unit cell framed in red.

Indexing the modes of the crystal by kz, k‖, and n, they take the now-familiar
form of Bloch states

H(n,kz ,k‖)(r) = eik‖·ρeikzzu(n,kz ,k‖)(ρ). (1)

In this equation, ρ is the projection of r in the xy plane and u(ρ) is a periodic
function, u(ρ) = u(ρ + R), for all lattice vectors R. The modes of this system look
similar to those of the multilayer film that we saw in equation (1) of chapter 4. The
key difference is that in the present case, k‖ is restricted to the Brillouin zone and
kz is unrestricted. In the multilayer film, the roles of these two wave vectors were
reversed. Also, u is now periodic in the plane, and not in the z direction as before.

Any modes with kz = 0 (i.e. that propagate strictly parallel to the xy plane)
are invariant under reflections through the xy plane. As discussed in chapter 3,
this mirror symmetry allows us to classify the modes by separating them into two
distinct polarizations. Transverse-electric (TE) modes have H normal to the plane,
H = H(ρ)ẑ, and E in the plane, E(ρ) · ẑ = 0. Transverse-magnetic (TM) modes
have just the reverse: E = E(ρ)ẑ and H(ρ) · ẑ = 0.

The band structures for TE and TM modes can be completely different. It is
possible, for example, that there are photonic band gaps for one polarization but
not for the other polarization. In the coming sections, we will investigate the
TE and TM band structures for two different two-dimensional photonic crystals,
mainly restricting ourselves to in-plane (kz = 0) propagation. The results will
provide some useful insights into the appearance of band gaps.

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 13, 2007 Time: 04:56pm chapter05.tex

68 CHAPTER 5

TM modes

TE modes

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Γ
X

M

Γ X M Γ

Fr
e

q
ue

nc
y 

 ω
a

/2
πc

Figure 2: The photonic band structure for a square array of dielectric columns with

r = 0.2a. The blue bands represent TM modes and the red bands represent TE modes. The

left inset shows the Brillouin zone, with the irreducible zone shaded light blue. The right inset

shows a cross-sectional view of the dielectric function. The columns (ε = 8.9, as for alumina)

are embedded in air (ε = 1).

A Square Lattice of Dielectric Columns

Consider light that propagates in the xy plane of a square array of dielectric
columns, such as the structure depicted in figure 1, with lattice constant a. The
band structure for a crystal consisting of alumina (ε = 8.9) rods in air, with radius
r/a = 0.2, is plotted in figure 2. Both the TE and the TM band structures are shown.
(As described in the section The Size of the Band Gap of chapter 4, the frequency is
expressed as a dimensionless ratio ωa/2πc.) The horizontal axis shows the value
of the in-plane wave vector k‖. As we move from left to right, k‖ moves along the
triangular edge of the irreducible Brillouin zone, from Γ to X to M, as shown in the
inset to figure 2.

Since this is the first photonic crystal we have encountered that exhibits a
complicated band structure, we will discuss it in detail. Specifically, we will
describe the nature of the modes when k‖ is right at the special symmetry points
of the Brillouin zone, and we will investigate the appearance of the band gaps. The
reason why we have plotted k‖ only along the edge of the Brillouin zone is that the
minima and the maxima of a given band (which determine the band gap) almost
always occur at the zone edges, and often at a corner. While this is not guaranteed,
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it is true in most cases of interest, such as all of the structures discussed in this
chapter.

The square lattice array has a square Brillouin zone, which is illustrated in the
inset panel of figure 2. The irreducible Brillouin zone is the triangular wedge
in the upper-right corner; the rest of the Brillouin zone can be related to this
wedge by rotational symmetry. The three special points Γ, X, and M correspond
(respectively) to k‖ = 0, k‖ = π/ax̂, and k‖ = π/ax̂ + π/aŷ. What do the field
profiles of the electromagnetic modes at these points look like?

The field patterns of the TM modes of the first band (dielectric band) and second
band (air band) are shown in figure 3. For modes at the Γ point, the field pattern
is exactly the same in each unit cell. For modes at the X point (the zone edge),
the fields alternate in sign in each unit cell along the direction of the wave vector
kx, forming wave fronts parallel to the y direction. For modes at the M point, the
signs of the fields alternate in neighboring cells, forming a checkerboard pattern.
Although the X and M patterns may look like wave fronts of a propagating wave,
in fact the modes at these particular k points do not propagate at all—they are
standing waves with zero group velocity. The field patterns of the TE modes at
the X point for the first and second bands are shown in figure 4.

For the TM modes, this photonic crystal has a complete band gap between the
first and second bands, with a 31.4% gap–midgap ratio (defined as in the section
The Size of the Band Gap of chapter 4). In contrast, for the TE modes there is no
complete band gap. We should be able to explain such a significant fact, and we
can, by examining the field patterns in figures 3 and 4. The field associated with
the lowest TM mode (the dielectric band) is strongly concentrated in the dielectric
regions. This is in sharp contrast to the field pattern of the air band. There, a nodal
plane cuts through the dielectric columns, expelling some of the displacement field
amplitude from the high-ε region.

As we found in chapter 2, a mode concentrates most of its electric-field energy
in the high-ε regions in order to lower its frequency, but upper bands must be
orthogonal to lower bands. This statement of the variational theorem explains the
large splitting between these two bands. The first band has most of its energy in the
dielectric regions, and has a low frequency; the second must have a nodal plane
in order to be orthogonal to the first, and thus has most of its energy in the air
region with a correspondingly higher frequency. We can quantify this statement.
An appropriate measure of the degree of concentration of the electric fields in the
high-ε regions is the concentration factor, which we define as

concentration factor �
∫

ε=8.9 d3r ε(r)|E(r)|2∫
d3r ε(r)|E(r)|2 . (2)

Comparing this expression with equation (24) of chapter 2, we see that the
concentration factor measures the fraction of electric-field energy located inside
the high-ε regions. Table 1 shows the concentration factors for the fields we are
considering. The dielectric-band TM mode has a concentration factor of 83%, while
the air-band TM mode has a concentration factor of only 32%. This difference in the
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Figure 3: Displacement fields of TM states inside a square array of dielectric (ε = 8.9)

columns in air. The color indicates the amplitude of the displacement field, which points in

the z direction. Modes are shown at the Γ point (top), the X point (middle), and the M point

(bottom). In each set, the dielectric band is on the left and the air band is on the right. The

fields of the air band at the M point are from one of a pair of degenerate states.
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Figure 4: Magnetic fields of X-point TE states inside a square array of dielectric (ε = 8.9)

columns in air. The column positions are indicated by dashed green outlines, and the color

indicates the amplitude of the magnetic field. The dielectric band is on the left and the air

band is on the right. Since D is largest along nodal planes of H, the white regions are where

the displacement energy is concentrated. TE modes have D lying in the xy plane.

Table 1

TM TE

Dielectric band 83% 23%
Air band 32% 9%

Concentration factors for the lowest two bands of the square lattice of dielectric rods at the
X point of the Brillouin zone.

energy distribution of consecutive modes is responsible for the large TM photonic
band gap.

The concentration factors for the TE modes do not contrast as strongly. This is
reflected in the field configurations for the lowest two bands, shown in figure 4.
We have actually plotted the magnetic field H, since it is a scalar for TE modes and
easy to visualize. From equation (8) of chapter 2, we know that the displacement
field D tends to be largest along the nodal planes of the magnetic field H. The
displacement field of both modes has a significant amplitude in the air regions,
raising the mode frequencies. But in this case there is no choice: there is no
continuous pathway between the rods that can contain the field lines of D. The
field lines must be continuous, and they are consequently forced to penetrate the
air regions. This is the origin of the low concentration factors, and the explanation
for the absence of a band gap for TE modes.

The vector nature of the electromagnetic field, and in particular its discontinuous
boundary conditions at material interfaces, is central to this phenomenon. When we
move across a dielectric boundary from a high dielectric ε1 to some lower ε2 < ε1,
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Figure 5: The photonic band structure for the lowest-frequency modes of a square array of

dielectric (ε = 8.9) veins (thickness 0.165a) in air. The blue lines are TM bands and the red lines

are TE bands. The left inset shows the high-symmetry points at the corners of the irreducible

Brillouin zone (shaded light blue). The right inset shows a cross-sectional view of the dielectric

function.

the energy density ε|E|2 will decrease discontinuously by ε2/ε1 if E is parallel to the
interface (since E‖ is continuous) and will increase discontinuously by ε1/ε2 if E is
perpendicular to the interface (since εE⊥ is continuous). In the TM case, E is parallel
to all dielectric interfaces and so a large concentration factor is possible. In the TE
case, however, the electric field lines must cross a boundary at some point, forcing
electric-field energy out of the rods and preventing a large concentration factor.
As a result, consecutive TE modes cannot exhibit markedly different concentration
factors, and band gaps do not appear.

A Square Lattice of Dielectric Veins

Another two-dimensional photonic crystal that we will investigate is a square grid
of dielectric veins (thickness 0.165a, ε = 8.9), shown as an inset in figure 5. In a
sense, this structure is complementary to the square lattice of dielectric columns,
because it is a connected structure. The high-ε regions form a continuous path in
the xy plane, instead of discrete spots. The complementary nature is reflected in
the band structure of figure 5. Here, there is an 18.9% gap in the TE band structure,
but there is no gap for the TM modes. This is the opposite of the situation for the
square lattice of dielectric columns.
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positivenegative

Dz field at X  (TM) band  1 band  2

Figure 6: Displacement fields of X-point TM modes for a square array of dielectric (ε = 8.9)

veins in air. The color indicates the amplitude of the displacement field, which is oriented in

the z direction (out of the page). The dielectric band is on the left, and the air band is on the

right.

positivenegative

Hz field at X  (TE) band  1 band  2

Figure 7: Magnetic fields of X-point TE modes for a square array of dielectric (ε = 8.9) veins

in air. The green dashed lines indicate the veins, and the color indicates the amplitude of the

magnetic field (which is oriented in the z direction). The dielectric band is on the left, and the

air band is on the right.

Again, we turn to the field patterns of the modes in the two lowest bands to
understand the appearance of the band gap. The fields are displayed for the TM
and TE modes in figures 6 and 7, respectively.

Looking at the TM-field patterns in the first two bands, we see that both modes
are mainly concentrated within the high-ε regions. The fields of the dielectric band
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Table 2

TM TE

Dielectric band 89% 83%
Air band 77% 14%

Concentration factors for the lowest two bands of the square lattice of veins at the X point.

are confined to the dielectric crosses and vertical veins, whereas the fields of the
air band are concentrated in the horizontal dielectric veins connecting the square
lattice sites. The consecutive modes both manage to concentrate in high-ε regions,
thanks to the arrangement of the dielectric veins, so there is no large jump in
frequency. This claim is verified by calculating the concentration factors for the
field configurations. The results are in table 2.

On the other hand, the TE band structure has a photonic band gap between the
first two bands. What is the difference between this lattice and the square lattice
of dielectric columns, in which no TE gap appeared? In this case, the continuous
field lines of the transverse electric field lines can extend to neighboring lattice
sites without ever leaving the high-ε regions. The veins provide high-ε roads for
the fields to travel on, and for n = 1 the fields stay almost entirely on them. As
before, since the D field will be largest along the nodal (white) regions of the H
field, we can infer from figure 7 that the D field of the lowest band is strongly
localized in the vertical dielectric veins.

The D field of the next TE band (n = 2) is forced to have a node passing through
the vertical high-ε region, to make it orthogonal to the previous band. Some of its
energy is thereby forced into the low-ε regions. (The maxima in the displacement
energy coincide with the white regions of H in figure 7.) This causes a sizable jump
in frequency between the two bands. This hypothesis is supported quantitatively
by concentration factor calculations in table 2. We find a large concentration factor
for the dielectric band and a small one for the air band. This jump in concentration
factor between consecutive bands causes the formation of a band gap. In this
case, it is the connectivity of the lattice that is crucial to the production of TE
band gaps.

A Complete Band Gap for All Polarizations

In the previous two sections, we used the field patterns as our guide to understand
which aspects of two-dimensional photonic crystals lead to TM and TE band gaps.
By combining our observations, we can design a photonic crystal that has band
gaps for both polarizations. By adjusting the dimensions of the lattice, we can even
arrange for the band gaps to overlap, resulting in a complete band gap for all
polarizations.

Earlier, we found that the isolated high-ε spots of the square lattice of dielectric
columns forced consecutive TM modes to have different concentration factors, due
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Figure 8: A two-dimensional photonic crystal of air columns in a dielectric substrate (which

we imagine to extend indefinitely in the z direction). The columns have radius r and dielectric

constant ε =1. The left inset shows a view of the triangular lattice from above, with the unit

cell framed in red. It has lattice constant a.

to the appearance of a node in the higher-frequency mode. This, in turn, led to
the large TM photonic band gap. The lattice of dielectric veins presented a more
spread-out distribution of high-ε material, leading to greater similarity between
the concentration factors of successive modes.

On the other hand, the connectivity of the veins was the key to achieving gaps in
the TE band structure. In the square lattice of dielectric rods, the TE modes were
forced to penetrate the low-ε regions, since the field lines had to cross dielectric
boundaries. As a result, the concentration factors for consecutive modes were both
low and not very far apart. This problem disappeared for the lattice of dielectric
veins, since the fields could follow the high-ε paths from site to site, and the
additional node in the higher mode corresponded to a large frequency jump.

To summarize our rule of thumb, TM band gaps are favored in a lattice of isolated
high-ε regions, and TE band gaps are favored in a connected lattice.

It seems impossible to arrange a photonic crystal with both isolated spots and
connected regions of dielectric material. The answer is a sort of compromise: we
can imagine crystals with high-ε regions that are both practically isolated and
linked by narrow veins. An example of such a system is the triangular lattice of
air columns, shown in figure 8.

The idea is to put a triangular lattice of low-ε columns inside a medium with
high ε. If the radius of the columns is large enough, the spots between columns
look like localized regions of high-ε material, which are connected (through a
narrow squeeze between columns) to adjacent spots. This is shown in figure 9.
The band structure for this lattice, shown in figure 10, has photonic band gaps for
both the TE and TM polarizations. In fact, for the particular radius r/a = 0.48 and
dielectric constant ε = 13, these gaps overlap, and we obtain an 18.6% complete
photonic band gap.

Out-of-Plane Propagation

Until now we focused exclusively on modes that propagate in the plane of
periodicity, with kz = 0. However, for some applications we must understand
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Figure 9: The spots and veins of a triangular lattice. Between the columns are narrow veins,

connecting the spots surrounded by three columns.
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Figure 10: The photonic band structure for the modes of a triangular array of air columns

drilled in a dielectric substrate (ε = 13). The blue lines represent TM bands and the red lines

represent TE bands. The inset shows the high-symmetry points at the corners of the irreducible

Brillouin zone (shaded light blue). Note the complete photonic band gap.

the propagation of light in an arbitrary direction. We will investigate the out-of-
plane band structure by considering the kz > 0 modes of the triangular lattice
of air columns, the lattice which we discussed in the previous section. The out-
of-plane band structure for this photonic crystal is shown in figure 11. Many
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Figure 11: The out-of-plane band structure of the triangular lattice of air columns for the first

few bands. The bands that start at Γ, ω(Γ, kz), are plotted with blue lines, whereas the bands

that start at K, ω(K, kz), are plotted with green lines. The light line ω = ckz (red) separates

the modes that are oscillatory (ω ≥ ckz) in the air regions from those that are evanescent

(ω< ckz) in the air regions. The inset shows the frequency dependence of the lowest band

as kz varies. Note that as kz increases, the lowest band flattens.

of the qualitative features of the out-of-plane band structure for this crystal are
common to all two-dimensional crystals. In fact, these features are just the natural
extensions of the corresponding notions in multilayer films, which we developed
in the previous chapter.

The first thing to notice about the out-of-plane band structure is that there are no
band gaps for propagation in the z direction, just as we found for one-dimensional
crystals in the section Off-Axis Propagation of chapter 4. This is a consequence of
the homogeneity of the crystal in that direction. Intuitively, this is because no
scattering occurs along that direction; band gaps require multiple scatterings from
regions of different dielectric constant. Another important point is that there is
no longer a useful distinction between the TE and TM polarizations, because the
mirror symmetry is broken for kz �= 0.

Also note that the bands become flat with increasing kz. The inset to figure 11
shows the frequency dependence of the lowest band as kz is varied. When kz = 0,
this lowest band spans a broad range of frequencies, as we saw in figure 10. As
kz increases, the lowest band flattens and the bandwidth (the range of allowed
frequencies for a given kz) decreases to zero. Since the bandwidth is typically
determined by the difference between the frequencies at Γ and K, figure 11 also
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shows both ω(Γ, kz) and ω(K, kz) for the first few bands. As kz increases, the
bandwidth of each of the bands vanishes. Why is this the case?

There is a simple explanation. For large kz, the light is trapped by index guiding
inside the dielectric regions, just as it would be in an optical waveguide. The light
modes that are trapped in neighboring high-ε regions have very little overlap, so
the modes decouple and the bandwidth shrinks to zero. This is especially true for
modes that have ω � ckz.1 In this regime, the fields decay exponentially outside
the high-ε regions, and the overlap between modes in neighboring high-ε regions
vanishes. This behavior is displayed by the bands in figure 11, which have a large
dispersion for ω > ckz, but a small dispersion for ω � ckz.

In later chapters we will expand upon these notions. In chapter 8, we will
consider the case of cylinders of finite height—structures that are periodic in two
dimensions, but are not strictly homogeneous in the third direction. In that case,
kz is not conserved, and we cannot ignore out-of-plane propagation vectors. In
chapter 9, we will consider the new kinds of band gaps that can arise for large
kz, distinct from the TE/TM gaps in this chapter, and which have important
applications in fibers with 2D-crystal cross sections.

Localization of Light by Point Defects

Previously, we found two-dimensional photonic crystals with band gaps for in-
plane propagation. Within the band gap, no modes are allowed; the density of
states (the number of possible modes per unit frequency) is zero. By perturbing a
single lattice site, we can create a single localized mode or a set of closely spaced
modes that have frequencies within the gap. For the case of the multilayer film,
we found that we could localize light near a particular plane by perturbing the
dielectric constant of that plane.

In two dimensions, we have many options. As depicted in figure 12, we can
remove a single column from the crystal, or replace it with another whose size,
shape, or dielectric constant is different than the original. Perturbing just one site
ruins the translational symmetry of the lattice. Strictly speaking, we can no longer
classify the modes by an in-plane wave vector. However, the mirror-reflection
symmetry is still intact for kz = 0. Therefore we can still restrict our attention
to in-plane propagation, and the TE and TM modes still decouple. That is, we
can discuss the band structures for the two polarizations independently, as before.
Perturbing a single lattice site causes a defect along a line in the z direction. But
because we are considering propagation only in the plane of periodicity, and
the perturbation is localized to a particular point in that plane, we refer to this
perturbation as a point defect.

Removing one column may introduce a peak into the crystal’s density of states
within the photonic band gap. If this happens, then the defect-induced state must

1 For ω > ckz, there are also modes that are mostly trapped in the low-ε regions, since Fresnel
reflection goes to 100% in the glancing-angle ray-optics limit.
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Figure 12: Schematic illustration of possible sites of point, line, and surface defects.

Perturbing one column in the bulk of the crystal (yellow) might allow a defect state to be

localized in both x and y. Perturbing one row in the bulk of the crystal (red) or truncating the

crystal at a surface (green) might allow a state to be localized in one direction (x). The rods

are assumed to extend indefinitely in the z direction.

be evanescent. The defect mode cannot penetrate into the rest of the crystal, since
it has a frequency in the band gap. The analysis of chapter 4 is easily generalized to
the case of two dimensions, allowing us to conclude that any defect modes decay
exponentially away from the defect. They are localized in the xy plane, but extend
in the z direction.

We reiterate the simple explanation for the localizing power of defects: the
photonic crystal, because of its band gap, reflects light of certain frequencies. By
removing a rod from the lattice, we create a cavity that is effectively surrounded
by reflecting walls. If the cavity has the proper size to support a mode in the band
gap, then light cannot escape, and we can pin the mode to the defect.2

2 A reader familiar with semiconductor physics can understand this result by analogy with impu-
rities in semiconductors. In that case, atomic impurities create localized electronic states in the
band gap of a semiconductor (see, e.g., Pantelides, 1978). Attractive potentials create a state at
the conduction band edge, and repulsive potentials create a state at the valence band edge. In
the photonic case, we can put the defect mode within the band gap with a suitable choice of
εdefect. In the electronic case, we use the effective-mass approximation to predict the frequencies
and wave functions of defect modes. Within each unit cell the wave functions are oscillatory, but
the oscillatory functions are modulated by an evanescent envelope. An analogous treatment is
applicable to the photonic case (Istrate and Sargent, 2006).
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Figure 13: The TM modes of a square array of dielectric (ε = 8.9) columns in air, with r = 0.38a.

The center inset shows the irreducible Brillouin zone (shaded light blue). The other two insets

suggest the field patterns of the modes, within each column (red/blue for positive/negative

fields). the left inset shows the π-like pattern for band 3; the right shows the δ-like pattern for

the bottom of band 4.

We illustrate this discussion of localized modes in two-dimensional photonic
crystals with a system that has been studied both experimentally3 and theo-
retically4: a square lattice of alumina columns in air. Unlike the infinitely long
columns of figure 1, the real columns were sandwiched between metal plates,
which introduced a cutoff TE frequency that was larger than the frequencies
being investigated. The plates also insured kz = 0 propagation. In this way, the
experimentalists created a system that displays only TM modes with kz = 0.

The in-plane band structure of this system is reproduced in figure 13. The
system has a 10.1% photonic band gap between the third and fourth bands. By
examining the field patterns, as we did in the first two sections of this chapter, we
would find that the first band is composed primarily of states that have no nodal
planes passing through the high-ε columns. In analogy with the nomenclature of
molecular orbitals, we describe such a nodeless field pattern as a “σ-like” band.
The second and third bands are composed of “π-like” bands, with one nodal
plane passing through each column. The bottom of the fourth band has a “δ-like”
pattern with two nodal planes per column (see insets to figure 13). Remember

3 See McCall et al. (1991).
4 See Meade et al. (1993).
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positivenegative

Dz

Figure 14: Displacement fields (Dz) of states localized about a defect in a square lattice of

alumina rods (ε = 8.9) in air. The color indicates the magnitude of the field. The defect on the

left was created by reducing the dielectric constant of a single rod. This mode has a

monopole pattern with a single lobe in the defect and rotational symmetry. The defect on

the right was created by increasing the dielectric constant of a single rod. This mode has a

quadrupole pattern with two nodal planes in the defect, and transforms like the function

f (ρ) = xy under rotations.

that additional nodal planes in the high-ε regions correspond to larger amplitudes
in the low-ε regions, which increases the frequency.

A defect in this array introduces a localized mode, as shown in figure 14.
Experimentally, this defect was created by replacing one of the columns with
a column of a different radius. Computationally, the defect was introduced by
varying the dielectric constant of a single column. In terms of the index of
refraction n = √

ε, the defect varied from ∆n = nalumina − ndefect = 0 to ∆n = 2 (one
column completely gone). The results of the computation are shown in figure 15.

The largest photonic band gap in this structure is between the third (π-like)
band of states with one nodal line and the fourth (δ-like) band of states with two
nodal lines in the high-ε regions. When the index of refraction is less than 3, a state
leaves the π band and enters the photonic band gap. As ∆n is increased between
0 and 0.8, this doubly degenerate mode sweeps across the gap. At ∆n = 1.4, a
nondegenerate state enters the gap, sweeps across, and penetrates the δ band at
∆n = 1.8. This mode is displayed at ∆n = 1.58, before entering the δ band, in the
left panel of figure 14.

Note that this state has one nodal line passing through each dielectric column
other than the center, showing that it retains the essential character of the π band;
however, because it has no nodal lines in the central (defect) column, we describe
this state as a monopole mode. Similarly, defects with ∆n < 0 pull states out of the
δ band. The resulting localized states retain their δ-like character, with two nodal
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Figure 15: The evolution of localized modes associated with a defect column in an

otherwise perfect square lattice, as the defect’s index of refraction decreases. An index

change ∆n = 0 corresponds to the perfect crystal; ∆n =2 corresponds to the complete

removal of one column. The horizontal lines indicate the band-gap edges. In the gap, the

frequencies (red lines) are associated with localized states, but after the line punctures the

continuum it becomes a resonance with broadened frequency (green line). The state at

∆n =1.58 has the field pattern shown in the left panel of figure 14.

planes per column, as shown on the right panel of figure 14. Because there are also
two nodal planes in the defect, we call this a quadrupole mode.

The defect mode frequency increases as εdefect decreases, as we can see in
figure 15. A simple way to understand this is to examine the effects that a small
variation in ε(r) has on the frequency of a mode via the perturbation theory of
the section The Effect of Small Perturbations of chapter 2. From equation (28) of
chapter 2, we see that for a negative value of ∆ε (i.e., removing a bit of dielectric),
the corresponding frequency shift ∆ω is positive, and a state can pop out of the
top of the π band (dielectric band). Increasing ∆ε pushes the state deeper into the
gap. Conversely, for ∆ε positive, the frequency shift is negative and a state at
the bottom of the δ band (air band) can fall into the gap.5

Although the defect destroys the translational symmetry of the crystal, many
types of defects still allow the crystal to retain some point symmetries. For

5 An analogy between this case and the case of impurities in a semiconductor might benefit the reader
familiar with that subject. Since the wavelength of light is shorter in a dielectric than in air, these
regions are analogous to regions of deep potential in the semiconductor. Decreasing the dielectric
constant at one photonic crystal site is analogous to adding a repulsive potential to one atomic site,
which pushes a state out of the π band. Decreasing the dielectric constant further increases the
repulsive character of the defect, and pushes the localized mode to higher frequencies. Conversely,
increasing the dielectric region is analogous to adding an attractive potential that pulls a state out of
the δ band.
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instance, in the inset to figure 14, we see that after removing one column from the
lattice, we can still rotate the crystal by 90◦ about the z axis and leave it unchanged.
If a defect does retain a point symmetry, then we can use that symmetry to classify
the defect modes, just as we did in chapter 3.

For example, since the defect in the left panel of figure 14 is unchanged under
90◦ rotations, we can immediately predict the symmetry properties of the doubly
degenerate modes that cross the gap for 0 < ∆n < 0.8. They must be a pair of
dipole modes (with one nodal plane in the defect) that transform into each other
under a 90◦ rotation, since that is the only doubly degenerate way to reproduce
the symmetry of the surroundings.6

What happens to the defect mode after it reaches the δ (air) band? When its
frequency is above the bottom of the δ band, the defect mode is no longer trapped
in the band gap; it can leak into the continuum of states that makes up the δ
band. The defect no longer creates a truly localized mode. However, since we
expect a smooth transition between localized and continuum behavior, the mode
still concentrates much of its field energy near the defect. But in this case, the
defect is not surrounded by reflecting walls, so the energy will leak away into
the continuum of states at some rate γ. We call this a leaky mode or resonance.7

The peak that the defect creates in the crystal’s density of states widens in
proportion to γ; as the mode penetrates farther into the continuum, farther and
farther from the true bound state, the resonance broadens away and melts into the
continuum.

In a crystal with a finite number of rods, then even the defect modes inside
the gap are resonances, rather than truly localized modes. Each resonance has
a nonzero leakage rate γ into the surrounding medium. Because these defect
modes decay exponentially into the crystal, however, the value of γ also decreases
exponentially with the number of surrounding crystal periods. Thus the loss rate
can be made as small as desired. We return to resonance and losses in the section
Quality Factors of Lossy Cavities of chapter 7, and discuss their impact on device
applications in chapter 10.

Point defects in a larger gap

The same principles apply equally well to other types of defects in other crystal
structures. We conclude this section with the example of a defect formed by

6 In the language of group representation theory: the defect has the symmetry of the C4v point group,
and the only 2 × 2 (doubly degenerate) irreducible representation of that group is a pair of dipole-
like functions. A monopole state, such as the one in the left panel of figure 14, corresponds to the
trivial representation (1). See Inui et al. (1996, Table B.7).

7 This name is chosen to suggest the correspondence with the phenomenon of resonance scattering
in optics and quantum mechanics. In a scattering experiment, tuning the incident energy near the
energy of a true bound state causes a peak in the cross section due to the resonance of the incident
beam with the potential. Here, there is a peak in the density of states because our defect mode is
very close to a true localized mode. The rate of decay of the resonance is proportional to the peak
width in both cases, as analyzed in more detail by chapter 10.
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Figure 16: The evolution of localized modes associated with a defect column in an otherwise

perfect square lattice with the parameters of figure 2, as the defect’s radius is changed. A

radius of r = 0.2a corresponds to the perfect crystal. The TM band-gap frequency range,

about 0.32–0.44 2πc/a, is shaded yellow. If the radius is decreased then a single monopole

state is pushed up into the gap. If the radius is increased then a sequence of higher-order

modes (with more nodal planes) are pulled down into the gap. The dipole, hexapole, and

dipole-2 states are doubly degenerate, while the other states are nondegenerate. The field

patterns for these states and explanations for their names are in figure 17.

changing the radius of a single rod in the photonic crystal of figure 2 (a square
array of alumina rods with r = 0.2a instead of 0.38a), using the large fundamental
gap between the first and second bands (which are σ-like and π-like, respectively).
Since the band gap here is three times as large as in the preceding example, the
modes are localized more strongly. As a practical matter, one typically works with
as large a gap as possible to maximize localization, and the defect modes here are
closely related to cases we will examine in chapters 6 and 10.

The frequencies of the various defect states are plotted as a function of the defect
radius in figure 16, from a radius of 0 (a rod completely removed) to 0.7a (more
than tripled in diameter), with the corresponding field patterns in figure 17. For
a missing rod, one obtains a monopole state that is pushed up from the dielectric
(σ-like) band, whereas increasing the radius initially pulls down a pair of doubly
degenerate dipole modes from the air (π-like) band.

For larger radii, we pull down a sequence of higher-order modes with an
increasing number of nodal lines: two different quadrupole states, a higher-order
monopole with an extra node in the radial direction, and two higher-order dipole
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r = 0.7a    hexapole r = 0.7a    dipole-2

Ez

Figure 17: Electric-field (Ez) patterns of states localized about a defect in a square lattice of

rods in air, where the radius r of a single rod has been changed. The rods are shown as

dashed green outlines. Top left: a monopole state formed by completely removing a rod

(r = 0), which has a single lobe in the defect and high symmetry. Top right: dipole state for an

increased radius r = 0.34a, which is doubly degenerate with the other state (not shown)

formed by a 90◦ rotation. Middle row: three nondegenerate states formed by an increased

radius r =0.55a. There are two quadrupole states, with the left (quadrupole-xy) having nodal

planes along the x and y axes and transforming like f (ρ) = xy under rotations, while the

center (quadrupole-diag) state has diagonal nodal planes and transforms like x2− y2. The

monopole-2 state at right is a second-order monopole state, with an extra nodal plane in the

radial direction. Bottom row: two states formed by an increased radius r = 0.7a, each of

which is doubly degenerate with another state (not shown) formed by a 90◦ rotation. The

hexapole state has six lobes in the defect, while dipole-2 is a second-order dipole pattern.
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states (one of which we label as a hexapole to reflect the six lobes in its field
pattern). All of the degenerate pairs, regardless of the complexity of their field
patterns, have the same dipole symmetry: the degenerate partner differs by a 90◦

rotation, they transform the same way under the x = 0 and y = 0 mirror planes
as well as under 180◦ rotation, and the degenerate partner is obtained by a 90◦

rotation (or a diagonal mirror plane).8

Linear Defects and Waveguides

We can use point defects in photonic crystals to trap light, as we have just seen.
By using linear defects, we can also guide light from one location to another. The
basic idea is to carve a waveguide out of an otherwise perfect photonic crystal
by modifying a linear sequence of unit cells, as shown schematically in figure 12.9

Light that propagates in the waveguide with a frequency within the band gap
of the crystal is confined to the defect, and can be directed along the defect. An
example is illustrated in figure 18, in which a column of rods has been removed
along the y direction from the square-lattice crystal of figure 2.

A system with a linear defect still has one direction within the plane for which
discrete translational symmetry is preserved. In this case, it is the y direction.
Thus, the corresponding wave vector ky is still a conserved quantity. We have also
maintained continuous translational symmetry in z. It follows that kz is conserved
and we can restrict ourselves to in-plane (kz = 0) propagation. We consider only
the TM polarization. The band diagram of ω versus ky is given in figure 19,
wherein the introduction of the defect results in a discrete guided band lying
inside the TM band gap. By virtue of the gap, the mode represented by this band
is evanescent within the crystal, and is localized within the defect, as shown in
figure 18. As usual, from the section Discrete vs. Continuous Frequency Ranges of
chapter 2, the localization explains why the mode exists as a discrete band rather
than a continuous range of frequencies for a given wave vector. Outside of the
gap, in the blue region of figure 19, the modes extend within the crystal and
correspondingly cover a continuous range of frequencies.

We should emphasize a key difference between linear defects and the point
defects that were discussed in the previous section. For a point defect, a mode
can be localized whenever its frequency is in the photonic band gap. For a linear
defect, we consider the mode’s behavior not only as a function of frequency,
but also as a function of its wave vector ky. A guided mode need only have a
combination (ky, ω0) that is disallowed in the crystal; it is not necessary that ω0
alone is disallowed. To test for the existence of a guided mode, we pick a specific

8 In general, there are only five possible representations of the C4v symmetry group into which
the states can fall, corresponding to the monopole, dipole, and two quadrupole states shown in
figure 17, as well as an octopole possibility that does not occur for this range of defect radii. See Inui
et al. (1996, Table B.7).

9 This is just one simple example; to create a linear defect, one need not modify every unit cell
identically, or even at all, as long as the defect has discrete translational symmetry.
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positivenegative

Ez

Figure 18: Electric-field (Ez) pattern associated with a linear defect formed by removing a

column of rods from an otherwise-perfect square lattice of rods in air. The resulting field,

shown here for a wave vector ky = 0.3 (2π/a) along the defect, is a waveguide mode
propagating along the defect. The rods are shown as dashed green outlines.

(ky, ω0) and ask if there is any ky which will put that mode on a band. That is, by a
suitable choice of kx can we arrange for some band n such that ω0 = ωn(kx, ky)? If
we can, then there is at least one extended state in the crystal with that combination
(ky, ω0). If we tried to establish a guided mode with those parameters, it would
leak into the crystal. This process of selecting a value of ky (which is conserved)
and examining all possible kx (which is no longer conserved) is called projecting
the band structure of the infinite crystal. The result is the blue region of figure 19,
which is the projection of the states in the bulk crystal onto their (ky, ω) coordinates.

The conservation of ky is also why we are justified in calling this structure a
waveguide. It is truly a channel along which light propagates, as opposed to being
just a region where light is localized. A mode with a positive group velocity dω/dky

(as defined in the section Bloch-Wave Propagation Velocity of chapter 3) is a forward-
propagating mode; here, these modes lie at ky > 0, but this is not always the case.
By flipping the sign of ky, one obtains a mode with dω/dky < 0, a backward-
propagating mode. These two modes do not couple with one another, because
they have different values of the conserved quantity ky. Each mode will propagate
in the same direction forever, or at least as far as the translational symmetry is
maintained.

The waveguide depicted in figure 18 is a demonstration of a remarkable
property of photonic crystals: the ability to guide light primarily in the air.
Conventional dielectric waveguides guide light through the mechanism of index
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Figure 19: The projected band structure of the line defect (inset) formed by removing a row

(or column) of rods from an otherwise perfect square lattice from figure 2, plotted versus the

wave vector component k along the defect. The extended modes in the crystal become

continuum regions (blue), whereas inside the band gap (yellow) a defect band (red) is

introduced corresponding to a localized state as in figure 18.

guiding (total internal reflection), as described in the subsection Index guiding of
chapter 3, but that mechanism can confine light only within a higher-ε region.10 In
contrast, the guidance mechanism in this case is the band gap of the surrounding
crystal, which is independent of the properties of the material filling the core. This
capability is important for a number of applications in which it is desirable to
reduce the interactions, such as absorption or nonlinearity, between the light and
the dielectric materials. We will return to this subject in chapter 9.

One can imagine a variety of ways in which a linear defect could be introduced
into a crystal, and a corresponding variety of guided modes. The only requirement
is that we maintain discrete translational symmetry in one direction. One possibil-
ity would be to remove every rod, or every nth rod (as discussed in more detail
by the section Some Other Possibilities of chapter 10), along a single row. Another
possibility is to remove every rod along multiple rows of rods. Our earlier choice
to remove only a single row resulted in a single-mode waveguide, which has the

10 However, a very weakly confined (e.g. low ε contrast) index-guided mode can have the majority of
its energy in the exponential tails outside the higher-ε region.
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property that there is at most one guided mode at a given frequency. Removing
multiple rows results in a multi-mode waveguide. These are generally undesir-
able for applications involving information transmission, because if signals can
propagate with more than one velocity, then they will become scrambled (modal
dispersion). To estimate the requisite width of a single-mode waveguide, think
of the waveguide as an empty space between two perfectly reflecting walls. The
appropriate boundary condition for such a propagating waveguide mode is that
the field vanishes at the walls. For maximum confinement, we should operate
near the midgap frequency ωm = 0.38 (2πc/a) = a/λm. For the lowest-frequency
mode, one-half the wavelength should span the width of the waveguide. Taken
together, we conclude that the width should be roughly λm/2 = 1.3a, which
is achieved (at least approximately) by removing only one row of dielectric
rods.

Surface States

Much of our discussion has concerned the interior of photonic crystals of infinite
extent. But real crystals are necessarily bounded. What happens at the surface of a
two-dimensional photonic crystal? In this section, we explore the surface modes
that photonic crystals are capable of sustaining, much like the one-dimensional
case in the section Surface States of chapter 4. For a surface mode, light is localized
at a surface plane, as shown schematically in figure 12. The field amplitudes decay
exponentially away from the surface. They decay within the crystal because of the
band gap, and they decay within the air region because they are index-guided (as
in the subsection Index guiding of chapter 3).

We can characterize a given surface by its inclination and its termination.
Surface inclination specifies the angles between the surface normal and the crystal
axes. Surface termination specifies exactly where the surface cuts across the unit
cell; for example, we can end a two-dimensional lattice of circles by stopping after
some whole number of circles, or by cutting each circle in half at the boundary, or
by cutting off some arbitrary fraction.

We will focus on the surface states of a square lattice of dielectric columns.
Many of the arguments and results that we present, however, are quite general.
Specifically, we will return to the square array of alumina rods from figure 2,
with ε = 8.9. Consider the TM band structure, which has a photonic band gap
between the first and second bands. For our surface inclination, we choose planes
of constant x.11 We will look at two different terminations: either we will draw
the boundary just outside a line of whole columns, or we will cut the outermost
columns in half. These two terminations are depicted in the insets to figures 20
and 21, respectively.

11 This is known as the (10) surface of the square lattice, in the language of Miller indices from
appendix B.
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Figure 20: The projected band structure of the constant-x surface of the square lattice of

alumina rods in air. The shading denotes regions in which light is transmitted (purple EE

states), internally reflected (red DE states), and externally reflected (blue ED states). The

crystal is terminated as shown in the inset; this termination has no surface states.

This structure has continuous translational symmetry in the z direction, so we
can describe the modes by a kz wave vector, but we restrict ourselves to kz = 0
where we have a TM band gap. Just as with the linear defects of the previous
section, we have broken translational symmetry in one direction (x) but have
maintained it in another direction (y) in the plane. Thus, ky is conserved, but kx

is not conserved. Therefore, it is useful to compute the projected band structure of
the infinite crystal, in which (ky, ω) is plotted for each ωn(kx, ky).

Figure 20 shows the projected band structure of the constant-x surface of the
square lattice of dielectric rods. In order to understand it, we first consider the
projected band structures of the outside air and the photonic crystal separately. As
before, we label each section of the plot with two letters. The first letter indicates
whether the states are Extended or Decaying in the air region. The second letter
gives the same information for the crystal region. The union of regions EE and
ED shown in figure 20 is the projection of the free light modes onto the surface
Brillouin zone. For a given ky, there are light modes at all frequencies ω ≥ c|ky|;
this is the light cone that was defined in the subsection Index guiding of chapter 3.
Along the light line ω = cky, the light travels parallel to the surface, and increasing
ω at fixed ky corresponds to increasing kx. Similarly, the union of regions EE and
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Figure 21: The projected band structure of the constant-x surface of the square lattice of

alumina rods in air, like figure 20 above except with a different termination shown in the inset.

The line in the gap corresponds to a surface band in which light is exponentially localized to

the surface (green, DD).

DE represents the projected band structure of the photonic crystal. Note that the
photonic crystal contains a TM band gap at 0.32 < (ωa/2πc) < 0.44.

Now we can understand the three types of surface states of the projected surface
Brillouin zone: light that is transmitted (EE), light that is internally reflected (DE),
and light that is externally reflected (ED). In the region of (ω, ky) marked EE, the
modes are extended in both the air and in the crystal, making it is possible to
transmit light with those parameters through the crystal. In the DE region, there
are modes in the crystal, but they are beneath the light line of the air modes. Thus
the light can extend into the crystal, but decays exponentially into the surrounding
air. This is nothing but the familiar phenomenon of total internal reflection. In the
ED region, the situation is reversed. There, the modes can extend into the air, but
they decay exponentially into the crystal.

Finally, there might exist bona fide surface modes, which decay exponentially
away from the surface in both directions (DD). Such a mode appears in figure 21,
which shows the band structure of the constant-x surface terminated by cutting
the columns in half. The modes in the DD region are below the light line of the air
modes, and are also within the band gap of the crystal. The fields therefore decay
exponentially in both directions, and the mode is pinned to the surface plane, as
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Air

Ez

Figure 22: Electric-field (Ez) pattern associated with a surface-localized state formed

by truncating a square lattice of alumina rods in air, cutting each rod in half at the

boundary as in figure 21. The mode shown corresponds to a surface-parallel wave vector

ky = 0.4 (2π/a). The dielectric rods are shown as dashed green outlines.

shown in figure 22. By exciting such modes, we can imprison light at the surface
of the crystal.12

Further Reading

Appendix A catalogues many of the analogies between the field of photonic crys-
tals and the disciplines of quantum mechanics and solid-state physics. Appendix B
provides a more detailed discussion of the Brillouin zones of the crystal geometries
we have studied in this chapter. Appendix C provides the band gap locations for
a variety of two-dimensional photonic crystals.

Some early experimental and theoretical approaches to two-dimensional band-
gap systems can be found in McCall et al. (1991), Smith et al. (1993), Plihal and
Maradudin (1991), and Villeneuve and Piché (1992). Meade et al. (1991a; 1991b)
contains a systematic treatment of the square lattices of dielectric rods and veins.

12 Note that surface modes cannot be excited by light propagating from either the air or the crystal,
precisely because it does not overlap these modes. To excite a surface state, you either need to break
translational symmetry (e.g., by ending the surface at a corner), or bring a light source so close to
the surface that it can couple to the evanescent field of the surface state.
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Winn et al. (1994) contains a more systematic treatment of square and triangular
lattices of columns. Surface states on the interface between two different materials
were reported in Meade et al. (1991b). The experimental investigation of the square
lattice of dielectric columns for bulk states can be found in Robertson et al. (1992)
and for surface states in Robertson et al. (1993).

The earliest theoretical studies of two-dimensional crystals relied on pertur-
bative techniques that were limited to weak periodicity (e.g., Brillouin, 1946),
in which a band gap cannot appear. There is an analytically tractable two-
dimensional crystal with strong periodicity, however: a separable structure13 for
the TM polarization first solved by Chen (1981), who did not comment on the
possibility of band gaps or localized states. This separable system was rediscov-
ered by Kawakami (2002), who also [along with Čtyroký (2001) and Watts et al.
(2002)] analyzed its localized defect modes. (In this atypical case, localization
does not require a band gap.) A Kronig-Penney–like model of two-dimensionally
periodic Dirac delta-function dielectrics is also analytically solvable for both
TE and TM polarizations (Shepherd and Roberts, 1995; Axmann et al., 1999).
Another possibility, especially in the long-wavelength limit, is an effective medium
approximation that replaces the photonic crystal by some average homogeneous
material (Aspnes, 1982; Smith et al., 2005). Special methods are also available
for defects formed by slow spatial variations in photonic crystals (Johnson et al.,
2002b; Istrate and Sargent, 2006). The structures in this chapter and in most of the
literature, however, require numerical computations using methods such as those
summarized in appendix D.

13 The references cited here for the separable structure use the opposite convention for naming
polarization states: our TE is their TM, and vice versa.
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Three-Dimensional Photonic Crystals

THE OPTICAL ANALOGUE of an ordinary crystal is a three-dimensional photonic
crystal: a dielectric structure that is periodic along three different axes. Three-
dimensional photonic crystals can have the novel properties we discussed in the
previous two chapters, including band gaps, defect modes, and surface states.
In this chapter, we will present several examples of three-dimensional crystals
with complete band gaps: a diamond lattice of air holes, a drilled dielectric known
as Yablonovite, a woodpile stack of orthogonal dielectric columns, an inverse opal,
and a stack of alternating two-dimensional crystals of rods and holes. Just as
in two dimensions, we can localize light at a defect or at a surface, but with a
three-dimensional crystal we have the additional capability to localize light in
all three dimensions.

Three-Dimensional Lattices

Although there are an infinite number of possible geometries for a three-
dimensional photonic crystal, we are especially interested in those geometries that
promote the existence of photonic band gaps. The results of the previous chapter
suggest that we try structures that contain connected networks of dielectric
channels. More precisely, the two-dimensional crystal with a complete band gap
had dielectric “veins” for the TE polarization (in the plane) and dielectric spots
for the TM polarization (out of the plane). However, the spots were actually long
channels running in the z direction, parallel to the TM field. So, more generally,
we want a network of dielectric channels running along all the directions in which
the electric field can point. In three dimensions, then, we might try creating our
crystals with arrays of tubes and spheres, analogous to the veins and spots in the
last chapter or to the bonds and atoms of crystalline atomic lattices. It turns out
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Figure 1: Ball-and-stick (“atomic”) representation of several three-dimensional lattices in a

cubic supercell, with a lattice constant a. The blue balls alone form a simple cubic lattice.

Adding the dark red balls produces a face-centered cubic (fcc) lattice. Adding the pink

balls as well produces a diamond lattice, with stick “bonds” (four bonds per ball).

that the choice of the lattice and how it is connected is critical in determining how
easily we obtain a band gap. We will investigate several possibilities.

Figure 1 is a schematic representation of several three-dimensional lattices of
spheres in a cubic cell. The simplest lattice is formed by the blue spheres at the
corners of the cube, with primitive lattice vectors ax̂, aŷ, and aẑ. This is the simple
cubic lattice. If we add the dark red spheres at the centers of the faces, we obtain
a face-centered cubic (or fcc) lattice. The fcc lattice vectors are (x̂ + ŷ)a/2, (ŷ + ẑ)
a/2, and (x̂ + ẑ)a/2. For the fcc lattice, the smallest repeating unit (the primitive
cell) is not the cubic cell shown in figure 1. Rather, the primitive cell is a rhom-
bohedron (with volume a3/4) whose edges are the three lattice vectors. The cubic
cell contains four copies of this primitive cell, and is an example of a supercell.

Finally, if we add the pink spheres, which represent another fcc lattice that
is shifted by (a/4, a/4, a/4) relative to the blue spheres, then we obtain a dia-
mond lattice. The periodicity in this case is the same as for the fcc lattice, but
there are two “atoms” per rhombohedral primitive cell. In an atomic diamond
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lattice, the spheres would be carbon atoms, with each atom bonding to its four
nearest neighbors, as illustrated in the figure. Returning to the dielectric case, we
imagine these bonds to be dielectric veins. They provide the diamond lattice with
the requisite channels along which the electric field lines can run. In fact, we shall
see that all known photonic crystals with large band gaps (15% or larger with a
dielectric contrast of 13 to 1) are closely related to the diamond structure.

Consider a photonic crystal composed of only two different substances. We
will examine two basic topologies, differing in whether the “atoms” and “bonds”
are composed of the higher-ε material, or the lower-ε material. As we showed in
chapter 2, it is the ratio of the two dielectric constants that matters most, not the
individual values. Scaling the entire dielectric function by some constant factor,
ε(r) → ε(r)/s2, results in a trivial rescaling of the band structure, ω → sω. We
define the dielectric contrast as the ratio of the dielectric constants of the high-ε
and low-ε materials: εhigh/εlow.

As we have seen in earlier chapters, band gaps tend to appear in structures with
a high dielectric contrast. The more significant the scattering of light, the more
likely a gap will open up. One might wonder whether any dielectric lattice has a
photonic band gap for a sufficiently high dielectric contrast. This is in fact the case
for most two-dimensional crystals, at least for one polarization (see appendix C).

For three-dimensional crystals, complete photonic band gaps are rarer. The gap
must smother the entire three-dimensional Brillouin zone, not just any one plane
or line. For example, in figure 2 we show the band structure for a face-centered
cubic (fcc) lattice of close-packed (tangent) high-dielectric spheres (ε =13) in air.
Although the dielectric contrast is very large, there is no complete photonic
band gap.

Nevertheless, a number of three-dimensional crystals have been discovered
that do yield sizable complete photonic band gaps. Several of these structures are
described in the next section. In most of the theoretical studies of these structures
undertaken to date, the results are as follows. For a given crystal lattice, there is
no photonic band gap until the dielectric contrast is increased to some threshold
value. Above this nonzero threshold, the gap opens up and its width usually
increases monotonically with the dielectric contrast, assuming optimal parameters
are chosen. These optimal structural parameters (e.g., the radius of the tubes or
spheres), which maximize the width of the band gap, vary with the dielectric
contrast. Examples of such results can be found in appendix C.

Crystals with Complete Band Gaps

The possibility of three-dimensional photonic band gaps in periodic structures
was first suggested by Yablonovitch in 1987, exactly one century after Lord
Rayleigh (1887) described one-dimensional band gaps. It took three more years,
however, before a specific dielectric structure was correctly predicted to have
a complete band gap in three dimensions, by Ho et al. (1990). Subsequently, a
large number of systems with band gaps have been proposed based on theoretical
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Figure 2: The photonic band structure for the lowest-frequency electromagnetic modes of a

face-centered cubic (fcc) lattice of close-packed dielectric spheres (ε = 13) in air (inset).

Note the absence of a complete photonic band gap. The wave vector varies across the

irreducible Brillouin zone between the labelled high-symmetry points; see appendix B for a

discussion of the Brillouin zone of an fcc lattice.

calculations, and in many cases these structures have been fabricated and charac-
terized at wavelengths ranging from the microwave regime to the infrared regime.

In fact, there are too many designs for us to describe them all here, and we must
concentrate on the essentials. Many of the successful designs share the same basic
topology, and differ mainly in the envisioned fabrication method. We will discuss
a few of the most historically important structures, and conclude with a detailed
examination of a crystal that is closely related to the two-dimensional systems of
the previous chapter.

Spheres in a diamond lattice

Ho et al. (1990) found the first structure with a complete three-dimensional
photonic band gap by considering a diamond lattice of spheres, similar to the one
shown in figure 1, except that the radius of each sphere is large enough to cause
the spheres to overlap. This removes the need for any connecting “bonds.” It was
found that a complete photonic band gap exists whether one embeds dielectric
spheres in air or air spheres in a dielectric medium, as long as the sphere radius is
chosen appropriately.
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Figure 3: The photonic band structure for the lowest bands of a diamond lattice of air

spheres in a high dielectric (ε = 13) material (inset). A complete photonic band gap is shown

in yellow. The wave vector varies across the irreducible Brillouin zone between the labelled

high-symmetry points; see appendix B for a discussion of the Brillouin zone of an fcc lattice.

The band structure for a lattice of air spheres within a dielectric medium is
shown in figure 3. To maximize the size of the band gap, the sphere radius r
is chosen to be 0.325a, where a is the lattice constant of the cubic supercell (see
figure 1). Between the second and third bands, there is a complete gap, with a
gap–midgap ratio of 29.6%. A further survey of the gaps of this structure can be
found in appendix C.

Most of this structure (81% by volume) is air. As noted above, the diameter
of the spheres (0.65a) is larger than the distance between them (a

√
3/4), causing

the air spheres to overlap. Both the air and the dielectric regions are connected;
there are no isolated spots of either material. We can think of this crystal as two
interpenetrating diamond lattices, one of which is composed of connected air
spheres, and the other of which is composed of connected dielectric “remnants.”
These remnants, which follow the pattern of the “bonds” in figure 1, are the
channels along which the electric field lines can run, for the modes in the two
lowest bands. However, they are narrow enough that higher bands are forced out,
and the corresponding frequency difference produces the photonic band gap.

Some further remarks are in order about why the diamond lattice is so amen-
able to complete photonic band gaps. In the section The Physical Origin of
Photonic Band Gaps of chapter 4, when examining a one-dimensional crystal,
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we found that a photonic band gap opens up at the Brillouin-zone edge (ω =
c|k| = cπ/a) even for arbitrarily small values of the dielectric contrast. Given
this fact, one might expect that in three dimensions we could achieve the same
property—a complete photonic band gap for a small dielectric contrast—if the
edge of the Brillouin zone had the same magnitude |k| in all directions, corre-
sponding to a spherical Brillouin zone. However, there is no three-dimensional
crystal with a spherical Brillouin zone. It is generally a polygonal solid, just as
it was a square or a hexagon in the two-dimensional examples considered in the
previous chapter. Thus, the band gaps in different directions generally occur at
different frequencies. Only if the dielectric contrast is large can we arrange for
all of these directional gaps to be wide enough to create a mutual overlap. What
distinguishes the fcc lattice (and the diamond lattice, which shares the same lattice
vectors and Brillouin zone) is that the Brillouin zone is nearly spherical.1 In some
sense it is the most spherical of all possible three-dimensional lattices. Equiva-
lently, the spatial period of the fcc lattice is most nearly independent of the spatial
direction. This seems to be the key property that makes the fcc and diamond
structures the most favorable cases for creating three-dimensional band gaps.

Yablonovite

The first case of a laboratory realization of a three-dimensional photonic crystal
with a complete photonic band gap was not the simple diamond structure of the
previous section. Rather, it was a related structure that proved to be simpler to
manufacture. It consists of a dielectric medium that has been drilled along the
three lattice vectors of the fcc lattice, as shown in figure 4. This has been named
Yablonovite, after its discoverer Eli Yablonovitch et al. (1991a). Yablonovite was
first fabricated on centimeter scales for measurements of microwave propagation.

Drilling holes with a radius of 0.234a results in a structure with a complete
photonic band gap of 19%, as shown in figure 5. Like the diamond lattice of
air spheres, we can think of Yablonovite as two interpenetrating “diamond-like”
lattices, one of which is a connected region of dielectric, and the other being a
connected air region.2

1 More information on the fcc Brillouin zone can be found in appendix B.
2 A note for cognoscenti: Yablonovite is not a true diamond structure, which would require drilling

holes down the six axes [110], [101], [011], [1̄10], [1̄01] and [0̄11]. (See the section Miller Indices of
appendix B for the meaning of this notation.) By drilling along only three axes, the [110] direction is
singled out. For this reason, Yablonovite does not have the full diamond symmetry, but only a D3d
symmetry (a threefold rotation axis [111] as well as mirror planes and inversion symmetry). The
lowering of symmetry is responsible for broken degeneracies at some of the special points of the
Brillouin zone. Nevertheless, Yablonovite is “diamond-like.” It has the same topology as a diamond
lattice. It consists of a set of dielectric veins that connect the sites of a diamond lattice. However,
because only three rods are drilled, the veins along the [111] direction have a larger diameter than
those along the [1̄1̄1], [11̄1̄] and [1̄11̄] directions.
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Figure 4: The method for constructing Yablonovite: a slab of dielectric is covered by

a mask consisting of a triangular array of holes. Each hole is drilled three times (right),

at an angle of 35.26◦ away from the normal and spread out 120◦ on the azimuth. This

results in a three-dimensional structure whose (11̄0) cross section is shown on the left.

The dielectric connects the sites of a diamond lattice, shown schematically in

yellow. The dielectric veins oriented vertically [111] have greater width than those

oriented diagonally [111̄]. Bottom: computer rendering of the structure (image courtesy

E. Yablonovitch).

The woodpile crystal

The first three-dimensional photonic crystal with a complete gap to be fabricated
on micron scales, for light at infrared wavelengths, was the crystal shown in
figure 6. This structure was proposed independently by Ho et al. (1994) and
Sözüer and Dowling (1994), and was dubbed a woodpile structure by the latter
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Figure 5: The photonic band structure for the lowest bands of Yablonovite (inset, from

figure 4). Wave vectors are shown for a portion of the irreducible Brillouin zone that includes

the edges of the complete gap (yellow). A detailed discussion of this band structure can be

found in Yablonovitch et al. (1991a).

authors.3 The woodpile crystal is formed by a stack of dielectric “logs” (generally
rectangular) with alternating orthogonal orientations. The main advantage of
the woodpile, as compared to crystals that had been proposed earlier, is that
the woodpile can be fabricated as a sequence of layers deposited and patterned
by lithographic techniques developed for the semiconductor electronics industry.
Using just such a process, the woodpile structure was fabricated out of silicon
(ε ≈12) logs by Lin et al. (1998b) and a band gap was measured around a wave-
length of 12 µm. Subsequently, Lin and Fleming (1999) were able to reduce the
size by nearly a factor of eight, resulting in a band gap around a wavelength
of 1.6 µm.

The simplest woodpile-like stack would be an ABAB · · · sequence, where A
denotes one log orientation and B denotes the orthogonal orientation, but this
sequence does not produce a significant gap. Instead, it turns out that a four-layer
ABCDABCD · · · sequence is better, in which C and D are layers with the same
orientation as A and B, but are offset by half of the horizontal spacing, as illustrated

3 There was initially some debate over this terminology because the 1994 Sözüer and Dowling paper
primarily described a different two-layer structure that had only a 2–3% complete gap. Ho et al.
called the four-layer crystal here the “layer-by-layer” structure.
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1 micron

Figure 6: Electron-microscope image of a “woodpile” photonic crystal. The crystal is

made of silicon and has a complete band gap centered at a wavelength of approximately

12 microns (Lin et al., 1998b). The dielectric “logs” form an fcc (or fct) lattice stacked

in the [001] direction. (Image courtesy S.-Y. Lin.)

in figure 6. The band diagram of this structure, for a dielectric contrast of 13:1, is
shown in figure 7. It exhibits a 19.5% complete photonic band gap between the
second and third bands. This structure has the periodicity of an fcc lattice, in which
each fcc “atom” from figure 1 is replaced by a pair of orthogonal logs in the x̂ + ŷ
[110] and x̂ − ŷ [11̄0] directions.4 In fact, the woodpile crystal, like Yablonovite,
can also be understood as a distorted form of the diamond lattice (with lower
symmetry). If we imagine taking the diamond of figure 1 and flattening the bonds
so that they lie parallel to the xy plane, then we obtain a woodpile stacking.

4 The periodicity is strictly fcc only when the log thickness (in z) is a/4 and the in-plane period of
a sequence of parallel logs is exactly a/

√
2. More generally, it forms a face-centered tetragonal (fct)

lattice, which can be thought of as an fcc lattice that has been stretched or compressed in the z [001]
direction. In figure 7 we used an fcc lattice with a log width of 0.2a, which is close to the optimum
value for a dielectric contrast of 13:1.
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Figure 7: The photonic band structure for the lowest bands of the woodpile structure (inset,

from figure 6) with ε = 13 logs in air. The irreducible Brillouin zone is larger than that of the fcc

lattice described in appendix B, because of reduced symmetry—only a portion is shown,

including the edges of the complete photonic band gap (yellow).

Inverse opals

In figure 2, we showed that an fcc lattice of dielectric spheres does not have a
complete band gap. Nevertheless, it still has interesting optical properties that are
responsible for the brilliant appearance of natural opals. Moreover, it turns out that
the inverse structure, fcc air holes in high dielectric, can have a complete photonic
band gap.

Using electron microscopy, Sanders (1964) found that precious opal mineraloids
are formed of close-packed5 arrangements of submicron-diameter silica spheres
in a silica–water matrix, with a relatively low dielectric contrast. Just as for the
case of an fcc lattice of close-packed dielectric spheres (see figure 2), small gaps
appear only at particular points in the band diagram. The k vectors of these
partial gaps6 correspond to particular directions at which a particular wavelength,
and therefore a particular color, is reflected. The narrowness and directionality
of these gaps are the source of the bright, iridescent colors that make opal gems

5 They can be arranged in an fcc lattice, but more often they are random hexagonal close-packed
(rhcp) crystals. Defects (e.g. stacking faults) can give rise to visible striations in the color. See, e.g.,
Norris et al. (2004) for a review of natural and synthetic opal formation, and Graetsch (1994) for
opaline minerals.

6 These partial gaps also give rise to dips in the density of states, known as pseudogaps.
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Figure 8: The photonic band structure for the lowest bands of an “inverse opal” structure: a

face-centered cubic (fcc) lattice of close-packed air spheres in dielectric (ε = 13). (Inset

shows fabricated structure from figure 9.) There is a complete photonic band gap (yellow)

between the eighth and ninth bands. The wave vector varies across the irreducible Brillouin

zone between the labelled high-symmetry points; see appendix B for a discussion of the

Brillouin zone of an fcc lattice.

so attractive. This sort of structural color (as opposed to colors that results from
absorption by chemical pigments) is responsible for many of the iridescent colors
found in nature, from butterfly wings (e.g., Gralak et al., 2001; Biró et al., 2003) to
peacock feathers (Zi et al., 2003) to certain beetles (Parker et al., 2003) and jellyfish
(McPhedran et al., 2003).

A synthetic opal that is similar to natural opals can be readily fabricated,
because microscopic spheres can be induced to self-assemble into an fcc lattice as
one evaporates a solution in which they are suspended (a colloid). One then inverts
the structure by infiltrating the space between the spheres with a high-dielectric
material and then dissolving away the spheres, leaving behind an inverse opal
of air holes. This structure can have a complete band gap, as first predicted
by Sözüer et al. (1992). The band structure is shown in figure 8. This structure
is an fcc lattice of air spheres that are just touching one another (r = a/

√
8),

embedded in a dielectric medium with ε =13. The gap in this case is not between
the second and third bands, as it was for the diamond-based structures that were
discussed previously. Instead, the gap is between the eighth and ninth bands and
has only a 6% gap–midgap ratio.
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2 microns

Figure 9: Electron-microscope image (artificial coloring) of inverse-opal structure

demonstrated to have a complete band gap around a wavelength of 1.3 microns in Vlasov

et al. (2001). Unlike figure 8, this is actually an fcc lattice of hollow dielectric (silicon) shells,

which increases the size of the gap. (Image courtesy D. J. Norris.)

An inverse opal structure was first fabricated and demonstrated to have a
complete band gap by Vlasov et al. (2001). An electron micrograph is shown in
figure 9. The fabricated structure actually has a somewhat more complex geometry
than that of figure 8: it is an fcc lattice of overlapping hollow spherical shells, with
pores where they overlap. These shells are a byproduct of the fabrication method.
As suggested by Busch and John (1998), the pores act to increase the band gap. For
a dielectric contrast of 13:1, one would obtain a 13% gap for a shell inner radius of
0.36a (overlapping) and thickness of 0.07a.

A stack of two-dimensional crystals

The final three-dimensional crystal that we will discuss is also formed of a stacked
sequence of layers, like the woodpile. It has a somewhat larger gap than the
woodpile, and it repeats every three layers (ABCABC · · · ) rather than every four.
Our main reason for discussing this structure, however, is that it is particularly
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Figure 10: Three-dimensional photonic crystal formed by a stack of layers with

two-dimensional cross sections: triangular lattices of dielectric rods in air (upper-right inset)

and holes in dielectric (lower-left inset). These layers are paired in bilayers with an

ABCABC · · · stacking, and are formed from a face-centered cubic (fcc) lattice of

overlapping air cylinders in dielectric (one is highlighted) oriented along the [111] direction.

simple to visualize and understand: it consists of a stack of finite-thickness
“two-dimensional” rod and hole crystals analogous to those of chapter 5.7

The structure is shown in figure 10 along with its horizontal cross sections,
which fall into two categories: rod layers, which are a triangular lattice of high-
dielectric rods in air; and hole layers, which are a triangular lattice of cylindrical
air holes in high dielectric. For a dielectric contrast of 12:1 (similar to common
semiconductor materials at infrared wavelengths8), the structure has a 21% com-
plete photonic band gap, as shown in the band diagram of figure 11.9 Again,
this structure turns out to be a distorted diamond lattice that is closely related
to Yablonovite, and hence the gap is between the second and third bands. To see
that it is diamond-like, think of the spot between three holes in a hole layer as

7 The band gap of this structure was described by Johnson and Joannopoulos (2000).
8 At λ ≈ 1.5 µm, the dielectric constants are about 11.4 for gallium arsenide and 12.1 for silicon (Si)

(Palik, 1998).
9 For this 12:1 dielectric contrast, the gap can be increased to 25% for an fcc lattice of hexagonal

cylinders, and to 27% if one fabricates circular hole and rod layers separately and optimizes their
radii independently.
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Figure 11: The photonic band structure for the lowest bands of the layered structure from

figure 10 (inset). The irreducible Brillouin zone is larger than that of the fcc lattice described in

appendix B, because of reduced symmetry—only a portion is shown, including the edges of

the complete photonic band gap (yellow). A more detailed discussion of this band structure

can be found in Johnson and Joannopoulos (2000).

an “atom,” with four “bonds” formed by the three in-plane veins to neighboring
spots and the one rod either under or over the spot.

The rods have a strange-looking shape because they are formed from the
remnant left over from six overlapping cylindrical air holes. The entire structure
is an fcc lattice of overlapping air cylinders (with height h = 0.93a and radius
r = 0.293a) in a dielectric medium with ε =12.10 The ABCABC · · · stacking of
these cylinders is shown in figure 12, in which the stacking direction is the body-
diagonal [111] direction of the fcc lattice shown in figure 1. In this way, a rod and
hole bilayer is formed from each layer of cylindrical air holes. Precisely such a
fabrication process was employed to create this structure for infrared wavelengths
by Qi et al. (2004), as shown in the bottom panel of figure 12.

From the previous chapter, we know that each individual rod layer resembles a
two-dimensional photonic crystal with a TM band gap. Likewise, each individual
hole layer resembles a two-dimensional photonic crystal with a TE band gap. We
will explore this idea in the subsequent sections. The resulting electromagnetic

10 More generally, one can employ a trigonal lattice formed by stretching or compressing the structure
along the [111] direction.
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Figure 12: Top left: vertical cross section of layered structure from figure 10, showing air

cylinders in an fcc lattice forming an ABC stacking in the [111] direction. The structure is

fabricated by depositing a sequence of dielectric layers with thickness d = a/
√

3, where a is

the fcc lattice constant, into each of which is drilled a lattice of holes offset as shown.

Rod/hole sublayer cross sections are formed by regions indicated, where adjacent holes

do/don’t overlap, respectively. Middle: horizontal cross section of a hole sublayer A, showing

triangular lattice of holes and offsets of holes in subsequent layers. The horizontal lattice

constant is ã = a/
√

2. Bottom: top view of silicon structure fabricated by Qi et al. (2004) for a

gap around 1.3 microns, with three layers of holes visible (artificial coloring).
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modes are directly related to their two-dimensional analogues, which makes them
easier to visualize and understand than most other cases of three-dimensional
crystals with complete band gaps.

Localization at a Point Defect

Now that we have reviewed several structures that have photonic band gaps,
we can discuss some of the novel features that result. We have already seen
that defects in photonic crystals can localize light modes. In one dimension, this
meant we could confine light to a single plane. In two dimensions, we could
localize light to a single line, which can also be considered a single point in the
xy plane. In three dimensions, we can perturb a single lattice site, and thereby
localize light to a single point in the crystal. It is trapped in all three dimensions.
As in the previous chapter, the point defect pulls a state from the continuum above
or below the gap into the gap itself, resulting in a localized mode.

All of the three-dimensional photonic crystals reviewed in the previous sections
support localized modes at point defects. For pedagogical purposes, we will
focus on the crystal from the subsection A stack of two-dimensional crystals of
chapter 6. To create a point defect, we will modify a single layer of either rods or
holes in exactly the same way as we created defects in two-dimensional crystals.
It turns out that the resulting localized mode has a cross section that closely
resembles either the TM or TE defect state from the two-dimensional rod or
hole lattice, respectively. This is not true for more general point defects or for
other three-dimensional crystals; typically, a point-defect mode will have a com-
plex three-dimensional field pattern. Rather, it is a peculiarity of this particular
structure that we exploit here in order to make the defect modes easier to study.11

Two simple ways to perturb a single lattice site are to add extra dielectric
material where it does not belong, or to remove some of the dielectric material
that should be there. We refer to the first case as a dielectric defect and the second
case as an air defect. Examples of both are illustrated in figure 13, in which we
have removed a single rod in a rod layer to create an air defect (left), and we
have increased its radius to create a dielectric defect (right). These are the same
types of defects that were considered in the section Localization of Light by Point
Defects of chapter 5, and our discussion will simply develop and extend those
earlier results.

By inserting a point defect, we ruin the discrete translational symmetry of
the lattice. Strictly speaking, we can no longer classify the modes of the system
with a wave vector k. Instead, we examine the crystal’s density of states. The
defect creates a single peak of newly allowed states into the density of states, at a
frequency that may be engineered to lie in the photonic band gap. The width of
this peak tends to zero as the crystal size tends to infinity. Since no extended states
are allowed in the crystal with frequencies within the band gap, the new peak

11 The 2D-like defect modes of this crystal were first described by Povinelli et al. (2001).
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Air Defect Dielectric Defect

Figure 13: Vertical cross section of the layered structure from figure 10, corresponding to the

top panel of figure 12, showing examples of how a point defect may be created by

modifying a single rod: a rod can be removed (left) to form an air defect, or the radius of a

rod can be increased (right) to form a dielectric defect.

must consist of localized states. Modes with frequencies in the band gap decay
exponentially away from the defect. But in this case they decay exponentially in
all three dimensions: they are trapped near a single point.

Why does a defect localize electromagnetic modes? According to the intuitive
picture developed in earlier chapters, the defect is like a cavity with perfectly
reflecting walls. If light with a frequency within the band gap somehow winds
up near the defect, it cannot leave, because the crystal does not allow extended
states at that frequency. Therefore if the defect allows a mode to be excited with a
frequency within the band gap, that mode is forever trapped.

The defects create localized modes within the photonic band gap. The air defect
of figure 13 introduces a single, nondegenerate state into the photonic band gap,
which crosses from the dielectric to the air band as the defect frequency is raised.
The field patterns of this state are shown in the top panels of figure 14. The cross
section corresponding to the mid-plane of the rods has a monopole pattern localized
to the defect, with a TM-like electric field polarized mostly perpendicular to the
cross section, just like the corresponding two-dimensional defect in the section
Localization of Light by Point Defects of chapter 5. In fact, the two-dimensional
defect with exactly the same cross section is shown at the top right of figure 13,
and underlines the similarity of the three-dimensional field pattern. Unlike the
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Figure 14: Horizontal and vertical cross sections (intersecting at green lines) of Ez field

patterns of point defects in the layered structure (left), formed by modifying a single rod as

in figure 13, compared to the field for the corresponding TM state in a two-dimensional

crystal (right) with the same rod cross section. Dielectric material is shown in yellow. Top:

nondegenerate monopole state trapped by completely removing a rod. Bottom: dielectric

defect formed by replacing a rod with an enlarged dielectric cylinder of radius 0.35ã (where

ã is the in-plane lattice constant as in figure 12). This is a doubly degenerate dipole state,

where the degenerate partner is roughly its 90◦ rotation.
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neg posHz

2D Photonic Crystal3D Photonic Crystal

Air Defect  (larger hole)

neg posHz

Figure 15: Horizontal and vertical cross sections (intersecting at green lines) of Hz field

patterns of point defects in the layered structure from figure 10 (left), formed by modifying

increasing the radius of a single hole in a hole layer, compared to the field for the

corresponding TE state in a two-dimensional crystal (right) with the same hole cross section.

Dielectric material is shown in yellow.

two-dimensional state, however, the vertical cross section in the top middle of
figure 14 demonstrates that the field is localized vertically as well (although it is
no longer polarized outside of the mid-plane). Similarly, the dielectric defect of
figure 13 introduces a doubly degenerate TM-like dipole state into the gap, shown
in the bottom of figure 14 along with its two-dimensional counterpart.12

In contrast, creating an air defect by increasing the radius of a single hole
layer, as shown in figure 15, results in a state resembling a localized state in a
two-dimensional triangular lattice of air holes (see the section A Complete Band
Gap for All Polarizations of chapter 5). In two dimensions, the hole structure most
easily creates a TE gap. Likewise, if we look at the cross section of this three-
dimensional defect in the mid-plane of the hole layer, we find that it has a
TE-like magnetic field mostly perpendicular to the plane. Again, its cross section
closely resembles the TE mode we obtain in the corresponding two-dimensional

12 The dipole degeneracy in this case is less intuitive than in the section Localization of Light by
Point Defects of chapter 5, because the structure has 120◦ rotational symmetry, corresponding to
the C3v symmetry group, but not 90◦ rotational symmetry. (A close mechanical analogue is the
well-known fact that a triangle spinning about its center has two orthogonal principal axes with
equal moments of inertia.) Thus, the degenerate partner of the dipole mode in figure 14 is not
simply its 90◦ rotation. Nevertheless, the C3v group does admit a 2 × 2 irreducible representation
corresponding to doubly degenerate dipole-like states that are roughly 90◦ rotations. More precisely,
the orthogonal state is the difference of +120◦ and −120◦ rotations of the other state. See
Inui et al. (1996, Table B.15).
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Figure 16: Plotted are the frequencies of the localized modes of Yablonovite as the defect

size varies. The dots indicate measured values (Yablonovitch et al., 1991b), the lines indicate

computed values (Meade et al., 1993), and the yellow region is the photonic band gap. The

modes on the blue line (leftmost) result from an air defect (top left), while the modes on the

red lines (rightmost) result from a dielectric defect (bottom left). The strength of the defect is

expressed in terms of the volume of dielectric added or removed, in units of (λ/2n)3, where

λ is the midgap vacuum wavelength and n =√
ε is the refractive index.

crystal (shown in the right panel of figure 15), but is exponentially localized in the
vertical dimension as well.

Although a point defect destroys the translational symmetry of the lattice, it
can be chosen to retain point symmetries about its center. For instance, in the
defects of figures 14 and 15, we see that our defects have been chosen to preserve
the threefold rotation symmetry of the crystal.13 We could still classify the modes,
including the new localized modes, by how they transform under a 120◦ rotation
in the plane of the picture. It is also possible to engineer defects that preserve other
symmetries, such as mirror reflections and inversions.

Experimental defect modes in Yablonovite

Localized modes similar to the ones discussed in the previous section have
been realized experimentally. The earliest example of this was for defects in
Yablonovite, the structure described in the section Yablonovite. The left panel of
figure 16 depicts the Yablonovite defects (both air and dielectric) that were studied.
By systematically measuring microwave transmission levels, the experimenters
mapped the frequencies of the defects, which are shown along with the theoretical
values in the right-hand panel of figure 16.

13 Although the horizontal cross sections may seem to have sixfold rotation symmetry, this is reduced
to threefold by the layers above and below, as can be seen from the middle panel of figure 12.
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Figure 16 shows that the defect frequency is an increasing function of the
volume of the air defect (removing a slice of a dielectric vein), and a decreasing
function of the volume of the dielectric defect. We found a similar result in the two-
dimensional case, and the reason is the same (see the section Localization of Light by
Point Defects of chapter 5). The dielectric defect (adding a dielectric sphere), on the
other hand, introduces states that cross in the opposite way, from the air band to
the dielectric band.

There is one significant difference in the three-dimensional case, however: the
defect must be larger than some critical size to localize light. As the defect is
increased from zero size, it must pass through some nonzero threshold before
its localizing power begins. In contrast, for one-dimensional and two-dimensional
crystals, it typically appears that even arbitrarily small defects can localize
modes. This is the electromagnetic analogue of a famous theorem of quantum
mechanics. The theorem states that an arbitrarily weak attractive potential can
bind a state in one and two dimensions, but not in three dimensions (see, e.g.,
Simon, 1976; Yang and de Llano, 1989).

Localization at a Linear Defect

Another class of defects are linear defects, which modify a sequence of unit cells
in one direction to form a waveguide. The basic principles of linear defects in three-
dimensional photonic crystals are the same as those described in the section Linear
Defects and Waveguides of chapter 5 for two-dimensional crystals, except that we
can now confine light in both directions transverse to the waveguide.

Linear-defect waveguides are possible to create in any structure with a
complete band gap, but again we focus on the crystal of the subsection A stack
of two-dimensional crystals of chapter 6 because of its resemblance to the simpler
two-dimensional systems. In particular, just as we removed a row of rods to
create a two-dimensional waveguide in the section Linear Defects and Waveguides
of chapter 5, here we will remove a row of rods from a single rod layer of the
three-dimensional crystal. As shown in figure 17, this results in a waveguide
state (left panel) much like that of corresponding two-dimensional structure
(right panel): it is mostly TM-polarized in the mid-plane of the rods and is
confined primarily in the air of the defect row. Here, however, the mode is
also confined in the vertical direction, exponentially decaying away from the
waveguide.

Just as in two dimensions, the critical feature of a waveguide is that it retains
one direction of translational symmetry and thus one conserved wave vector
component kx along the waveguide. This means that, unlike the point defect, we
can understand the waveguide mode by calculating a band diagram ω(kx), as
shown in figure 18. As in the section Linear Defects and Waveguides of chapter 5,
figure 18 includes continuous regions which are the projection of all the extended
states propagating in the bulk region. The discrete guided band is localized
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Figure 17: Horizontal and vertical cross sections (intersecting at green lines) of Ez field

patterns of a linear defect in the layered structure (left), formed by removing a row of

rods from a single rod layer, compared to the field for the corresponding TM state in a

two-dimensional crystal (right) with the same rod cross section. These fields correspond to a

wave vector kx ã/2π = 0.3 along the waveguide, where ã is the in-plane lattice constant from

figure 12. Dielectric material is shown in yellow.

because it lies in the band gap, where it cannot couple to any of these extended
modes.

Such states transport electromagnetic energy along the line defect with a group
velocity dω/dkx (as in the section Bloch-Wave Propagation Velocity of chapter 3).
In this way, linear defects are analogous to metallic waveguides: light is trapped
in a tube with perfectly reflecting walls. Like in a hollow metallic tube, the
waveguide mode depicted in figure 18 exhibits an interesting feature: there is a
point at the edge of the band where the slope goes to zero. Thus, it becomes
a slow light waveguide in which the velocity of light can be arbitrarily slowed,
in principle.

It is tempting to think of the linear defect as a sequence of point defects. The
example of figure 17 is only crudely described by such a picture, however, because
the subsequent defects are adjacent. This causes the modes in each defect to
strongly influence one another, and the field pattern deviates significantly from
that of isolated point defects. On the other hand, a sequence of point defects
separated by one or more unit cells of unperturbed crystal will couple only
through their exponential tails, and their fields indeed closely match those of
the isolated defects. Because there is still periodicity, it is still a waveguide, but the
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Figure 18: Left: Projected band diagram of the line defect from figure 17, formed by a

missing row of rods from a single layer of the three-dimensional crystal from figure 10. The red

line is the guided band in the complete photonic band gap (yellow). Inset shows a single rod

layer with the defect (other layers of the crystal not shown). Right: Projected band diagram

of TM states for the corresponding two-dimensional crystal with an identical rod cross section

(inset).

group velocity decreases exponentially with the defect separation. This is known
as a coupled-cavity waveguide.14

Localization at the Surface

Finally, as in the preceding chapters, we will discuss the effect of terminating a
photonic crystal by examining its surface band structure. Again we will search for
electromagnetic surface modes, which are localized to a surface plane. They are
localized in one direction by the band gap of the bulk crystal, and in the other
direction by index guiding. In fact, although we focus on surfaces, these types of
localized states may also occur at planar defects within the crystal.

Suppose we terminate a three-dimensional photonic crystal in the z direction.
By doing this, we destroy the translational symmetry in that direction, and we can
no longer classify the states of the crystal with a definite kz. However, the crystal
still has translational symmetry parallel to the surface, and the electromagnetic
modes do have a definite k‖. We must project the full three-dimensional band
structure onto the surface Brillouin zone, with the procedure we described in the
last section of chapter 5.

14 Such waveguides were proposed by Yariv et al. (1999); see also the section Some Other Possibilities of
chapter 10.
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Figure 19: The band structure of the (111) surface of the layered structure from figure 10,

along special directions in the surface irreducible Brillouin zone (center inset). The shading

denotes regions in which light is transmitted (purple, EE), internally reflected (pink, DE), and

externally reflected (blue, ED). The lines in the gap correspond to DD surface bands in which

light is localized at the surface, for two terminations. The green line (upper) is the “TE-like”

band that results when the surface is terminated with half of a hole layer (top right inset). The

blue line (lower) is the “TM-like” band that results when the surface is terminated with a full

rod layer (top left inset).

We illustrate our discussion of the general features of surface states by trun-
cating the photonic crystal of the subsection A stack of two-dimensional crystals of
chapter 6 in one of its rod or hole layers. This is a (111) surface, in the language
of Miller indices as described in appendix B. Note that this system is invariant
under 120◦ rotations about an axis through one of the rods or holes. Before we
consider the band structure of the interface, let us first consider the projected band
structures of the air and photonic crystals separately. As before, we use an “E”
to stand for regions of extended states, and a “D” for regions of decaying states.
States are labelled by either E or D on both the air and the crystal sides.

For example, the union of regions EE and ED shown in figure 19 is the
projection of the extended air states (E_) onto the surface Brillouin zone of
the crystal. For a given k‖, there are extended light modes for all frequencies
ω ≥ c|k‖|, which is the light cone first described in the subsection Index guiding of
chapter 3. Along the light line ω = c|k‖|, the light travels parallel to the surface,
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TE- like surface state at K

Half-hole termination  

Figure 20: Horizontal and vertical cross sections (intersecting at green lines) of field patterns

for the two crystal terminations from figure 19, at the K point. Dielectric material is shown in

yellow. Left: Ez for “TM-like” band when the surface is terminated with a full rod layer. Right:

Hz for “TE-like” band when the surface is terminated with half of a hole layer.

and increasing ω corresponds to increasing angles out of the plane. Likewise,
the union of regions EE and DE represents the projected band structure of
the photonic crystal (_E). Note that this photonic crystal has a complete gap at
0.509<ωa/(2πc)< 0.630, in which no extended states are allowed for any k‖.

Thus, we divide the modes into four different categories: transmitted (EE),
internally reflected (DE), externally reflected (ED), and surface modes (DD).
In the region of (k‖, ω) marked EE, the modes are extended in both the air and
in the dielectric, so it is possible for incident light to traverse the crystal. In the
DE region, modes extend in the crystal, but they are beneath the band edge for
air states. In the ED region, the situation is reversed; there are extended states
in the air but they lie in the gap of the crystal. Finally, in the region marked DD,
the states are below the band edge of the light in the air, as well as in the gap
of the crystal. The light decays exponentially in both directions away from the
surface plane.

In figure 19, we show the bands for two possible surface terminations: one in
which half of a hole layer is left on top of the crystal, and one in which a full rod
layer is left on top. The Brillouin zone of k‖ is the same as that of the triangular
lattice of the section A Complete Band Gap for All Polarizations of chapter 5, with
the K point corresponding to the nearest-neighbor direction. The fields for these
two terminations at the K point is shown are shown in figure 20, and exhibit
the expected localization at the surface, in either the surface rod or hole layer.
Just as for the point and line defects of the previous section, the mode that is

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 30, 2007 Time: 03:00pm chapter06.tex

THREE-DIMENSIONAL PHOTONIC CRYSTALS 119

localized in the rod layer is TM-like in its mid-plane, and the mode that is localized
in the hole layer is TE-like in its mid-plane. For this reason, we plot only the
vertical (z) component of E for the rod-layer mode, and the vertical component of
H for the hole-layer mode. As usual, most of the energy of the field is concentrated
in the high-ε regions.

Until now, we have considered only the particular choices of surface termina-
tions shown in the inset to figure 19. However, the surface can be terminated in
a variety of ways, as shown in the insets to figure 21. We must specify not only
the inclination of the surface plane, but also where in the unit cell we will cut
the crystal. In figure 21, we expand the treatment of figure 19 to include multiple
possible “cuts” of the rod or hole layers.

In the top panel of figure 21, we show the Γ–K band diagram for different
cuts of a rod layer: when 1/4, 1/2, 3/4, or a whole rod (as in figure 19) is left on
top of the crystal. In all of these cases, there is a “TM-like” surface state localized
in the rods, whose frequency decreases as we add more dielectric on top of
the crystal—the usual inverse relationship that we first learned from the varia-
tional principle in the section Electromagnetic Energy and the Variational Principle of
chapter 2.

We can also look at how different terminations influence the “TE-like” state
localized in the top-most hole layer. The bottom panel of figure 21 shows the
TE-like mode’s Γ–K band diagram when 1/4, 1/2, or 3/4 of a hole layer is left on
top of the crystal. Again, the frequency decreases as we add more dielectric.

There are two especially interesting terminations that we can observe from the
bottom panel of figure 21. First, the case where an entire hole layer is left on top of
the crystal is omitted, because this termination has no surface states. Second, when
1/4 of a hole layer is left on top, there are two surface states, one TM-like in the rod
layer and one TE-like in the hole layer.

By raising the surface termination starting from an entire hole layer (no
surface states), gradually adding a rod layer, then gradually adding another
hole layer, we arrive back at the original case of no surface states. In the meantime,
we have swept first a TM-like and then a TE-like state through the gap. Overall,
we have added one bulk unit cell per surface unit cell, and have increased the
total number of states in the dielectric band by two. This is true for each point in
the Brillouin zone.

This suggests a general claim: for a crystal with a band gap, and a surface of
a given inclination, we can always find some termination that allows localized surface
modes. We sketch the argument briefly. Since the crystal as a whole has a gap, the
surface Brillouin zone must also have a gap. As before, we increase the termination
continuously until we arrive back at the original termination geometry, having
added b crystal unit cells introduced per surface unit cell. There must then be 2b
new states transferred from the air band to dielectric band. As the frequencies of
these states decrease from the bottom of the air band to the top of the dielectric
band, they sweep through the gap. These are localized surface states. A similar
argument for the existence of surface states also applies to the cases of multilayer
films and two-dimensional photonic crystals in the previous chapters.
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Figure 21: The Γ–K band structures of the (111) surface of the layered structure from

figure 10, for various terminations ending at a rod layer (top) or a hole layer (bottom). The

figure zooms in on the gap region of figure 19, using the same classification scheme EE etc.

The insets indicate the corresponding surface terminations. The rod-layer terminations (top)

all support a “TM-like” surface state localized in the topmost rods (blue lines). The hole-layer

terminations (bottom) localize a “TE-like” state in the topmost hole layer (green lines); leaving

1/4 of a hole layer also supports a “TM-like” surface band in the adjacent rods (bottom-most

blue line). As the surface termination increases in the vertical direction, dielectric material is

added and the corresponding bands are pulled down in frequency.

120

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 30, 2007 Time: 03:00pm chapter06.tex

THREE-DIMENSIONAL PHOTONIC CRYSTALS 121

Further Reading

Appendix B describes the reciprocal lattice and the Brillouin zone in more detail,
including the reciprocal lattice of the face-centered cubic lattice. Occasionally in
this chapter we used Miller indices to refer to crystal planes and axes. Interested
readers can find a brief description of this notation in appendix B. For a more
complete treatment of these topics, consult the first few chapters of a text on solid-
state physics (for example, Kittel, 1996).

The first suggestion that a material with a complete photonic band gap in
three dimensions might be fabricated appeared in Yablonovitch (1987), along
with a related suggestion shortly afterwards by John (1987). The history of the
discovery of the first realistic materials with a complete photonic band gap can
be followed in Yablonovitch and Gmitter (1989), Satpathy et al. (1990), Leung
and Liu (1990), Zhang and Satpathy (1990), Ho et al. (1990), Chan et al. (1991),
and Yablonovitch et al. (1991a). Subsequently, many other three-dimensional
structures with complete gaps were proposed. Most of these were based on
distorted diamond lattices, as reviewed in Maldovan and Thomas (2004). Non-
diamondlike structures with complete gaps include inverse opals, body-centered
cubic (bcc) structures (Chutinan and Noda, 1998; Maldovan et al., 2002; Luo et al.,
2002a), and even a small gap for a simple-cubic lattice (Sözüer and Haus, 1993).
Proposed fabrication techniques have ranged from the drilled holes, layer-by-
layer lithography, and colloidal self-assembly mentioned earlier in this chapter,
to holographic lithography (Sharp et al., 2002), glancing-angle “spiral” deposition
(Toader and John, 2001), block copolymers (Fink et al., 1999a), and nanorobotic
stacking of planar layers (Aoki et al., 2002) or microspheres (Garcia-Santamaria
et al., 2002), among other variations.

Yablonovitch (1987) also suggested that a crystal with a complete three-
dimensional photonic band gap would totally inhibit the spontaneous emission
of atoms inside the crystal, for the frequency range of the gap. Experimental
observations of partial inhibition at visible wavelengths have subsequently been
reported in three-dimensional photonic crystals by several groups (Martorell and
Lawandy, 1990; Petrov et al., 1998; Lodahl et al., 2004).
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Periodic Dielectric Waveguides

A S WE SAW in chapter 6, a three-dimensional photonic crystal can confine light
in all three dimensions. Suitably engineered materials can pin light to the vicinity
of a single point (an optical cavity), direct it along a particular line (a waveguide),
or trap it at a two-dimensional surface. Nevertheless, the actual fabrication of a
structure that is periodic in all three dimensions remains difficult. In this chapter,
we will examine how far we can get by relying on simpler structures: periodic
dielectric waveguides, which have only a one-dimensionally periodic pattern (or
grating) along the direction of propagation, but have a finite thickness and a finite
width.

Overview

Many periodic-waveguide structures are possible, such as those shown in figure 1.
It will turn out that, regardless of the geometry, all such structures exhibit common
phenomena: they have a form of photonic band gap along their periodic direction,
and can confine light in the other directions by the principle of index guiding.

The next two chapters will examine different forms of such hybrid systems,
all of which use a combination of periodicity and other mechanisms to confine
light in three dimensions. Chapter 8 will look at periodic planar waveguides
known as photonic-crystal slabs, which use two-dimensional periodicity com-
bined with vertical index-guiding. Chapter 9 examines photonic-crystal fibers,
which are waveguides in which the periodicity is transverse to the direction of
propagation.
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(a)

(b)

(c)

x

y
z

Figure 1: Examples of periodic dielectric waveguides, which combine one-dimensional

periodicity (in x) and index-guiding in two transverse directions.

A Two-Dimensional Model

Although the real motivation for this chapter is confinement of light in three
dimensions, we will begin by considering a simpler, two-dimensional model that
captures the essential physics. We will combine index guiding in one direction
with a photonic band gap in the other direction.

Consider a strip of material extending in the x direction, as shown in
figure 2(a). The strip confines light in the y direction by index guiding, as described
in the subsection Index guiding of chapter 3, but it is uniform in the z direction. As
in chapter 5, we can restrict ourselves to light propagating in the xy plane (kz = 0),
and we will furthermore restrict ourselves to the TM polarization (Ez only). Next,
we will introduce periodic interruptions in the strip, along the x direction, to form
a set of dielectric squares, as shown in figure 2(b). For specificity, suppose that the
material has a dielectric constant ε = 12, the spatial period of the squares is a, and
each square is 0.4a × 0.4a in size.1

Both structures have translational symmetry in the x direction: the uniform
strip has continuous translational symmetry, and the line of squares has discrete

1 Early analyses of a similar structure can be found in Meade et al. (1994), Fan et al. (1995a), and Atkin
et al. (1996).
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(a)

(b)

a

x

y
k

Figure 2: (a) Two-dimensional dielectric waveguide (ε = 12) of width 0.4a. (b) Periodic

waveguide: a period-a sequence of 0.4a × 0.4a dielectric squares. In both (a) and (b) there is

a conserved wave vector k along the direction x of translational symmetry, resulting in

guided modes.

translational symmetry. Neither structure has translational symmetry in the
y direction. Thus, kx is conserved, but ky is not, and we will simplify the notation
by referring to kx simply as k.2 As discussed in the section Linear Defects and
Waveguides of chapter 5, it is useful to compute the projected band structure
ωn(k), by which we mean that the mode frequencies are plotted as a function of
k only (even though they are really a function of the full vector k for modes far
from the waveguide).

First, consider the uniform strip, for which the projected band diagram is
shown in the left panel of figure 3. Only the range 0 < k < 2π/a is shown,
even though k is unrestricted because of the continuous translational symmetry.
As in the section Index guiding we refer to the region ω ≥ ck as the light cone,
in which there exist extended states propagating in the air. Beneath the light
cone, the higher index of the waveguide pulls down discrete guided modes
that must be localized. As discussed previously, this is essentially total internal
reflection.

The waveguide is symmetric under reflections through the plane y = 0 that
bisects it. Consequently, all of the guided modes can be classified as even or
odd with respect to mirror reflections in this plane. (It might seem that there
are additional mirror planes perpendicular to the waveguide axis, but these
symmetries are broken for k �= 0.) In figure 3, we see one even band and one odd
band. The even band is the fundamental mode, for which the mode profile has
the fewest nodes and the lowest frequency.

Next, consider the discontiguous strip of figure 2(b). It might seem impossible
to rely on total internal reflection to guide light in the x direction, because light rays
cannot stay inside the dielectric squares, let alone maintain an angle of incidence
smaller than the critical angle. Likewise, according to standard waveguide lore,

2 In the waveguide literature, the wave vector k is often referred to as the wave number or the
propagation constant and is commonly denoted by β. Furthermore, some authors use k to signify
ω/c, also called the wave number; this should not be confused with our definition of k as the wave
vector.
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Figure 3: Band diagrams of waveguides from figure 2, for TM-polarized in-plane (kz = 0) light

only. Left: uniform waveguide of figure 2(a). Right: periodic waveguide of figure 2(b),

including twice the irreducible Brillouin zone. Blue shaded region is light cone (extended

states propagating in air). Discrete guided bands are labelled even or odd according to the

y = 0 mirror symmetry plane.

junctions between two different waveguides are best avoided because they result
in radiative scattering and losses. How much worse must this structure be, with an
infinite sequence of junctions! However, these reasons for pessimism are mistaken,
because they fail to take into account Bloch’s theorem: a periodic structure need not
scatter waves. In particular, the periodicity of the system guarantees that the wave
vector k is still conserved, and therefore there is still a light cone beneath which
can exist localized bands. These bands are seen in the projected band diagram of
figure 3. They are truly guided modes: they will propagate along the waveguide
indefinitely.

Unlike the uniform strip, however, the Brillouin zone for the discontiguous strip
is finite, and there is an interesting consequence. The range π/a < k < 2π/a is
equivalent to the range −π/a<k<0, which in turn is the reverse of the 0<k<π/a
irreducible Brillouin zone. There must be a light cone within each of these zones.
The tip of the original light cone, which occurred at k = 0 for the uniform strip,
is now repeated periodically at k = 2π/a, 4π/a, · · · . Similarly, the lowest band,
starting at zero frequency from k = 0, must flatten at k = π/a and then bend
downwards to return to zero frequency at k=2π/a. This causes a band gap to open
up between the first two guided modes, just as in the one-dimensional crystals we
considered in chapter 4. In this case, however, the gap is considered incomplete,
because only the guided modes are excluded from the gap, whereas radiating modes
(the modes within the light cone) exist for any ω.
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Even Band # 1

positivenegative

Ez 

Even Band # 2 Odd Band # 1

Figure 4: Ez field patterns of the periodic waveguide from figure 2(b) at k = π/a, the

Brillouin-zone edge, labelled as in figure 3. Left and middle panels correspond to the edges

of the gap in the even guided modes, while the right panel has odd symmetry with respect

to the y = 0 mirror plane. The dielectric squares are shown as dashed green lines.

(Recall that the concepts of light cones and index-guided modes in periodic
structures also appeared in the study of surface states in chapters 5 and 6.)

The field profiles for the three guided modes at k = π/a are shown in figure 4.
The two even-symmetry modes are reminiscent of the modes considered in the
section The Physical Origin of Photonic Band Gaps of chapter 4: the lower band is
peaked in the dielectric, and the next-higher band has a node in the dielectric. The
odd band has a nodal line along the x axis, within the dielectric, which naturally
raises its frequency. It is less tightly confined to the waveguide than the even
modes, because it is closer to the light cone. One might wonder why there is
no second odd band, with two nodal lines in each block. The answer is that the
frequency of such a state is high enough to push it into the light cone; it is not
guided. Periodic dielectric waveguides have only a finite number of guided bands,
whereas a uniform dielectric waveguide usually has an infinite number of guided
bands.3

Indeed, the periodic replication of the light cone enforces an upper frequency
cutoff of ω = cπ/a for guided modes.4 This means that, for short wavelengths
where ray optics is valid, our intuitive understanding is restored: total internal
reflection cannot guide light along a periodic structure in the ray-optics limit.

3 An exception is described in chapter 9.
4 This upper frequency cutoff can be violated in some special cases, such as for a special choice of

materials, polarization, and geometry yielding a separable structure (Čtyroký, 2001; Kawakami,
2002; Watts et al., 2002). Also, lossless standing-wave modes can exist above the light line precisely
at the Γ point (k = 0) in structures with sufficient symmetry (Paddon and Young, 2000; Ochiai and
Sakoda, 2001; Fan and Joannopoulos, 2002). Finally, there can exist leaky modes above the light line
that propagate with a small rate of radiative losses.
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Periodic Dielectric Waveguides in Three Dimensions

Now that we understand the basic principles of periodic dielectric waveguides,
it is straightforward to apply them to three-dimensional structures. In particular,
we will examine the waveguide of figure 1(a), a dielectric strip in which we have
punched a sequence of cylindrical air holes. For concreteness, the holes have a
spacing a and radius 0.25a, and the strip has a dielectric constant of 12, width a,
and thickness 0.4a. For now, we imagine the waveguide to be suspended in air.5

(Later in this chapter, we will consider the effects of placing the waveguide on a
substrate.)

The projected band diagram of this structure is shown in figure 5. Only the
range of wave vectors within the irreducible Brillouin zone is shown. As before,
there is a conserved wave vector k along the direction of periodicity, a light cone
ω ≥ ck of the extended states in air, and discrete guided bands below the light
line. The guided bands are more numerous and complex than in the previous
example, because in this case we have included all the modes, whereas previously
we considered only the TM polarization.

The three-dimensional waveguide has two mirror-symmetry planes: z = 0
(perpendicular to the hole axes) and y = 0 (parallel to the hole axes). This allows
us to classify all the modes as either even or odd with respect to both types of
reflection, z and y. We refer to the z-even modes as “E” modes, because these
modes are TE-like, as explained below. Likewise, the z-odd modes are labelled
“M” because they are TM-like. We attach a subscript to the label, “e” or “o,” to
specify whether the mode is even or odd under y reflection, and we attach another
subscript, n, to identify the band number. For example, the second band of modes
that are z-even and y-odd is labelled E(o,2).

If we consider each symmetry type individually (e.g. only the E(o,n) bands), then
there are band gaps, as before. The largest gap is between E(o,1) and E(o,2), with a
21% gap–midgap ratio. As we will see in the next section, the modes in these bands
are strongly localized. The dominant component of the magnetic field is Hz, which
is pictured in figure 6.

Symmetry and Polarization

In the two-dimensional structures of chapter 5, there is a fundamental distinction
between the TM and TE polarizations. It is common for a structure to have a gap
for modes of one polarization, but not the other. In three dimensions, the elec-
tromagnetic modes cannot generally be divided into two distinct polarizations.
However, for the special case of thin structures with a mirror symmetry, the fields
can be said to be mostly polarized, a concept we will now explore.

5 A similar design was proposed by Villeneuve et al. (1995) and later fabricated by Ripin et al. (1999).
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Figure 5: Band diagram for the waveguide of figure 1(a) (inset): a three-dimensional

dielectric strip, suspended in air, with a period-a sequence of cylindrical air holes. Only the

irreducible Brillouin zone is shown. The discrete guided modes are labelled according to their

symmetry as described in the text, with the fundamental E and M band gaps shaded light

red and blue, respectively (the light cone is shaded darker blue, bounded by the light line in

black).

Returning to the example of the previous section, consider the electric field
profiles of the modes that are either even or odd with respect to z reflections.
These field profiles are depicted schematically in figure 7. Within the symmetry
plane (z = 0), the even and odd modes must be purely TE and TM polarized,
respectively. If we look away from the mirror plane, then by continuity the fields
should be mostly TE-like and TM-like, as long as the waveguide thickness is
smaller than the wavelength.

The additional mirror-symmetry plane, y = 0, provides an extra plane along
which the mode is purely polarized, except that now the symmetries are reversed.
As can be seen from figure 7, a TE-like mode will be odd with respect to y, while
a TM-like mode will be even. The states that are most TE-like will be those which
are even with respect to z and odd with respect to y, such as the E(o,n) states above,
and vice versa for TM-like [M(e,n)].

For example, consider the E(o,1) and E(o,2) states from figure 5. Since they are
both TE-like, it is reasonable to plot only the Hz field component (which is the
only H field component in the z = 0 plane), as we did in figure 6. This plot is
instructive because it exhibits a subtle fact about symmetry and polarization: the
H and E fields seem to have opposite symmetry. The Hz plot appears to be even with
respect to y=0, and odd with respect to z = 0. Actually, there is no difference in the
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E(o,2) mode

positivenegative

Hz 

E(o,1) mode

Figure 6: Cross sections of Hz field for lowest-order TE-like modes from figure 5 at the

Brillouin-zone edge, k = π/a. Left: first band (lower edge of gap). Right: second band (upper

edge of gap). The upper plot shows the z = 0 horizontal cross sections, in which Hz is the only

magnetic-field component. The lower plots show x cross sections at the positions indicated

by the arrows (through the Hz peaks). The dielectric material is shown as translucent yellow

shading.

symmetry. The subtlety here is that H is a pseudovector, which is multiplied by
an additional factor of −1 under mirror reflections.6 We usually avoid this subtlety
by referring only to the symmetry of E.

It is often desirable for a waveguide to have two different mirror symmetries,
because this allows a TE/TM-like band gap to remain even if one of the symme-
tries is broken. For example, if we place the waveguide on a low-index substrate
material instead of suspending it in air, then the z = 0 mirror symmetry is broken.
However, the y symmetry is preserved, and as a result the large gap between the
y-odd modes of figure 5 will remain.

It is also important that the substrate have a much smaller dielectric constant
than the waveguide, so that the guided modes and the band gap remain well
below the light cone. A common pairing at infrared wavelengths is silicon (Si) on
silica (SiO2), which has a dielectric contrast of roughly 12:2.7 The substrate acts to
lower the frequencies of the light cone (and the guided modes, since they penetrate
slightly into the substrate). The substrate has additional effects on point defects,
as described in the next section.

In short, for thin structures with mirror symmetry, such as those shown
in figure 1, the modes can be classified as “TE-like” or “TM-like.” In two

6 The −1 factor arises for any improper rotation (a 3 × 3 rotation matrix with a determinant of −1).
See footnote 2 on page 26, and also Jackson (1998).

7 At a wavelength λ = 1.5 µm, the dielectric constant of silicon is about 12.1 (Palik, 1998) and of silica
is about 2.1 (Malitson, 1965).
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Figure 7: Schematic depiction of electric field lines (E) for a thin dielectric structure (gray

shading) with a z = 0 mirror symmetry plane. Modes that are even with respect to this mirror

plane (left) are TE-like: E is mostly parallel to the mirror plane (and is exactly parallel at z = 0).

Modes that are odd (right) are TM-like: E is mostly perpendicular to the mirror plane (exactly

perpendicular at z = 0).

dimensions, the favorable geometry for TM band gaps was dielectric spots in air,
and for TE band gaps it was air holes in dielectric. Likewise, the structures from
figure 1(a, c) typically favor TE-like gaps, while the one from figure 1(b) favors
TM-like gaps.

Point Defects in Periodic Dielectric Waveguides

One respect in which periodic dielectric waveguides differ from the systems
considered in previous chapters is that defect states are not perfectly localized.
Consider once again the periodic waveguide of figure 1(a). While there are many
ways to create a point defect (by, say, enlarging or reducing the radius of a
hole), we will focus here on one particular choice: we will change the spacing
between one pair of holes. If we increase the spacing from a to 1.4a, the extra
dielectric material pulls down a mode from the upper [E(o,2)] band into the gap.
The resulting defect state is TE-like, as shown in the left panel of figure 8. The
frequency of this state is ω0 ≈ 0.308 (2πc/a).

The crucial difference between this defect state and the defect states considered
in previous chapters is that the band gap is incomplete: there are light-cone modes
for any choice of frequency. Consequently, the defect state is a leaky mode, or
resonance, and the point defect forms a resonant cavity. Because the translational
symmetry is broken, k is no longer conserved and the defect mode couples to light-
cone modes with the same ω. The result is intrinsic radiative loss. The right panel
of figure 8 shows the defect mode profile, using a color scheme that highlights the
small-amplitude, outward-radiating wave.

The intrinsic radiative loss of point defects is the main disadvantage of
incomplete-gap systems, relative to the complete photonic band gaps of chapter 6.
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Figure 8: Hz field patterns of a localized resonant mode in a cavity formed by a defect in

the periodic waveguide (suspended in air) of figure 1(a): the spacing between one pair of

holes is increased from a to 1.4a. The strong localization, exponentially decaying in the

waveguide, is seen in the cross sections at left; the dielectric structure is shaded translucent

yellow. The field decays only inversely with distance in the lateral directions, though, due to

slow radiative leakage shown by the figure at right, which uses a saturated color scale to

exaggerate small field values.

It presents several challenges. First, we must quantify the loss, as described in the
next section. Second, we must determine how large a loss we can tolerate for a
given application; this is discussed in more detail in chapter 10. Finally, we must
reduce the loss, if necessary. We return to this subject at the end of chapter 8, where
we outline two possible loss-reduction mechanisms for such systems.

Quality Factors of Lossy Cavities

The mode that exists in a resonant cavity decays slowly. It acts like a mode with
a complex frequency ωc = ω0 − iγ/2, where the imaginary part of the frequency
corresponds to an exponential decay.8

If the field decays as e−γt/2, then the energy within the cavity decays as e−γt.
We could characterize the loss rate by γ, but because of the scale-invariance of
the Maxwell equations, we prefer the dimensionless quantity Q � ω0/γ. This
quantity, known as the quality factor, arises in any discussion of resonance, and
can be interpreted in many ways. First, 1/Q is a dimensionless decay rate, and is

8 Strictly speaking, this cannot be an eigenmode of the Maxwell equations. We showed in chapter 2
that for a real and lossless dielectric, all of the eigenvalues ω are real. In reality, the cavity
mode is a superposition of extended modes, each with a real value of ω, that can be accurately
approximated in the near field by an exponentially decaying function for slow decay, (γ/2 � ω0).
The mathematical theory of such leaky modes is rather subtle; see, e.g., Snyder and Love (1983).

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 30, 2007 Time: 03:11pm chapter07.tex

132 CHAPTER 7

equivalent to

1
Q

= P
ω0U

(1)

where P is the outgoing power and U is the electromagnetic energy localized in
the cavity. Second, Q is a dimensionless lifetime, the number of optical periods that
elapse before the energy decays by e−2π . Third, 1/Q is the fractional bandwidth of
the resonance. The Fourier transform of the time-varying field in the cavity has
a squared amplitude that is a Lorentzian peak, proportional to 1/[(ω − ω0)2 +
(ω0/2Q)2], and 1/Q is the peak’s fractional width at half-maximum. Finally, Q
plays a critical role in temporal coupled-mode theory, which we will discuss in
chapter 10.

If a resonance has more than one decay mechanism, then it is useful to
characterize each mechanism with its own Q. Consider, for example, the point-
defect cavity in the “air bridge” waveguide of the previous section. The net Q
of the resonant mode, as a function of the number N of holes on either side of
the cavity, is plotted in the top (blue) curve of figure 9. In a photonic crystal
with a complete gap, Q would increase exponentially with N. In this case, Q
does rise with N, but it saturates as N becomes large. The reason is that there
are two decay mechanisms for the mode in this cavity: it can decay into the
uniform dielectric strip that lies on either side of the holes, or it can radiate into
the surrounding air. The net dimensionless decay rate 1/Q can be written as the
sum of two decay rates: 1/Q = 1/Qw + 1/Qr, where 1/Qw and 1/Qr are the
waveguide and radiative decay rates, respectively. (The individual decay rates are
defined by subdividing equation (1) into two loss powers, P = Pw + Pr.) To a first
approximation, when the Q-values are large, they can be treated as independent:
Qw increases exponentially with N (because of the band gap), while Qr is roughly
independent of N. This explains the saturation observed in figure 9. As N → ∞,
we find that Q → Qr (with Qr ≈ 1200 in this example).

In many device applications, the radiated power would be considered loss, and
to minimize this loss we typically want Qr � Qw. We will quantify this notion in
chapter 10.

Figure 9 also illustrates the effect of a substrate. The black and red lines show
Q versus N for two different possible substrates. In both cases, the waveguide has
ε = 12, and the underlying substrate has ε = 2.25. The first case (red) is a monorail
substrate, which has the same cross-section as the waveguide, including the holes.9

The second case (black) is a solid substrate with no holes.
In both cases, the band gap is preserved because the y = 0 mirror plane remains,

as foreseen in the section Symmetry and Polarization. However, the substrate tends
to decrease the radiative lifetime Qr. The simplest way to see this is to consider the
Fourier decomposition of the localized mode. As we first learned in the section
Evanescent Modes in Photonic Band Gaps of chapter 4, the localized field in the

9 This type of monorail design was fabricated by Foresi et al. (1997).
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Figure 9: Total Q of the point defect state from figure 8, as a function of the number N

of holes on either side of the defect. (After the holes, the structure is simply a uniform

waveguide.) Three structure variations are shown (see insets): the air bridge cavity

suspended in air (top), a monorail structure with a ε = 2.25 substrate of the same cross section

(middle), and a solid substrate of ε = 2.25 (bottom). The Q saturates for large N to the intrinsic

radiation loss, or Qr.

crystal takes the approximate form of a decaying exponential multiplied by an
eiπx/a oscillation. The Fourier transform of such a pattern yields a Lorentzian-like
peak centered at the Brillouin-zone edge, k = π/a. The radiation losses come from
the tails of this Fourier peak that lie within the light cone. As the substrate index is
increased, the light cone is pulled down, causing a greater portion of these tails to
fall within it and radiate.10

The monorail substrate has a weaker effect than the solid substrate, because the
monorail substrate is mainly air and thus has less effect on the light cone.11 The
monorail substrate reduces Qr by about 30%, while the solid substrate reduces Qr

by almost a factor of ten.

10 As an exception, if the material both above and below the waveguide has low contrast, there is a
limit where the radiative losses decrease (Benisty et al., 2000); see also the subsection Delocalization
of chapter 8.

11 For the monorail or any other inhomogeneous substrate, the light line is no longer straight. It is
instead the lowest-frequency mode of the two-dimensional structure with the same cross section.
We return to an analogous situation in chapter 9.
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Further Reading

The concepts of the light cone, guided modes, and band gaps (or “stop bands”) of
periodic dielectric waveguides have been known for several decades, as reviewed
by Elachi (1976). The oldest work relied on perturbative methods, restricted to
weak periodicity, but early examples of rigorous nonperturbative calculations for
variable-reactance surfaces (Oliner and Hessel, 1959) and dielectric waveguides
(e.g., Peng et al., 1975) can also be found. A more recent review can be found in
Villeneuve et al. (1998), and two early experimental demonstrations of infrared-
scale cavities formed by defects in periodic dielectric waveguides are Foresi et al.
(1997) and Ripin et al. (1999).

An important practical context in which periodic dielectric waveguides have
been employed is the fiber Bragg grating. This is a standard glass fiber, which
guides light by index guiding, that has been modified to include a weak periodic
variation of the refractive index along the fiber axis. It was first demonstrated by
Hill et al. (1978) that such a variation could be created by a photorefractive effect:
illuminating the fiber with an interference pattern from an intense light source
changes the index of the material. The resulting index variations are tiny, at most
1% (Lemaire et al., 1993) and usually much less, so the gaps are very small (and can
be analyzed by perturbative methods). This is compensated by the long length of
the fiber, however, and fiber gratings have been applied to problems from filtering
to sensors to dispersion compensation (Ramaswami and Sivarajan, 1998).
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Photonic-Crystal Slabs

IN THE PREVIOUS CHAPTER, we saw how simple structures with only one-
dimensional periodicity can be used to confine light in three dimensions
by a combination of band gaps and index guiding. Now, we will carry
that idea one step further, by investigating structures with two-dimensional
periodicity but a finite thickness. Such hybrid structures are known as
photonic-crystal slabs or planar photonic crystals. They are not “two-
dimensional” photonic crystals, despite the resemblance: the finite thickness
in the vertical (z) direction introduces qualitatively new behavior, just as
the periodic dielectric waveguides of the previous chapter differed from
photonic crystals in one dimension. As in the three-dimensionally peri-
odic crystals of chapter 6, defects in photonic-crystal slabs can be used to
form waveguides and cavities. With such building blocks, many interesting
devices have been experimentally realized using standard lithographic techniques
based on two-dimensional patterns. This ease of fabrication comes at a price,
however: careful design is required to minimize losses at cavities and similar
breaks in the periodicity.

Rod and Hole Slabs

Two examples of photonic-crystal slabs are shown in figure 1. Just as in chap-
ter 5, we will study two basic topologies: a square lattice of dielectric rods in
air [figure 1(a)]; and a triangular lattice of air holes in dielectric [figure 1(b)].
We will refer to these structures as the rod slab and the hole slab, respectively.
In our rod-slab example, the rods have a radius r = 0.2a and the slab has a
thickness 2a, whereas in the hole-slab example, the holes have a radius r = 0.3a
and the slab has a thickness 0.6a. (We will discuss the optimization of these
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(a) (b)

x

y
z

Figure 1: Examples of photonic-crystal slabs, which combine two-dimensional

periodicity (in the xy directions) and index-guiding in the vertical (z) direction. (a) The rod
slab, a square lattice of dielectric rods in air. (b) The hole slab, a triangular lattice of air holes

in a dielectric slab.

parameters later.) We initially consider suspended membrane structures that are
surrounded entirely by air,1 and later discuss the effect of a substrate.

With discrete translational symmetry in two directions, the in-plane wave vector
k‖ = (kx, ky) is conserved, but the vertical wave vector kz is not conserved. As
before, it is useful to plot the projected band structure, which in this case is a plot
of ω versus k‖ in the irreducible Brillouin zone of the two-dimensional lattice.
The projected band diagrams for the rod slab and for the hole slab are shown in
figure 2. Many features of these diagrams should be familiar from chapter 7. The
extended modes propagating in air form a light cone for ω ≥ c|k‖|. Below the light
cone, the higher dielectric constant of the slab has pulled down discrete guided
bands. Eigenstates in these bands decay exponentially in the vertical direction
(away from the slab).

As in the section Symmetry and Polarization of chapter 7, the system is
invariant under reflections through the z = 0 plane, which allows us to classify
the modes as TE-like (even) and TM-like (odd). (In this case, however, there are
generally no y or x mirror symmetries; these are broken by the k‖ vector.) In
figure 2, the TE-like modes are plotted with red lines, and the TM-like modes
are plotted with blue lines. The rod slab favors a TM-like gap, and the hole
slab favors a TE-like gap, as one might expect from our knowledge of the
corresponding two-dimensional photonic crystals. However, as in the previous
chapter, the gaps in photonic-crystal slabs are incomplete: they refer only to the
guided modes, and not the light cone.

1 For the hole slab, such suspended structures have been fabricated by many groups; see, e.g.,
Kanskar et al. (1997) and Scherer et al. (1998) for early examples.
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Figure 2: Band diagrams for photonic crystal slabs of figure 1, suspended in air (inset): the

rod slab (left) and the hole slab (right). The blue shaded area is the light cone, all of the

extended modes propagating in air. Below it are the guided bands localized to the slab:

blue/red bands indicate TM/TE-like modes, respectively (odd/even with respect to the z = 0
mirror plane). The rod/hole slabs have gaps in the TM/TE-like modes, which are shaded light

blue/red respectively.

Polarization and Slab Thickness

Why did we choose the rod slab to be nearly four times thicker than the hole slab?
This question invites a discussion of the optimal slab thickness, which turns out
to be strongly related to polarization. Figure 3 shows the gap sizes of the rod and
hole slabs as a function of slab thickness, demonstrating that there is indeed an
optimal thickness. Indeed, if the slab is too thick the gap can disappear entirely.

This can be understood intuitively by considering the extreme cases of a
very thin or very thick slab. If the slab is too thin, then the bands are weakly
guided, if they are guided at all. States that lie just below the light line decay
very slowly into the air regions. The frequency difference between the lowest
band and the light line becomes too small for much of a gap, and the modes
become so delocalized that the periodicity is unimportant. On the other hand, for
a very thick slab, the gap in the fundamental (node-free) guided mode approaches
that of the infinite two-dimensional system. However, higher-order modes (with
more vertical nodes) are pulled down and populate the gap. In the framework
of the variational theorem (chapter 2), the cost of extra vertical nodes becomes
very small.

Using these considerations, we expect the ideal thickness to be approximately
half a wavelength in thickness. This is thick enough for the fundamental mode
to be well confined, yet thin enough to prevent higher-order modes from fitting
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Figure 3: The size of the gap in the guided modes (gap/midgap ratio) of the rod and hole

slabs from figure 2 (inset), as a function of the slab thickness in units of the periodicity (a). The

hole slab has a gap in the TE-like modes (red, left), and the rod slab has a gap in the TM-like

modes (blue, right). As the slab thickness increases, the gap initially increases, approaching

the corresponding two-dimensional TE/TM gap; at some point, however, a higher-order

mode is pulled into the gap, which abruptly begins decreasing.

within the slab. But which wavelength are we referring to: the wavelength in air, or
in the dielectric? The answer lies somewhere in between. The “effective” dielectric
constant of the material is mode-dependent, depending on spatial average of
the ε profile weighted in some sense by the field profile. The exact prescription
for the weighting is the domain of effective-medium theories, which we will not
discuss in detail, except to quote the result that the weighting depends strongly on
polarization.2 The effective vertical wavelength of the TE-like modes is determined
mostly by the high dielectric material, while for the TM-like modes it is the low
dielectric regions that matter most.

This explains why, in figure 3, the gap in the hole slab opens up at a much
smaller thickness than for the rod slab—the former’s gap is in the TE-like
modes, while the latter’s is in the TM-like modes. As these gaps open, they

2 For a more detailed analysis of the effective-medium description for photonic-crystal slabs, see
Johnson et al. (1999).
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initially asymptote towards the gaps of the corresponding two-dimensional struc-
tures: 28% for the holes and 39% for the rods. However, at a certain critical
thickness (∼1.2a for the holes and ∼2.25a for the rods), a higher-order mode is
pulled into the gap and begins to sharply decrease it.

You might wonder why, in figure 2, we didn’t choose the slab thicknesses (0.6a
and 2a for holes and rods, respectively) that created the maximum band gap.
The main reason for this, as we shall see in the subsequent sections, is that in
slab structures the limiting factor is not usually the size of the band gap, so it
is not necessary to pick the size that is strictly optimal. Rather, our designs are
constrained by things like the light cone, higher-order modes in defects, substrates,
and so on. Therefore, we chose a smaller thickness that is easier to fabricate
and still has a large gap, corresponding to common experimental parameters.3

Nevertheless, a large difference in slab thickness is required between the rods and
holes, which has helped to make the latter more experimentally attractive.

Linear Defects in Slabs

As in chapters 5 and 6, by introducing a linear defect into the periodic structure,
we can create a waveguide mode that propagates along the defect. Now, however,
the localization of the waveguide mode relies on both the band gap within the
plane of periodicity and also on index guiding in the vertical direction, and this
will restrict the kinds of modes that we can guide.

Reduced-radius rods

In our discussion of two- and three-dimensional crystals, we formed a waveguide
by removing a row of rods (as in the section Linear Defects and Waveguides
of chapter 5). In this case, we will remove the row gradually, to show exactly
how the defect mode forms. Specifically, we consider shrinking the radius of all
of the rods in a particular row—a fabricated example of a similar waveguide
is shown in figure 4. In figure 5, we plot the projected band diagram for
different choices of the shrunken radius, restricting our attention to TM-like
modes. The extended modes of the crystal are in the dark blue region, and
the band gap appears in the light blue region. Inside the band gap, there is
a single guided band for each choice of radius, corresponding to the TM-like
waveguide mode shown in figure 6. This mode is localized to the line defect. It
cannot couple to extended modes in the crystal, because it is within the band
gap. Nor can it couple to extended modes in air, because it is below the light
line. Although the band gap is incomplete, the waveguide mode still exists,
because kx is conserved. Just like the modes of the discontiguous structure in

3 It is for a similar reason that we chose a relatively small hole radius r = 0.3a, even though larger
radii yield larger gaps.
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Figure 4: Two views of a reduced-radius waveguide fabricated in a rod slab by Assefa et al.

(2004), designed to operate at near-infrared wavelengths. (GaAs rods on low-index

aluminum-oxide pedestals.) The structure was designed to couple the reduced-radius

waveguide via an adiabatic taper to a dielectric strip waveguide at the ends. (Images

courtesy L. Kolodziejski.)
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Figure 5: Projected band diagram of TM-like (z-odd) states in a linear waveguide in the rod

slab of figure 2(left), formed by reducing the radius of a row of rods (inset), as a function of

the wave vector kx along the defect. The dark blue shaded regions below the light line are

extended modes in the crystal. The rods in the bulk crystal have radius r = 0.2a; the localized

waveguide bands for five different defect radii are labelled in the gap.
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Figure 6: Ez field cross sections in reduced-radius line-defect waveguide from figure 5, for a

defect rod radius of r = 0.14a at a wave vector kxa/2π = 0.42. The dielectric material is

shaded translucent green. Left: horizontal (z = 0) cross section (in which Ez is the only nonzero

electric-field component). Right: vertical (x = 0) cross section bisecting the rods

perpendicular to the waveguide. The field decays exponentially away from the waveguide.

the section A Two-Dimensional Model of chapter 7, this waveguide mode will
propagate indefinitely in a perfect, periodic system.

A primary difference between the case of a slab and the case of a truly two-
dimensional photonic crystal is that the band diagram of the slab has a light cone.
The light cone places an interesting constraint on waveguide modes: we cannot
completely remove a row of rods and still support a waveguide mode.4 As shown
in figure 5, by the time we have reduced the rod radius to 0.10a, the mode hugs
the light cone at the very top of the gap. If we reduce the radius further, the
mode will cease to be guided. We cannot guide light primarily in the air between
the rods, because such a mode would not be confined vertically by index guiding.

To draw out the comparison further, we consider three different structures that
share the same periodicity in two dimensions, but differ in the third (vertical)
dimension. All three structures have exactly the same z = 0 cross section: a
triangular lattice of rods in which one row of rods has been removed. The first
structure is a two-dimensional photonic crystal with a complete TM band gap.
The rods extend to infinity in the vertical direction. The second structure is a
three-dimensional photonic crystal with a complete band gap, as in the section
Localization at a Linear Defect of chapter 6. The third structure is a photonic-crystal
slab. In figure 7, we show the projected band diagrams for these three structures.
Here, we can see that the air-guided mode of the first two crystals lies almost
entirely above the light line of the slab.

4 If we terminate the crystal differently, for example by cutting the columns in half adjacent to the
missing row, then it is possible to localize surface states, as in the section Surface States of chapter 5.
Such modes are still not localized primarily in the air, however.
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Figure 7: Projected band diagrams for three waveguides, all of whose cross sections are an

identical triangular lattice (period ã) of dielectric (ε = 12) rods in air with a missing row of rods.

The guided band is shown as a red line, and extended modes of the crystal are shown in

shaded dark blue, with the band gap(s) shaded yellow. Left: TM mode of two-dimensional

crystal (uniform in z, kz = 0) with a TM gap. Middle: TM-like mode of the three-dimensional

crystal from chapter 6 (see the section Localization at a Linear Defect), which has a

complete band gap. Right: a slab of rods (thickness 2a) suspended in air, which has a gap in

the TM-like modes; because of its light cone, it has at most a very weakly guided state right

at the gap edge (red dot).

Removed holes

In the previous section, we created a defect by reducing the average dielectric
constant along a particular line. This pushed a guided band up from the lower
edge of the gap. We can also increase the average dielectric constant, thereby
pulling bands down from the upper edge of the gap. This is illustrated in figure 8,
which is the projected band diagram for a hole slab in which we have filled in
a row of holes.5 A fabricated example of such a waveguide is in a suspended
membrane is shown in figure 9.

As in the previous section, this waveguide has a series of guided modes that
are confined horizontally by the band gap and vertically by index guiding.
However, in this case, there is a second category of guided modes, which
arises because the waveguide has a higher average dielectric constant than the
surrounding air. These new guided bands, which lie below the extended modes
of the crystal, are index-guided in all directions. Since all of the guided modes are
TE-like and are fundamental (no nodes) in the z direction, we can visualize them
by plotting Hz in the z = 0 plane. Figure 10 shows the field patterns for the five
guided modes that are identified with letters in figure 8.

5 This commonly used design is called a “W1” defect. More generally, a “Wn” defect involves the
removal of n rows of holes, after Olivier et al. (2001). An early fabrication of such a waveguide in a
suspended membrane is described by Lončar et al. (2000).
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Figure 8: Projected band diagram of TE-like (z-even) states for a “W1” defect in the hole

slab of figure 2(right), formed by a missing row of nearest-neighbor holes along the x
direction. Dark-red shaded regions indicate extended TE-like modes of the crystal. Guided

modes are introduced both in the gap (red bands in pink shaded region) and below all of

the extended modes of the crystal (green bands below red shaded region). The latter are

index-guided. The guided modes are classified as y-even (solid lines) or y-odd (dashed lines)

according to the y = 0 mirror symmetry plane bisecting the waveguide. The fields

corresponding to the labelled points (a–f) are shown in figure 10.

Because the system is invariant under reflections in the y = 0 plane, we can
classify all of these modes as either odd or even under reflection in this plane.
Recall that H is a pseudovector, which means that an Hz field pattern that
looks y-even is actually y-odd (see the section Symmetry and Polarization of chap-
ter 7). The fundamental mode is y-odd. Most of our attention will focus on the
y-odd modes, because they are the ones most easily excited by a planewave input
beam.

The field profiles of the second y-odd band (which lies in the band gap)
show a surprising evolution as the wave vector varies from the light cone
to the Brillouin-zone edge. Figure 10(b) shows the pattern for kx = 0.3π/a,
and figure 10(c) shows the pattern for kx = 0.5π/a. The latter mode has an
additional pair of nodes in the y direction. This drastic change is the result of
an anti-crossing: two bands that are expected to intersect will instead couple to
one another (unless some symmetry prevents it) and the bands repel.6

6 The anti-crossing origin of the waveguide mode in this structure was first noted by Notomi et al.
(2001), and in two dimensions by Olivier et al. (2001). A related system in which a different
symmetry allows the bands to intersect was studied by Kuchinsky et al. (2000).
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Figure 9: SEM image of a waveguide formed by a missing row of holes in a

suspended-membrane hole slab (Sugimoto et al., 2004). (Image courtesy K. Asakawa.)

How can we understand this phenomenon? It is depicted schematically in
figure 11. First, we imagine the y-odd bands for the case of a nonperiodic
waveguide (shown at left). Our index-guided mode (green) is folded back at
the “artificially” imposed edge of the Brillouin zone. The higher-order y mode
(red) lies at a higher frequency and is also folded back. Next, we turn on the
periodicity in the slab (shown at right). The band gaps appear, and the bands
repel one another. This happens not only at the edge of the Brillouin zone,
but also where the red and green bands intersect. Thus, as kx increases along
the second band, the field pattern transforms continuously from the red mode
[figure 10(b)] to the green mode [figure 10(c)]. This phenomenon can be exploited
to produce unusual dispersion effects, such as ultraflat quartic band edges and
zero-dispersion inflection points.7

Substrates, dispersion, and loss

In the preceding sections, we have concentrated on photonic-crystal slabs floating
in air. These are special structures not only because the index contrast between
the slab and the surrounding medium is maximized, but also because they have
z = 0 reflection symmetry. Placing the slab on a substrate will break the reflection
symmetry, causing the TE-like and TM-like modes to couple, and destroys any

7 See, for example, Petrov and Eich (2004).
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Figure 10: Hz field cross section for the missing-hole waveguide, with (a–f) corresponding to

the labelled points of figure 8. Dielectric material is shown as translucent yellow. Left: y-odd

(top) and y-even (bottom) index-guided modes at kx = π/a, which have lower frequencies

than any extended mode of the crystal or air at that kx. (Because H is a pseudovector, the

even modes look odd and vice versa.) Middle: two points in the same y-odd gap-guided

band, at kx = 0.3 2π/a (top) and kx = π/a (bottom); the drastic change in field pattern

corresponds to an anti-crossing as described in the text. Right: two higher-order y-even

gap-guided bands.

TM/TE-only band gap (unlike the periodic waveguides of chapter 7, where there
was additional symmetry). Thus, when a photonic-crystal slab with a linear
waveguide is placed on a substrate, any waveguide modes that were formerly
confined by the gap become leaky. A formerly guided TE-like mode will couple to
the extended TM-like modes, and vice versa, causing the mode to radiate away
within the plane of periodicity.8

Of course, this is a problem only if the leakage rate is unacceptable for a
particular application, and numerous experiments have shown that effective
waveguides can be made with oxide substrates (with ε ≈ 2).9 Moreover, we can

8 Some subtleties due to finite-size effects are discussed in Vlasov et al. (2004).
9 Early fabrications of waveguides in hole slabs with oxide substrates include Baba et al. (1999),

Phillips et al. (1999), Lin et al. (2000), Lončar et al. (2000), Tokushima et al. (2000), and Chow et al.
(2001). For the rod slab see, e.g., Assefa et al. (2004) and Tokushima et al. (2004).
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Figure 11: Schematic of anti-crossing(s) that occur when periodicity is added (right) to a

dielectric waveguide in some “averaged” slab without periodicity (left). The fundamental

index-guided mode (lower line, green) is folded back at the Brillouin zone edge, and

therefore intersects with a higher-order mode (upper line, red), which is leaky (above the

light line) at this wavelength. Periodicity (right) opens up a gap and also causes the bands to

couple at their intersection point, causing them to split and form a hybrid band (red/green

line in gap) that transitions from one field pattern to the other.

reduce the polarization mixing by etching the periodic pattern into the substrate
as well as the slab, much like the monorail substrate in the section Quality Factors
of Lossy Cavities of chapter 7. Or, one can restore the z symmetry to some degree, by
depositing a “superstrate” on top of the slab that is similar to the substrate.

Even for a symmetric structure, the guided modes in the gap under the light
cone lie relatively near the edge of the Brillouin zone. Because the bands flatten
as they approach the edge, the group velocity vg of these modes approaches
zero (see the section Bloch-Wave Propagation Velocity of chapter 3). Likewise, the
group-velocity dispersion ∼dvg/dω, which tells us how fast pulses will spread,10

diverges at the edge. Thus, as we see from figures 5 and 8, our waveguide
modes may have a low group velocity and a strong dispersion over most of their
bandwidth.

Sometimes, this is desirable. For example, as described by Soljačić et al. (2002b),
a low group velocity (slow light) can be used to enhance the effect of optical
nonlinearities. In other applications, it would be better to have a broad bandwidth
of low dispersion and a more typical group velocity. This can be arranged by
altering the waveguide design. For example, one can surround a dielectric strip
waveguide with the photonic-crystal slab (taking care to avoid terminations with

10 See, e.g., Ramaswami and Sivarajan (1998). More precisely, it is conventional to define a dispersion
parameter D = −(2πc/λ2) d2k/dω2 = (2πc/v2

gλ2) dvg/dω, which gives the pulse spreading ∆t
per unit bandwidth ∆λ per unit distance travelled.
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surface states).11 A waveguide mode in this structure is not too different from that
of an isolated strip, but it remains useful as a channel to reach point defects and
other devices embedded in the photonic crystal.12

Finally, although the waveguide modes in a perfect and symmetric slab are
lossless, in reality there will always be some degree of loss. In addition to the
substrate losses described above, losses can be caused by material absorption,
or by radiative scattering from the inevitable irregularities that arise during
fabrication (fabrication disorder). Disorder will violate the translational symmetry
of the slab, and allow waveguide modes to couple to states with different values
of k. Disorder can also cause reflections into the reverse-direction waveguide mode
at −k. Although a detailed study of disorder is beyond the scope of this book, there
is a simple scaling relation that applies for modes near the vg = 0 band edge.13 All
other things equal, the loss (per unit distance) due to disorder scattering into the
reflected mode grows as 1/v2

g, while the loss rates into other modes (e.g., radiation
or absorption) grow as 1/vg.

Sometimes, losses are inevitable features of the design. If we want the
waveguide to bend, or to undergo a transition into a different waveguide, we must
break the translational symmetry of the slab. Transition losses can be minimized
by making the transition as gradual as possible (adiabatic).14 Bend losses can
be minimized using techniques that we will describe in chapter 10. The most
challenging losses to cope with are those that arise when we want the light to
stay in one spot for a long time, either because vg is small or because, as in the
next section, we want a high-Q cavity.

Point Defects in Slabs

A point defect in a photonic-crystal slab traps a localized mode, which resembles
the corresponding point-defect mode in an infinite two-dimensional crystal. How-
ever, just as we found in the section Point Defects in Periodic Dielectric Waveguides
of chapter 7, the presence of the light cone means that localized modes in the slab
are leaky resonances, with intrinsic vertical radiation losses.

For example, suppose that we want to create a “monopole” state in the rod
slab. In a two- or three-dimensional photonic crystal, the easiest way to create
a monopole state is to remove a single rod, but that will not work in this case.
The vertical confinement would be too weak. Instead of completely removing a
rod, however, we could reduce its radius or dielectric constant by a small amount.
Figure 12 shows the field pattern of the defect mode that results from reducing the

11 See Johnson et al. (2000) and Lau and Fan (2002).
12 A strip waveguide surrounded by a photonic-crystal slab may also have reduced in-plane radiation

losses when translational symmetry is broken, e.g. in the presence of fabrication disorder (Johnson
et al., 2005).

13 See Hughes et al. (2005) and Johnson et al. (2005).
14 For a proof of the adiabatic theorem in periodic systems and the design conditions it imposes, see

Johnson et al. (2002b).
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Figure 12: Ez cross sections for resonant “monopole” mode of a point defect in the rod slab

(dielectric material shown as translucent green), formed by reducing the dielectric constant

of the center rod and its four nearest neighbors from ε = 12 to ε = 9. The mode decays

exponentially in the plane of the slab, but slowly radiates away vertically.

Table 1

Symmetric Asymmetric

Suspended membrane 13000 —
ε = 2.25 pillars 7200 8100
Solid ε = 2.25 substrate 380 370

Intrinsic radiative lifetimes Qr for the point-defect structure of figure 12 resting on various
substrates: air, ε = 2.25 pillars with the same cross section as the rod slab, and solid ε = 2.25,
similar in spirit to the configurations in figure 9 of chapter 7. Both the symmetric case
(substrate both above and below the slab) and the asymmetric case (substrate only below
the slab) are included.

ε of a single rod and its four nearest neighbors from ε = 12 to ε = 9. (We chose
to modify the neighboring rods for reasons to be given in the next section.) It is a
monopole-pattern TM-like mode with a radiative lifetime Qr ≈ 13000.

As we saw in the section Quality Factors of Lossy Cavities of chapter 7, the
lifetime of a resonant mode in a slab is strongly affected by the presence of
a substrate. Table 1 compares the radiative lifetime Qr of the monopole state,
for various different choices of the substrate. Once again, substrate losses are
reduced when the substrate has the same cross section as the slab. Another
choice is whether or not to place a layer of the substrate material on top of the slab,
thereby restoring the z symmetry. The advantage of this idea is that it prevents
polarization mixing and the attendant in-plane radiative losses. The disadvantage
is that, by increasing the mean dielectric constant of the structure, the local
density of radiative states is enhanced. As can be seen in Table 1, these two
effects very nearly counteract one another, and there is no compelling reason
to symmetrize the system in this particular case.
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Mechanisms for High Q with Incomplete Gaps

When designing a resonant cavity for applications, the central concern is usually
minimizing radiation losses, or, equivalently, maximizing the radiative quality
factor Qr. In chapter 10 we will see that Qr needs to exceed 105 for certain
devices, such as narrow bandwidth filters. This is a challenge in a system with an
incomplete band gap, and every situation presents tradeoffs and constraints. No
clearly optimal solution is currently known, although several high-performance
designs have been achieved and are cited below. Rather than a futile attempt to
present the “best” design, we will focus on more fundamental questions: Why are
high-Qr cavities possible at all without a complete gap? Is there any upper bound
to the attainable Qr? What physical mechanisms can we exploit to increase Qr, and
what tradeoffs do they impose?

Delocalization

A pervasive principle in the design of electromagnetic resonators is that one can
usually trade off localization for loss. For example, consider a conventional dielectric
cavity, the ring resonator, which is a dielectric strip waveguide that has been
curved around to form a circular loop. Because the waveguide is not straight,
there will be radiation losses, but as the radius becomes larger (and the curvature
smaller) the losses shrink. Marcatilli (1969) showed that the Qr of a ring resonator
actually increases exponentially with the ring radius. The price paid is that the
resonator mode spreads out over an increasing volume, which is problematic for
reasons given below. In addition, the system supports a larger number of modes,
and the frequency separation between modes (the free spectral range) decreases.

The situation with point defects in photonic-crystal slabs is similar.
The process analogous to increasing the radius of the ring resonator would be
to make the point-defect mode larger and more multi-mode. An alternative is to
make the defect weaker by reducing the dielectric contrast relative to the rest of
the slab. For example, if we reduce the dielectric constant of a single rod by a
small amount ∆ε, then the resulting monopole mode will rise by only a small
amount ∆ω into the gap from the dielectric band. As we first learned in the section
Evanescent Modes in Photonic Band Gaps of chapter 4, this means that the mode
will be delocalized and will slowly decay into the slab. We might therefore guess
that Qr will grow as ∆ω decreases, and this is precisely the result that we see in
figure 13. To delocalize the mode even more for the same ∆ω, we also consider
changing both the central rod and its four nearest neighbors by ∆ε, as in figure 12.
This five-rod defect has a Qr almost two orders of magnitude greater than that of
the single-rod defect for the same ∆ω.15

15 More generally, we might consider a structure with smooth “adiabatic” transitions from the defect
to the bulk crystal (e.g., Srinivasan et al., 2004; Istrate and Sargent, 2006), for which an appropriate
design should regain the exponential growth of Qr with size that we saw from the ring resonator.
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Figure 13: Radiative lifetime Qr for resonant-cavity modes in the rod slab, versus the ∆ω

above the gap bottom, on a log-log scale. As the gap bottom is approached, the mode

becomes more delocalized in the plane and Qr increases. The lower curve (black) is for

a cavity formed by decreasing the ε of a single rod (lower inset) by the ∆ε shown. The

upper curve (red) is for a cavity formed by decreasing the ε of a five rods (upper inset)

by the ∆ε shown, as in figure 12.

What is the reason for the increased Qr in our delocalized monopole state?
One way to understand this phenomenon is as follows. As the mode becomes
delocalized in the xy plane, it bears a greater resemblance to the extended
modes of the corresponding photonic crystal. Those modes are guided, and
therefore the only radiative loss comes from the small portion of the field that
scatters off the ∆ε defect. Equivalently, if one looks at the Fourier components of
the field pattern, the more delocalized it is in space, the more localized its Fourier
transform can be—this allows most of the Fourier components to lie inside the
light cone and not radiate.

Why is it a disadvantage to increase the modal volume (V)?16 One reason is
that it limits the degree of miniaturization of components. Another reason is that a

16 The precise definition of the modal volume depends on the specific physical process being
optimized. For nonlinearity, see the section the section Nonlinear Filters and Bistability of chapter. 10.
For spontaneous emission, one uses V �

∫
d3rε|E|2/max(ε|E|2) or similar (Purcell, 1946; Coccioli

et al., 1998; Robinson et al., 2005). Typically, V is given in scale-invariant units of (λ/2n)3, i.e. cubic
half-wavelengths in the material n = √

max ε.
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dipole(s) quadrupole(s) hexapole(s)

+ + + ...

Figure 14: Schematic depiction of multipole expansion: the field radiated by a localized

source is expanded as a sum of dipole, quadrupole, et cetera contributions, corresponding

to an expansion in spherical harmonics. There are generally several terms of each type

(e.g. dipoles oriented in different directions).

large modal volume often translates into a large power requirement. For example,
in chapter 10 we will discuss how the power for certain nonlinear optical devices
increases as V/Q2. As another example, Purcell (1946) showed that the rate of
spontaneous emission (which is an important factor in the performance of lasers
and light-emitting diodes) is enhanced proportional to Q/V in a resonant cavity
with the same frequency as the emitter. Still, since Qr can increase exponentially
faster than V from our ring-resonator example, it might seem that the optimum
would be an infinitely large structure. This is not the case in practice, however,
because Q is ultimately limited by other factors such as bandwidth considerations,
material absorption, or fabrication disorder, and so one would usually prefer to
minimize V for a given Qr.

From a practical standpoint, the crucial point is that a modest amount of
delocalization can often buy us a large gain in Qr. The increase in V is often so
small, in fact, that this physical mechanism is sometimes more easily noticed as a
tradeoff in free spectral range—either because the cavity becomes multi-mode, as
with the ring resonator, or because we are approaching a band edge as with the
monopole cavity.

Cancellation

Often, it is possible to increase Qr dramatically without increasing the modal
volume or decreasing the free spectral range, simply by optimizing over a
small number of structural parameters. Usually the physical mechanism that is
responsible is cancellation: the dominant component of the radiation is eliminated
by a forced balance of scattered fields with opposite signs.

We need to find a compact decomposition of the radiation into loss “com-
ponents” in order to investigate this concept. Because we are considering the
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radiation pattern from a localized source, it is natural to represent the radiated
field by a multipole expansion.17 Depicted schematically in figure 14, this is
a decomposition of the field into a sum of dipole, quadrupole, hexapole, etc.,
radiation patterns. It turns out that the radiated power is simply a sum of the
contributions from each multipole term (there is no inter-term interference). If we
can arrange for the dominant term in the scattered field (usually the dipole term) to
vanish, we will greatly enhance Qr, and the far field will take on the characteristics
of a higher-order radiation pattern.

We illustrate the mechanism of cancellation with a simple two-dimensional
example. Consider a single line of dielectric cylinders, much like the structure
of the section A Two-Dimensional Model of chapter 7 except with circles
instead of squares. This structure has a TM band gap, and we can create a localized
resonant mode by increasing the radius of a single rod, as depicted in upper-right
panel of figure 15. In the lower-right panel, we plot Qr(ω) as a function of the
resonance frequency, which is itself a function of the radius of the defect rod.
It is striking that there is a peak in Qr, at a frequency in the middle of the gap
rather than at the gap edge (as one might expect from our delocalization
discussion). The peak arises from a cancellation of the lowest-order multipole
moment, as we can confirm by examining the far-field pattern, which is shown
in the left panel of figure 15. For the resonant mode that maximizes Qr, the
far-field radiation pattern has an extra nodal plane indicative of a higher-order
multipole. The field in the cavity is hardly changed, but the far-field pattern
has a different symmetry and is much reduced in amplitude. What has occurred is
that the dipole-like field oscillation from the central rod has been cancelled at
the peak by contributions associated with the adjacent rods, where the field has
the opposite sign.

Cancellation also occurs in three-dimensional systems. For example, figure 16
shows a point-defect mode that is created in a hole slab by increasing the dielectric
constant of a single hole. We parameterize the structure by p, the distance by
which a single row of holes (including the defect) is stretched, as shown in the
upper right.18 The top left panel of figure 16 shows the frequency and the Qr of
one of the cavity modes as we continuously tune the parameter p. Over a range
of p for which the frequency changes by only ±5%, a factor-of-ten enhancement
in Qr is possible. Again, this is due to a dipole cancellation, as can be seen by
inspecting the far-field intensity ẑ · (E×H) in a plane well above the slab (as shown
in the bottom panels). At the maximum Qr, the radiation field has transitioned to

17 Technically, one expands the radiated fields in terms of vector spherical harmonics; this should not
be confused with the multipole expansion of charge distributions from electrostatics. See Jackson
(1998).

18 This design and its discovery are described in Vučković et al. (2002). Note that, for the range of
p considered here, the line defect is not strong enough to create a waveguide mode that impinges
on the cavity frequency. This cavity has a dipole-like pattern that supports two modes, which are
doubly degenerate for p = 0; we show only the higher-Qr mode, which has its E field pointing
mostly parallel to the line defect.
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Figure 15: Increase in Qr due to a cancellation of the lowest-order multipole moment in the

two-dimensional cavity shown at upper right: an increased-radius dielectric rod in a period-a
sequence of rods (green dashed outlines), trapping the mode whose Ez is shown. As the

defect radius is varied, the frequency changes, and the resulting Qr versus frequency is

shown at lower right (with the TM gap in yellow). There is a sharp peak (b) of Qr in the interior

of the gap, corresponding to a field pattern (left middle) that has an extra pair of nodal

planes compared to points (a) and (c) away from the peak (left top and bottom). The color

scale for the left plots is saturated to exaggerate the small radiated field.

a higher-order quadrupole pattern.19 As before, the mode pattern within the slab
is nearly unchanged, even though the far field has been drastically altered.

A related structure, in which the defect was created by decreasing the radius
of the central hole rather than increasing its dielectric constant, was fabricated to
operate at λ = 1.5 µm, and is shown in figure 17 (Lončar et al., 2002).

19 We are grateful to A. Rodriguez at MIT for these calculations.
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Figure 16: 3D multipole-cancellation effect in a hole-slab with an increased-ε point

defect (green) and a tuning parameter p describing the elongation of a single row of holes

(top right). Top left: Qr (blue open circles) and frequency (red filled circles) vs. p. Top right:

field pattern Hz in slab mid-plane for p = 0.205a (peak Qr), with dielectric material shaded

yellow. Bottom: vertical (z) component of flux in a plane 3.5a above the slab, for mode at

p = 0.1a (left), p = 0.205a (center), and p = 0.3a (right), corresponding to the circled points on

the graph.

The same cancellation mechanism can be viewed in a variety of ways, for
example as cancelling a dominant k‖ Fourier component inside the light cone.20

For cases with a patterned substrate, the radiated field itself may contain dis-
crete guided modes that can be cancelled individually (Karalis et al., 2004).
The defining characteristics, regardless, are a sharp peak in Qr far from any
band edge and the introduction of additional nodal planes in the radiation
pattern.

20 See, for example, Vučković et al. (2002) and Srinivasan and Painter (2002).
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6 microns

1.2 microns

Figure 17: Electron-microscope image of experimental cavity structure in a hole-slab

membrane (Lončar et al., 2002). Similar to the cavity of figure 16, but with reduced radius

instead of increased ε for the central defect hole. (Image courtesy M. Lončar.)

Further Reading

The concept of index-guided modes below the light cone of a slab with two-
dimensional periodicity was known as early as Ulrich and Tacke (1973), who
describe an experimental measurement of the band diagram of a guided mode
for a two-dimensionally periodic metallic surface. Theoretical considerations of
waveguides with two-dimensional periodicity (as in, e.g., Zengerle, 1987) seem to
have been largely confined to systems with weak dielectric contrast until the late
1990s, however. As experimental work began to probe higher-contrast regimes
(e.g., Krauss et al., 1996), a rigorous three-dimensional theory became necessary.

The use of band gaps in the index-guided modes of two-dimensionally
periodic photonic-crystal slabs with strong dielectric contrast was proposed at
least as early as Meade et al. (1994). Calculations of the guided bands in such
periodic slabs followed in Fan et al. (1997), Villeneuve et al. (1998), and Coccioli
et al. (1998), the latter two also considering point-defect cavities. A comprehensive
study of the slab guided modes and their band gaps can be found in Johnson et al.
(1999). The theory of lossless linear-defect waveguides in slabs was described in
Johnson et al. (2000) and Kuchinsky et al. (2000).

Early descriptions of the delocalization mechanism for high-Q cavities in
two-dimensionally periodic slabs include Villeneuve et al. (1998) and Johnson
et al. (2001a), or Benisty et al. (2000) for vertical delocalization. The cancellation
mechanism was described in Johnson et al. (2001c). Some early examples of
wavelength-scale cavities fabricated in high-contrast 2D-periodic slab structures
include Painter et al. (1999), Lin et al. (2001), and Lončar et al. (2002); a notable
recent high-Q cavity was reported in Song et al. (2005).
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Photonic-Crystal Fibers

THE MOST IMPORTANT CONDUIT for modern telecommunications is the optical
fiber: a long filament of glass (or sometimes plastic) that guides light, often for
a distance of many kilometers. Optical fibers are also used in a range of other
applications, ranging from astrophysics to medicine. A traditional optical fiber
consists of a central core that is surrounded by a cladding of slightly lower
dielectric constant, which confines the light by index guiding (as described in the
subsection Index guiding of chapter 3). In this chapter, we will find that new regimes
are opened for fiber operation by incorporating periodic structures in the cladding:
photonic-crystal fibers.1

Mechanisms of Confinement

Photonic-crystal fibers, also called microstructured optical fibers, can be divided
into a few broad classes, according to whether they use index guiding or band
gaps for optical confinement, and whether the periodicity of the structure is one-
dimensional or two-dimensional.

Photonic-bandgap fibers confine light using a band gap rather than index
guiding. Band-gap confinement is attractive because it allows light to be guided
within a hollow core (much as in the section Linear Defects and Waveguides of
chapter 5). This minimizes the effects of losses, undesired nonlinearities, and
any other unwanted properties of the bulk materials that are available. Band-gap
fibers with a one-dimensional periodicity—a cladding with a series of concentric

1 It is sometimes suggested that the term “photonic-crystal fiber” be restricted to photonic-bandgap
fibers. The term “photonic crystal” was coined in analogy with atomic crystals, however, and refers
to the periodicity of the structure, rather than to the presence or exploitation of a band gap.
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Figure 1: Three examples of photonic-crystal fibers. (a) Bragg fiber, with a one-dimensionally

periodic cladding of concentric layers. (b) Two-dimensionally periodic structure (a triangular

lattice of air holes, or “holey fiber”), confining light in a hollow core by a band gap. (c) Holey

fiber that confines light in a solid core by index guiding.

layers as in figure 1(a)—were first analyzed precisely2 by Yeh et al. (1978),
who called them Bragg fibers. Band-gap fibers with two-dimensionally periodic
claddings, as in figure 1(b), were described by Knight et al. (1998). The most
commonly used design is a holey fiber, such as the one shown here, in which the
cross section is a periodic array of air holes running the whole length of the fiber.

Another possibility is an index-guiding photonic-crystal fiber, in which the
periodic structure is not employed for its band gap, but rather to form an
effective low-index cladding around the core. One way to accomplish this is
with a solid-core holey-fiber structure, as in figure 1(c). In this way, one can
obtain a much higher dielectric contrast than is generally possible with solid
fiber materials, leading to a greater strength of optical confinement. This is
often useful as a means of enhancing nonlinear effects, or of creating unusual
dispersion phenomena.

A final possibility is a periodic modulation of the structure along the fiber’s
direction of propagation. This is known as a fiber Bragg grating (not to be
confused with a Bragg fiber, above). Such a fiber is simply a kind of periodic
dielectric waveguide, as we already discussed at the end of chapter 7. Thus, in
this chapter we will focus exclusively on the cases in which the periodicity is
in the transverse directions.

Photonic-crystal fibers have an enormous practical advantage over the periodic
structures that we discussed in previous chapters: fibers can be created through
a drawing process. In the first step of this process, a scale model of the fiber (or
preform) is created, typically centimeters in size. Next, the preform is heated and
pulled (drawn), stretching it like bubble gum into a thin strand whose cross section
is a scaled-down version of the preform’s.3 In this way, hundreds of meters or

2 An earlier paper by Melekhin and Manenkov (1968) proposed and analyzed a similar cylindrical
structure in the large-core (ray-optics) approximation.

3 For fibers with air holes, it is possible for the holes to partially (or totally) collapse, depending on
the draw conditions.
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even kilometers of fiber can be drawn from a single preform, with near-perfect
uniformity.

In this chapter, we proceed in an order that is somewhat the reverse of
the previous chapters. We begin with index-guiding fibers, since those are the
easiest to understand. They also demonstrate the important concept of the high-
frequency scalar limit, a rigorous asymptotic form of the eigenmodes that we
use to explain many phenomena in this chapter. Then, for photonic-bandgap
fibers, we start with the case of two-dimensional periodicity and follow with one-
dimensional periodicity. The reason for this reversal is not only that the holey
bandgap fibers are closely related to their index-guiding counterparts, but also
that Bragg fibers introduce some new concepts: continuous rotational symmetry
and a new form of “tm” and “te” polarizations. For each fiber, we give examples
of potential applications, but these examples are by no means exhaustive; our
primary intention is to illustrate the fundamental principles by which these fibers
are both connected to and distinguished from their predecessors.

Index-Guiding Photonic-Crystal Fibers

The easiest photonic-crystal fibers to understand are those that employ index
guiding. They guide light by virtue of the smaller average refractive index of the
cladding relative to the core. A typical example is the holey fiber of figure 1(c),
in which the cladding has a cross section that is a triangular lattice of air holes
within an otherwise uniform dielectric medium. In our example, we use a spatial
period a, with holes of radius 0.3a and a background dielectric constant of ε = 2.1
(approximately that of silica glass at λ=1.55 µm). The ”core” is really just the
location of a missing hole in the center.4 One might hope that it would be sufficient
to consider only some “average” index contrast between core and cladding, but in
fact a full understanding of this case requires an analysis of the band diagram.

Because a fiber has translational symmetry along the fiber axis (which we take
to be the z axis), kz is conserved, and we can write the field in the usual Bloch
form: H(x, y, t)= H(x, y)eikzz−iωt. We then plot ω versus kz to obtain the band
diagram (or dispersion relation), which is shown as an inset diagram in figure 2.
As in the subsection Index guiding of chapter 3, and also as in chapters 7 and 8,
the projected band diagram consists of two parts: a continuum of frequencies (the
light cone) representing all of the possible extended states within the cladding,
and a discrete set of guided bands with frequencies lying below the light cone. If
the cladding material were uniform with a dielectric constant ε (independent of
ω), then the light line (the lower boundary of the light cone) would be a straight
line, ω = ckz/

√
ε. For a nonuniform cladding such as our lattice of holes, the

light line is not straight. Instead, it is given by the fundamental space-filling mode
of the cladding, which is the lowest-ω extended mode of the cladding at each kz.

4 An early fabrication of such a solid-core holey fiber was reported by Knight et al. (1996).
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Figure 2: Band diagram of solid-core holey fiber as a function of axial wave vector kz.

The usual ω plot is inset, but for clarity we also plot the ∆ω between the guided bands and

the light line. The higher-order guided modes are three bands that are nearly on top of

one another.

In this structure, however, the guided mode is so close to the light cone that it
is more convenient to plot the difference ∆ω = ωlc − ω between the light line ωlc
and the guided band ω, rather than plotting ω itself. This is done in figure 2. We
have defined ∆ω such that it is positive for an index-guided mode.

We can calculate the light line in the same way we did previously when
considering the continua of extended modes for linear defects or surface states
in chapters 5 and 6. For each kz, we find all of the extended modes of the
infinite periodic cladding (i.e., without the core) for all possible transverse wave
vectors (kx, ky). Then we plot the resulting frequencies as a function of kz;
the lowest frequency for each kz defines the light line. These extended modes
are analyzed by considering the periodic cladding by itself, exactly as in the
section Out-of-Plane Propagation of chapter 5: one need only consider (kx, ky)
in the irreducible Brillouin zone of the triangular lattice. The extended modes
take the Bloch form of a plane wave eik·r multiplied by a periodic envelope
function Hk(x, y).

The increased ε of the core introduces one or more guided modes, by pulling
down modes beneath the light line. Because they are below the light line, these
modes must decay exponentially into the cladding. The farther below the light
line they are pulled, the faster the transverse decay. For the case of figure 1(c),
a doubly degenerate band is localized in the core, whose field patterns are shown
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Figure 3: Electric-field pattern for the doubly degenerate fundamental mode of figure 2.

Their polarizations are nearly orthogonal everywhere: the mode pictured at left is mostly Ex,

and the mode pictured at right is mostly Ey. The green circles show the locations of the air

holes.

in figure 3. We call this the fundamental mode. In general, the fundamental mode
is defined as the mode with the largest kz for any given ω or, equivalently, the
smallest ω for any given kz. This is the analogue of the two degenerate, orthogonal,
linearly polarized “LP01” modes5 that propagate within standard “single-mode”
silica fibers. Here, due to the large index contrast and sixfold symmetry, the two
orthogonal modes are neither purely linearly polarized nor are they exactly related
by a 90◦ rotation.6

For larger values of kz, three additional guided bands are localized. These
appear below the light line at kza/2π ≈ 2 in figure 2. One of these bands is
doubly degenerate, and is essentially a higher-order version of the fundamental
mode, with an extra nodal plane perpendicular to the direction of polarization.
The other two bands are nondegenerate. None of these higher-order modes can
be excited by a planewave source incident in the z direction, because the source
and the modes would have different symmetries.7 It might seem surprising that

5 In standard silica fiber, the index contrast is so low (less than 1%) that one can describe the fields by
a scalar approximation with a single polarization direction; see the subsection The scalar limit and LP
modes of chapter.

6 This waveguide is described by the C6v symmetry group, which has a doubly degenerate represen-
tation corresponding conceptually to orthogonal polarizations. Although the two degenerate states
do not differ merely by a 90◦ rotation, they do have opposite even/odd symmetry under orthogonal
mirror planes, and thus can be selectively excited from a planewave light source. (More precisely,
one state is the average of 60◦ and 120◦ rotations of the other state.) See Inui et al. (1996, Table B.12).

7 They transform according to different representations of the C6v symmetry group. With respect
to the labelling in Inui et al. (1996, Table B.12), both the fundamental mode and planewave light
transform as Γ6, the higher-order doubly degenerate band is Γ5 (which transforms like xy and
x2 − y2), and the other two bands are Γ1 (fully symmetric) and Γ2 (invariant under rotations, but
odd under mirror planes).
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these three higher-order bands lie almost exactly on top of one another; this
apparent coincidence is explained in the subsection The scalar limit and LP modes
below.

Endlessly single-mode fibers

In an ordinary index-guided waveguide, as one goes to higher and higher ω
(smaller wavelength λ), more and more guided modes are pulled below the light
line. We first saw this phenomenon in figure 3 of chapter 3. Eventually, one
approaches the ray-optics limit, in which the guided modes are described by a
continuum of angles greater than the critical angle for total internal reflection.
However, as first pointed out by Birks et al. (1997), this need not be true
of photonic-crystal fibers: they can remain endlessly single-mode, regardless of
wavelength (limited only by the material properties).

In figure 2, we saw that our holey fiber guides up to four bands, so it is
not endlessly single-mode. However, it still displays the essential features of
this phenomenon, because as we go to higher and higher kz (or larger ω) we
do not get more and more bands—the number of bands never exceeds four.
We could reduce the number of modes to one (or, to be precise, one pair of doubly
degenerate states) by halving the hole radius to 0.15a, thereby weakening the
strength of confinement.

Why are the higher-order modes absent? The reason is that the effective
index contrast between the core and the cladding in the holey fiber decreases at
smaller wavelengths, rather than remaining fixed as it would for a homogeneous
cladding. Thus, the strength of confinement is weaker at smaller wavelengths,
and higher-order guided modes remain above the (lowered) light line. To be
more concrete, we define the effective index of a mode as ckz/ω, the factor by
which the phase velocity ω/kz is decreased from c; the effective index equals
the ordinary refractive index for a plane wave in a homogeneous medium. At a
given ω, an index-guided mode obviously has a larger effective index than that of
the light line. To show the decrease in effective-index contrast with wavelength,
figure 4 shows the effective index versus vacuum wavelength λ/a = 2πc/ωa,
based on the band diagram given in figure 2.

There is an intuitive explanation for why the effective-index contrast decreases
with wavelength. As we first showed from the variational theorem in the section
Electromagnetic Energy and the Variational Principle of chapter 2, the fundamen-
tal (light-line) mode of the cladding “wants” to be concentrated as much as
possible in the high-dielectric material. For long wavelengths λ � a, the light
cannot lie entirely within the high dielectric, because the field cannot vary faster
than the wavelength. As we go to shorter and shorter λ, however, more of the
light can “fit” in the dielectric between the holes. In the limit of small λ � a,
the ray-optics limit applies, and the light is guided by total internal reflection and
remains almost entirely within the dielectric material, with an effective index that
approaches the index of the dielectric material. Since the core is made of the same
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dielectric material, the effective index of the guided mode must also approach the
same value as the wavelength decreases. Precisely these limits are seen in figure 4,
where both the light line and the guided mode approach the index

√
ε = 1.45 of

the bulk silica.
However, this explanation is not complete. For example, could the effective-

index contrast decrease so fast that the modes become less and less confined to
the core for small λ? Or perhaps the effective-index contrast does not decrease
fast enough to asymptotically exclude higher-order modes? Neither of these is
the case: as is derived more rigorously in the next subsection, in the limit kz → ∞
we obtain a finite number of modes with fixed field patterns.

Of course, in a real material we must eventually take into account the fact that
ε is a function of frequency, and indeed the material may cease to be transparent
at some ω. On the other hand, we can equivalently keep ω fixed and rescale
the structure, in which case the above analysis is exact. The endlessly single-
mode property, in this case, means that we can make the waveguide arbitrarily
large and still guide only a single (doubly degenerate) waveguide mode. This
could be useful for reducing the effects of material nonlinearities, although
one is eventually limited by the fact that bending losses tend to increase with
mode size.
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The scalar limit and LP modes

The key to a quantitative understanding of the large-kz limit is to realize that this
regime is asymptotically described by a scalar wave equation that is independent
of kz. Consequently, for large kz, the modes approach kz-independent “linearly
polarized” (LP) field patterns. Indeed, we shall see that this scalar limit is useful
for understanding other fiber phenomena as well, such as the existence of photonic
band gaps.

Traditionally, the scalar approximation in electromagnetism is formulated only
for structures with a small dielectric contrast. The dielectric function of such a
medium can be described as the sum of a constant εc and a small perturbation
δε(x, y)� εc. In that case, if we neglect terms of order |∇δε|, then the Maxwell
equations for the electric field E can be written8

[
∇2 + ω2

c2 ε(x, y)
]

E = 0. (1)

In this approximation, the different components of E are decoupled from one
another, although they are not completely independent because of the transver-
sality constraint ∇ · εE = 0. (This constraint allows Ez to be determined from Ex

and Ey, for example.) If we combine these results with Bloch’s theorem for the
waveguide modes, it follows that we can write the transverse (xy) components of
E in terms of a single scalar function ψ(x, y) (an LP mode):

Et = [pxx̂ + pyŷ]ψ(x, y)eikzz, (2)

where px and py are constants that specify the amplitude and the direction of
polarization, and the subscript t stands for transverse. The function ψ satisfies the
eigenequation

[
−∇2

t − ω2

c2 δε(x, y)
]

ψ = k2
t ψ, (3)

reminiscent of the Schrödinger equation of quantum mechanics. In this equation,
∇t represents the transverse (x and y) components of ∇, and kt is a transverse wave
number defined as

kt �

√
ω2

c2 εc − k2
z. (4)

In contrast to this traditional approximation, a photonic-crystal fiber generally
has a large index contrast. For this reason, it may be surprising that a photonic-
crystal fiber can also be accurately described by a scalar approximation. It works

8 See, for example, Jackson (1998), chapter 8.
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as follows. Suppose that in addition to the small variations δε, we also have some
very low-index regions (e.g., the air holes) with a dielectric constant ε = εc − ∆ε.
In this case, ∆ε is large and positive. The key fact is that for large kz, the fields
within the very low-index regions become very small, because of index guiding.
We may therefore use the scalar approximation (3) in the regions where ∆ε = 0,
and simply set ψ = 0 where ∆ε 	= 0.9 Seen this way, the effect of the air holes is to
impose a boundary condition on ψ.

To be more explicit, recall from the subsection Index guiding of chapter 3 that
the fields fall off exponentially into a low-index region with a spatial decay

constant of κ =
√

k2
z − ω2

c2 ε. In terms of kt, κ ≈ kz
√

∆ε/εc[1 − O(k2
t /k2

z)]. The fields
in this region can therefore be neglected when κ ∼ kz � kt (i.e. when the field
decays much faster than the transverse ψ oscillations). However, the condition
kt � kz is equivalent to the condition that the effective index ckz/ω approaches√

εc, which we already saw must be true at high frequencies (large kz).
Why is this important? The scalar limit for large kz has several interesting

consequences.
First, if δε = 0, as it is for our holey fiber, then ψ satisfies an eigenequation

−∇2
t ψ = k2

t ψ (with ψ = 0 in the holes) in which neither kz nor ω appear explicitly.
Thus, the values of neither kz nor ω will affect the solution ψ or the eigenvalue k2

t .
We can conclude that, for large kz, the modes approach fixed field patterns obeying
a dispersion relation ω2= c2(k2

t + k2
z)/εc.

Second, each mode ψ in the scalar limit, a so-called LP mode (Gloge, 1971),
corresponds to several vectorial solutions of the Maxwell equations for the same |ψ|2
intensity pattern and the same eigenvalue kt. There are two possibilities. If ψ is a
nondegenerate mode, then we get two vectorial modes ψx̂ and ψŷ, corresponding
to a doubly degenerate “linearly polarized” state. If ψ itself is a doubly degenerate
state with two solutions ψ(1) and ψ(2), then we get four vectorial modes ψ(�)x̂ and
ψ(�)ŷ for �= 1, 2. For finite kz, the scalar approximation is not exact and such
degeneracies break (leaving at most doubly degenerate pairs). The states divide
into linear combinations corresponding to different vectorial eigenmodes. It is
precisely such LP modes that we saw in figure 2: a pair of doubly degenerate
modes corresponding to a nondegenerate (monopole-like) ψ, and four nearly
degenerate modes (including one doubly degenerate pair) corresponding to a
doubly degenerate (dipole-like) ψ.10

9 See also Birks et al. (1997) for further discussion of this approximation and some of its conse-
quences.

10 The way that these LP modes break down into vectorial modes can be predicted from group theory.
The combination ψx̂ transforms as a product representation of the symmetry-group representations
corresponding to ψ and {x̂, ŷ}, and such a product can be decomposed only into certain irreducible
representations corresponding to the vectorial modes (see, e.g., Inui et al., 1996). Thus, for example,
only some symmetries of ψ will lead to modes that can couple to a planewave input light from the
z direction. In structures with C6v symmetry, as here, it also follows that the LP modes will always
correspond to either a single doubly degenerate mode or to two nondegenerate modes and a doubly
degenerate mode.
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Figure 5: Band diagram for TM-polarized modes of a two-dimensional triangular lattice of

perfect-metal cylinders. Two band gaps are shown (shaded yellow), where the lowest band

has a low-frequency cutoff characteristic of metallic structures. These bands are equivalent

to the modes of the holey fiber in the scalar (large kz) limit.

Third, we can now predict whether the kz → ∞ limit will yield a finite or an
infinite number of guided modes. Again, we suppose δε = 0, for simplicity.
If the low-index (∆ε) regions completely surround the core, then in the scalar limit
the field behaves like the familiar quantum problem of a “particle in a box” with
infinite potential barriers. The “box” supports arbitrarily many modes, limited
only by the kt � kz approximation. On the other hand, for a connected structure,
when the eigenvalues kt are large the scalar field ψ can “leak out” between the
holes, and the modes are not guided. Mathematically, this situation is identical
to a two-dimensional (2d) photonic crystal of perfect-metal rods (ε → −∞), for
the case of the TM polarization: k2

t corresponds to the 2D frequency eigen-
value ω2/c2, and ψ corresponds to Ez. The band diagram of this analogous 2D
metallic structure is shown in figure 5. It exhibits a well-known property of
metallo–dielectric photonic crystals: there is a band gap starting at kt = 0 and
extending to the minimum of the first band.11 This finite gap, in turn, corresponds

11 This gap is somewhat analogous to the plasma frequency ωp for the free-electron dispersion model
ε(ω) = 1 − ω2

p/ω2 (Jackson, 1998), where for ω < ωp we have ε < 0 and the material is opaque. An
early description of this “plasmonic” gap in two-dimensional metallo–dielectric photonic crystals
can be found in Kuzmiak et al. (1994).
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to a finite number of discrete-kt localized modes supported by a defect. Another
important feature that appears in figure 5 is that (in this scalar/metallic limit) there
are also “ordinary” photonic band gaps that appear between higher bands of the
structure. We will return to this point in the section Band-Gap Guidance in Holey
Fibers.

Enhancement of nonlinear effects

One of the primary applications of index-guiding photonic-crystal fibers has
been to enhance the strength of nonlinear optical effects. Nonlinear phenomena in
fibers are typically due to the Kerr effect, in which the index varies in proportion
to the intensity of the field. For a plane wave in an infinite isotropic medium,
the refractive index n = √

ε is altered by ∆n = n2 I on average, where I is the
time-averaged intensity and n2 is called the Kerr coefficient. When this effect is
significant, the frequency ω is not conserved, and one can perform a number of
useful tricks, such as creating modes that do not disperse (solitons), converting a
signal from one frequency to another, or generating a whole range of frequencies
from a single input frequency (supercontinuum generation).12 However, most
materials have rather weak nonlinearities (small n2),13 and it is necessary to
use very high field intensities or to propagate over very long distances before
the effects of ∆n become significant. This is why we have been able to neglect
nonlinearities for most of this book. Photonic-crystal fibers provide an oppor-
tunity to enhance nonlinear phenomena by concentrating the field into a smaller
spatial volume, thereby increasing the intensity for a given total input power.
Moreover, the large index contrast in the structure permits drastic modifications
to the band diagram. For example, one can arrange for modes at different frequen-
cies to have equal group velocities, thereby greatly increasing any interactions
between the modes.

In general, the description of light propagation in nonlinear waveguides is an
intricate subject involving the solution of nonlinear partial differential equations.14

For our purposes, though, the most important result is that the strength of
nonlinear effects for a particular waveguide mode can be characterized by a
single number γ, which is the change in its wave vector (∆kz) per unit power
(P) propagating in the mode. Given this number γ � ∆kz/P, the inverse
1/∆kz = 1/γP is the length scale after which nonlinear effects become significant.
Over much shorter distances, they can be ignored. The number γ appears in
the nonlinear “Schrödinger” equation that governs propagation in the nonlinear
regime and, as we will see, γ can be calculated from a single equation involving
the eigenmodes of the linear waveguide structure.

12 Demonstrations of supercontinuum generation in photonic-crystal fibers were reported in Ranka
et al. (2000) and Wadsworth et al. (2002).

13 For silica glass, n2 is around 3 × 10−8 µm2/W.
14 For a detailed discussion of nonlinear waveguide propagation, see Agrawal (2001).
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In the limit of low dielectric contrast, there is a simple and frequently used
expression for ∆kz:

∆kz = γP = ω

c
n2P
Aeff

, (5)

where Aeff is the effective area of the mode, a measure of its lateral spread that
is described in more detail below. Equation (5) says that ∆kz = ω∆n/c, where
∆n = n2 Ī is determined by the average intensity Ī = P/Aeff in the material.
In a photonic-crystal fiber, however, it is not sufficient to know the area alone; one
must also know where the mode is concentrated. Furthermore, there are vectorial
effects in the nonlinear susceptibility that become significant for large dielectric
contrasts (away from the large-kz limit), but that are neglected in the common
scalar version of equation (5).

It is useful, instead, to adopt equation (5) as the definition of the effective
area Aeff (restricting ourselves to a system with a single nonlinear n2 material,
for simplicity). For a given structure, we can then solve for Aeff of equation (5)
using the perturbation theory of the section The Effect of Small Perturbations of
chapter 2. It is safe to use perturbation theory because the nonlinear shift ∆n of
realistic materials is almost always well below 1%. (In fact, first-order perturbation
theory is implicitly assumed when one supposes ∆kz to be proportional to P.)
From equation (28) in chapter 2,15 we find ∆ω from a given ∆ε ∼ |E(r, t)|2, and
then obtain ∆kz = ∆ω/vg where vg = dω/dkz is the group velocity. After some
algebra, recalling that group velocity is equal to the ratio of power to energy
density, one obtains16

Aeff = µ0

ε0

[
Re

∫
d2r (E∗ × H) · ẑ

]2

∫
n2

d2r ε
3 (|E · E|2 + 2|E|4) , (6)

where E and H are the (complex) eigenfields of the linear ε(r) (n2 = 0), and the∫
n2

is an integral over the portion of the cross section in which the nonlinear n2
appears.

The effective area of the fundamental mode of the holey index-guided fiber is
shown in figure 6 as a function of λ/a. For comparison, we also plot the Aeff of
the fundamental mode of a single cylinder with diameter a and ε = 2.1(silica),

15 Applying perturbation theory here does require some care, because in a nonlinear system we must
work with the physical, real-valued field Er(r, t) = (E(r)e−iωt + E(r)∗e+iωt)/2.

16 This effective area was derived by Tzolov et al. (1995). Near a zero group-velocity point it is more
appropriate to work with ∆ω rather than ∆kz, and the corresponding expression was derived by
Lidorikis et al. (2004); note that the latter authors use a definition of n2 that is 4/3 of the one here,
however. (Note also that |E · E|2 is not the same thing as |E|4 = (E∗ · E)2.) In the scalar limit, where
E is a single transverse polarization with real amplitude ψ, (6) reduces to the standard expression
Aeff = (∫ |ψ|2)2/

∫ |ψ|4.

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 29, 2007 Time: 04:24pm chapter09.tex

168 CHAPTER 9

aEf
fe

c
tiv

e
 A

re
a

  A
e

ff
 /

 (
λ/

2n
)2

Wavelength  λ/a =  2πc/ωa

0

5

10

15

20

25

30

35

40

45

50

0 0.5 1 1.5 2 2.5

0.1

1

10

30

0 0.5 1 1.5 2 2.5

 A
e

ff
/ 

a
2

Wavelength  λ/a

Figure 6: Effective area, in units of the wavelength squared, as a function of wavelength, for

the solid-core holey fiber with period a (solid red line) and a simple dielectric cylinder of

diameter a (dashed blue line). Inset is the same plot, but with the effective area in units of a2.

surrounded by air.17 (We neglect the nonlinearity of air itself.) The main plot
shows Aeff in units of (λ/2n)2, where n=√

ε is the refractive index of the silica.
This scale-invariant ratio tells us the size of the mode relative to the “natural
diameter” of half a wavelength in the dielectric; it also lets us compare effective
areas for the case where we keep λ fixed and vary a. In both the holey fiber and
the dielectric cylinder, there is a value of λ/a for which Aeff is minimized: for the
holey fiber, Aeff ≈10.1 (λ/2n)2 at λ/a ≈1.37 (kza/2π ≈1.0), and for the dielectric
cylinder, Aeff ≈ 4.04 (λ/2n)2 at λ/a ≈ 1.46. The reason that an optimum exists
is straightforward. If λ is too large compared to a, the mode sees the core as a
small perturbation and is therefore only weakly guided, and has a large area. If λ
is too small, then many wavelengths fit into the solid core. For both waveguides,
the inset of figure 6 shows Aeff in units of a2 (i.e., for when we keep a fixed and
vary λ). We see that in the λ � a limit, Aeff in these units approaches a constant
that is somewhat smaller than the core area. This is consistent with the asymptotic
prediction of the scalar limit, which told us that we should obtain a fixed field
pattern (and hence fixed Aeff) for small λ.

In contrast, a standard single-mode doped-silica fiber has an effective area of
50–80 µm2 at λ = 1.55 µm, or 175–280 (λ/2n)2, and certain highly nonlinear

17 Such subwavelength silica cylinders have been fabricated by drawing down standard silica fiber
(Birks et al., 2000; Tong et al., 2003).
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doped-silica fibers18 have an Aeff of around 10 µm2 = 35 (λ/2n)2. These larger
effective areas translate directly into larger power requirements for nonlinear
devices. Their nonlinear applications are further limited by the difficulty of drastic
modifications to group-velocity dispersion in low-contrast waveguides.

Conversely, the hollow-core fibers of the following sections can have weaker
nonlinearities, sometimes by orders of magnitude, than a corresponding mode
propagating in the solid constituent materials. This may ultimately lead to highly
linear fibers that can carry signals over great distances without the distortions
that arise from nonlinear effects (such as crosstalk between different frequency
channels).

Band-Gap Guidance in Holey Fibers

Index guiding can be relied upon to confine light only within regions of higher
effective index. In contrast, a photonic band gap can localize light in a waveguide
with a lower index, such as the hollow core in figure 1(b). Of course, a fiber cannot
have a complete band gap, because of its continuous translational symmetry
in the z direction, but a complete band gap is not necessary. Because of the
translational symmetry, the wave vector kz is conserved, and it is therefore still
useful to have a band gap over some finite range of kz. But how might such a gap
arise in silica holey fibers such as those of the previous sections? And how can we
use it to confine light in air?

Origin of the band gap in holey fibers

We begin by considering the periodic cladding by itself, without any core. At
any given kz value, the solutions are the usual Bloch modes, comprising a band
structure in a two-dimensional Brillouin zone. We would like to find a range of kz

for which the band structure has a gap between two bands.
Since we have a two-dimensionally periodic structure, our first impulse might

be to return to the results of chapter 5. Are the previously discussed two-
dimensional gaps of any use here? The answer, unfortunately, is no, because the
gaps discussed in chapter 5 correspond to kz = 0. In order to be useful in a
waveguide, the gaps must extend over a range of nonzero kz. If the crystal has
a complete (overlapping TE and TM) gap at kz = 0, then indeed there will be a
range of values of kz 	= 0 over which the gap will persist (much like the gap in
the section Bragg Fibers, described below). But the silica/air dielectric contrast of
2.1:1 is not sufficient to obtain such a complete two-dimensional gap (at least, not
for these simple periodic geometries).19 The silica/air structure can have a TE gap,

18 See e.g. Okuno et al. (1999).
19 With different materials, on the other hand, a complete gap is possible at kz = 0 and thus for a

range of nearby kz; for example, some chalcogenide glasses have indices of 2.7 or higher, which is
theoretically sufficient for this purpose.
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but not an overlapping TM gap, and for kz 	= 0 both the TE/TM distinction and
the gap disappear.

What other recourse do we have to find a gap in a holey fiber? Since kz = 0
was unhelpful, let us consider kz → ∞ instead. In this limit, as described in the
subsection The scalar limit and LP modes of chapter, the system is again equivalent to
a two-dimensional system—one in which the holes are replaced by perfect-metal
rods and only an analogue of the TM polarization is present. Such a structure can
indeed have a gap between two bands. For example, in figure 5 we saw that a
metallic rod radius of r = 0.3a led to a gap between the second and third bands.
Moreover, this band gap will appear not only for silica/air structures, but for any
index contrast with the same geometry, as long as we go to a large enough kz. In
this case, the first two “LP” bands in the scalar limit correspond to four vectorial
modes, so we expect to see a gap open between the fourth and fifth bands for
sufficiently large kz.

As we will explain below, when guiding in an air core it is important that the
gap open up when kz is not too large, in order for the gap to extend above the light
line of air (ω = ckz). Therefore, we increase the strength of the gap by enlarging
the holes to r = 0.47a. The resulting projected band diagram is shown in figure 7,
where we plot all the modes of this periodic cladding (no defect/core) as a function
of kz. This is the light cone of the crystal, but unlike the light cone of a uniform
medium it has openings above its lowermost boundary: the photonic band gaps.20

Just as we predicted from the scalar limit, the lowest gap is indeed between
the fourth and fifth bands. This can be seen in the exact vectorial band diagram
for the r = 0.47a holey fiber at a particular kza/2π = 1.7, shown in figure 8.
There is, of course, a gap below the first band, corresponding to the index-guided
region below the light cone, and the next gap is after the fourth band. Even
the shape of the first four bands is reminiscent of the scalar band diagram from
figure 5, where each of the scalar bands has been split into two vectorial bands.
Since this gap comes from the scalar limit, it remains open (and indeed, increases
monotonically) as kz is increased. For larger kz, higher-order gaps from the scalar
limit also open.

(Interestingly, there is at least one small gap visible in figure 7 that does not
correspond directly to a gap in the scalar limit and therefore is harder to anticipate.
This gap opens around kza/2π = 1.85 and then closes at a finite wave vector
around kza/2π = 2.5. In complicated high-contrast structures, gaps that have no
simple analytical explanation are not unusual.)

We close this section by pointing out two other interesting gap properties that
can be understood from the scalar limit. First, whereas we saw in chapter 5 and in
appendix C that two-dimensional band gaps open only for some minimum index
contrast (around 1.4:1 for the triangular lattice of circular holes), this is not true
for fibers. The band structure approaches a scalar limit of “metallic” rods, with
the same gaps, for any index contrast, no matter how small, although for a small
index contrast the gaps may open only for a large kz far below the air light

20 Such out-of-plane band gaps were first identified by Birks et al. (1995).
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Figure 7: Projected band diagram, as a function of out-of-plane wave vector kz, for a

triangular lattice of air holes (inset: period a, radius 0.47a) in ε = 2.1. This forms the light cone of

the holey fiber from figure 1(b), with gaps appearing as open regions. The light line of air,

ω = ckz, is shown in red. (Dashed box indicates region plotted in figures 10 and 12 for the

defect modes.)

line.21 Second, consider what happens for the inverse case of higher-index rods
surrounded by a lower-index material. For this case, in the scalar limit one
obtains light modes that are 100% confined inside the rods, yielding bands that
are independent of the in-plane Bloch wavevector (kx, ky). That is, just as we
observed in the section Out-of-Plane Propagation of chapter 5, the bandwidths of the
lowest photonic bands become very narrow, approaching a discrete set of bands
corresponding to the scalar modes in cylindrical metallic cavities. In between these
bands are gaps, but the gaps are largely insensitive to the positions of the rods,
since in the scalar limit the rods form noninteracting cavities whose frequencies
are determined by the rod geometry alone. The localization of modes via this sort
of phenomenon has been dubbed “anti-resonant reflecting optical waveguiding,”
or the ARROW model (Litchinitser et al., 2003).

21 Band-gap guidance has been observed experimentally for index contrasts as low as 1% (Argyros
et al., 2005).
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Figure 8: Band diagram versus in-plane wave vector in the irreducible Brillouin zone (inset)

for the triangular lattice of air holes from figure 7, at an out-of-plane wave vector

kza/2π = 1.7. Gaps are shaded yellow: the lower gap corresponds to the index-guiding

region, and the upper gap corresponds to one of the band gaps inside the light cone

where guiding in an air core is possible.

Guided modes in a hollow core

By now we are familiar with the proposition that, given a band gap, introducing
a defect in the crystal can produce localized states. This phenomenon is exploited
to guide light in a hollow-core photonic-crystal fiber.22 Figure 9 shows the cross
section of an experimental holey silica fiber with a hollow core covering the area
of seven holes of the periodic structure. Theoretically, we will form a similar cross
section by enlarging a single hole to a radius of 1.202a, and we will focus on the
modes within the first gap of figure 7.

The resulting band diagram is shown in figure 10, and exhibits a bewildering
variety of guided modes. We can categorize these modes in two ways: by
symmetry, and by whether they are surface states or air-core modes. Lines in
different colors correspond to different symmetries. The thick red lines are doubly
degenerate modes and are the only states that can couple to a source of plane

22 This was first demonstrated experimentally by Cregan et al. (1999), with notable later improve-
ments reported by Smith et al. (2003) and Mangan et al. (2004).
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Figure 9: Electron-microscope image of hollow-core holey-fiber cross section (black regions

are air holes, and gray regions are silica glass). Central air defect, replacing 7 holes, supports

gap-guided modes around a wavelength of 1060 nm. (Image courtesy Karl Koch and

Corning, Inc.)

waves incident in the z direction. We will focus on those modes. (The green
lines are doubly degenerate of a different symmetry, and the blue lines are
nondegenerate modes.23) There are three such doubly degenerate bands, and
we plot their intensity patterns in figure 11, corresponding to the dots marked
in figure 10.

The intensity patterns reveal a striking difference between the two bands that
lie above the light line of air (ω = ckz) and the one band that lies below the
light line of air. The former are concentrated in the air core, while the latter is
concentrated around the surface of the air core. This is an example of a surface
state, much like those we have seen in previous chapters: it is evanescent in the
crystal because it is in the band gap, and is evanescent in the air core because
it is below the air light line.

In fact, we see four surface states of various symmetries below the air light line
in figure 10. Why so many? To understand this, let us compare this case with the
surface states of a two-dimensional crystal from chapter 5. In two dimensions, we
considered only kz = 0, and we found a continuous band of surface states that
propagated along a flat interface. Here, we have a curved, finite interface. Instead
of a continuous set of surface states, we have a discrete set of surface states at

23 Technically, by different “symmetries” we mean different irreducible representations of the C6v
symmetry group. There are actually four types of nondegenerate representation, but we don’t
distinguish them here.
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Figure 10: Band diagram showing guided modes of hollow-core holey-fiber structure (inset,

similar to experimental structure of figure 9), corresponding to dashed region of figure 7. (Air

core is formed by a radius-1.202a air hole.) Three thick red lines indicate doubly degenerate

bands that have the correct symmetry to couple to planewave input light. Thin green lines

indicate doubly degenerate bands with a different symmetry, and thin blue lines indicate

nondegenerate bands. Bands below the light line (thick black) are surface states confined to

the edge of the core. Three dots indicate the modes plotted in figure 11.

each kz (which form continuous bands as we vary kz). This happens in much the
same way that a finite piano string supports only a discrete set of harmonics, and
is yet another instance of the general rule we introduced in the section Discrete vs.
Continuous Frequency Ranges of chapter. If we were to make the core larger, and
the interface longer, then we would get more surface states which are more closely
spaced. However, we must also take into account the crucial role of the crystal
termination.

As we have seen in previous chapters, the existence of surface states depends
on how we terminate the crystal. For example, does the edge of the air core occur
at the edges of the holes, or does it cut them in half? It should be possible to
improve the performance of the fiber by adjusting the termination to eliminate the
surface states.24 Surface modes degrade a fiber’s performance primarily because
they may have greater losses than the other guided modes. For example, scattering

24 The importance of crystal termination for air-core fiber performance was analyzed by Saitoh et al.
(2004), West et al. (2004), and Kim et al. (2004).
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Figure 11: Intensity patterns (ẑ · Re[E∗ × H]) of three doubly degenerate modes of a

hollow-core holey fiber (ε shaded green), corresponding to the dots on the thick red lines in

figure 10. (a) and (b) lie above the air light line at kza/2π = 1.6, while (c) is a surface state

lying below the air light line at kza/2π = 1.7.

due to surface roughness is much worse for a mode concentrated at the surface
than for a mode concentrated in the core. One could attempt to operate exclusively
in the air-core mode of figure 11(a), but this proves difficult in practice. Any small
imperfection or asymmetry will tend to couple energy from one mode to another,
especially at the points where modes of different symmetry cross in the band
diagram.

The effect of an alternate core termination is shown in figure 12, for which we
have used a defect hole of an enlarged radius 1.4a. Perhaps counterintuitively,
enlarging the defect has reduced the number of defect modes. This is because the
new termination has eliminated the surface states. In fact, there is only one doubly
degenerate mode in this fiber core that is of the correct symmetry to couple to
planewave input light (thick red line). The other three modes (two nondegenerate
and one doubly degenerate) lie almost on top of one another, much like the higher-
order modes of figure 2. The intensity pattern of this mode is shown in the inset,
and is strongly localized in the air core. Indeed it is even more strongly localized
than in the previous structure, a consequence of the lack of surface states to
interact with.

Bragg Fibers

Rather than using two-dimensional periodicity to make a band-gap fiber, we
can instead use a one-dimensional periodicity, and simply wrap a multilayer
film around the core. Such a structure, depicted schematically in figure 1(a), is
known as a Bragg fiber and was proposed long ago by Yeh et al. (1978), and even
earlier by Melekhin and Manenkov (1968). Fink et al. (1999b) suggested the use of
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Figure 12: Band diagram and mode intensity patterns (insets) of a hollow-core holey fiber

with a larger air core (radius 1.4a, left inset) corresponding to a crystal termination that

eliminates surface states. Thick red line (lower) indicates doubly degenerate mode with

correct symmetry to couple to input plane waves. Thin blue and green lines indicate other

symmetries (blue is nondegenerate and green is doubly degenerate); there are actually two

blue lines that are difficult to distinguish here. Intensity patterns are shown for kza/2π = 1.6,

indicated by the dots. (The four higher-order modes all have similar intensity patterns; a

nondegenerate mode is shown.)

omnidirectional mirrors for Bragg fibers. As discussed below, the omndirectional
regime is correlated with that of the strongest optical confinement. Hollow-
core omnidirectional-mirror Bragg fibers have been created in the laboratory, as
shown in figure 13, with layers made of a low-index polymer and a high-index
chalcogenide glass that have compatible thermal properties for drawing fibers.
Such fibers can confine light within a hollow core, much like the holey fibers of
the previous section. In fact, they have already been used to guide high-power
lasers for endoscopic surgery at wavelengths for which solid materials are too
lossy (Torres et al., 2005).

Analysis of cylindrical fibers

The analysis of Bragg fibers is greatly simplified because of their rotational
symmetry. As we first learned in the section Continuous Translational Symmetry of
chapter 3, the continuous translational symmetry in z means that the z dependence
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Figure 13: Electron-microscope image of a hollow-core omnidirectional-mirror Bragg-fiber

cross section, with insets showing enlarged views of multilayer structures. Thin white layers

are a chalcogenide glass and gray regions are a polymer. This fiber was designed to

operate at a wavelength of 10.6 µm (Temelkuran et al., 2002).

of the fields can be chosen as eikzz for some wave vector kz. By exactly the same
reasoning, the continuous rotational symmetry in ϕ (the azimuthal angle) means
that the ϕ dependence of the fields can be chosen as eimϕ for some number m,
which is known as the angular mode number. It must be an integer because ϕ = 0
and ϕ = 2π are equivalent, and consequently eim·2π = 1.25 Thus, the field of an
eigenstate can be written in the separable form:

Hkz ,m = eikzz+imϕhkz ,m(r), (7)

which has been reduced to a one-dimensional problem for the radial (r) depen-
dence hkz ,m(r).26

Equation (7) corresponds to a “circularly” polarized mode, since by including
the time dependence ei(mϕ−ωt) we see that the field pattern at a fixed z is rotating
with an angular phase velocity ω/m for m 	= 0. Many authors instead use a
ϕ dependence of sin(mϕ) or cos(mϕ), forming “linearly” polarized states that
are not rotating (although the polarization is not generally uniform over the

25 m is also called the “angular momentum” in analogy with quantum mechanics, where the angular
momentum Lz of such a wave function is �m.

26 The equation for hkz ,m(r) in a region of uniform refractive index turns out to be analytically solvable
in terms of Bessel functions. In a multilayer fiber, the Bessel solutions in each layer are then
connected by means of “transfer matrices” that match the boundary conditions at each interface
(Yeh et al., 1978; Johnson et al., 2001b).
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cross section). That is, the mirror symmetry ϕ → −ϕ implies that the ± m eigen-
modes are degenerate, and one can therefore form e+imϕ ± e−imϕ combinations to
obtain cosines and sines.

Band gaps of Bragg fibers

In order to understand confinement in Bragg fibers, we must first solve for the
band gaps. This might seem at first like a difficult task, because concentric rings
are not a periodic structure in the sense required by Bloch’s theorem. Their
curvature decreases with r. However, all that matters for light to be confined is that
it cannot escape to r → ∞. In this limit, the curvature of the rings approaches zero,
and the structure approaches that of a planar multilayer film. The band diagram
of the flat multilayer structure (as discussed in the section Off-Axis Propagation of
chapter 4) gives the exact solutions in the r → ∞ limit. If the wave vector kz and
frequency ω of a mode lie in one of the “one-dimensional” gaps, then the mode
cannot escape to large radii. It is localized in the fiber core.

Moreover, we can exploit the analytical results for multilayer films given in
the section The Size of the Band Gap of chapter 4. A good rule of thumb for the
multilayer film was that optimal confinement was obtained for a quarter-wave stack.
This criterion must be modified here because waveguide modes will not generally
be normally incident on the layers. In particular, when we are guiding light
in a hollow core, the low-order modes approach glancing incidence as the
core size is increased. Equivalently, they approach the air light line ω = ckz. In this
limit, the quarter-wave condition for the thicknesses d1 and d2 of the materials with
indices n1 and n2 becomes d1ñ1 = d2ñ2, where ñ �

√
n2 − (ckz)2/ω2 ≈ √

n2 − 1.27

The corresponding quarter-wave frequency is ωa/2πc = (ñ1 + ñ2)/4ñ1ñ2. Notice
that we must have n1,2 >1 in order to have ñ > 0 and satisfy the glancing-angle
quarter-wave condition with finite-thickness layers. Quarter-wave thicknesses are
not required for guidance—as we saw in chapter 4, gaps arise for any periodic
layers—but they help us to optimize confinement for a given index contrast.

Figure 14 shows the projected band diagram, ω versus kz, for a glancing-angle
quarter-wave stack of indices n1 = 1.6 and n2 = 2.7, similar to the polymer and
chalcogenide indices of figure 13. We see numerous band gaps that arise, shown
as open spaces in the band diagram. This structure is actually an omnidirectional
reflector as described in the section Omnidirectional Multilayer Mirrors of chapter
4, with the omnidirectional gaps highlighted in yellow. The omnidirectional
property is not required for guidance in such fibers—any gap at a mode’s (kz, ω)
will do—but its appearance is not a coincidence. For strong confinement, we
will generally want large index contrast, and we also want n1,2 >1 in order to
satisfy the glancing-angle quarter-wave condition. These two criteria are precisely

27 This formula arises from the fact that the radial wave vector kr in n is kr = √
n2(ω/c)2 − k2

z , and the
quarter-wave condition is krd = π/2.
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Figure 14: Projected band diagram for glancing-angle quarter-wave stack of indices

n1 = 1.6 and n2 = 2.7, plotted versus wave vector kz parallel to layers (inset). Regions where

propagating modes exist in the stack are shaded: blue for TM (E out of the incidence plane)

and red for TE (E in the incidence plane), or purple for both. The frequency range of

omnidirectional reflection from an air medium (corresponding to the black light line ω = ckz)

is shaded yellow. (Note that this “TM/TE” terminology is the reverse of the “te/tm” terminology

used later in the chapter.)

the ingredients for omnidirectional reflection.28 Additionally, an omnidirectional
gap has potential advantages when one wants to trap light incident from many
different directions.29

It may seem that we are forgetting something important by considering only
modes propagating in the rz plane. In fact, if we include modes propagating
out of this plane, corresponding to light travelling in the azimuthal direction, we
would find no band gaps at all. Fortunately, such modes are excluded: for any
finite angular mode number m, as r → ∞ the corresponding azimuthal wave
vector kϕ = m/r → 0. Put another way, the conservation of angular momentum
prevents a mode in the waveguide core from escaping into a mode travelling in
the azimuthal direction infinitely far away. This conservation law makes gaps,

28 For the less-favorable tm polarization, as defined later in this chapter, it has been argued that a
low-contrast, non-omnidirectional regime also works well (Skorobogatiy, 2005).

29 For example, omnidirectional gaps are beneficial for collecting and guiding light emitted by
fluorescent sources within the hollow core (Bermel et al., 2004).
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especially gaps at kz near 0, much easier to create in Bragg fibers than in fibers
with two-dimensional periodicity such as the holey fibers of the previous section.
On the other hand, holey fibers can be constructed from a single solid material
(e.g., silica), whereas Bragg fibers require two different solid materials to be found
that can be drawn together.

Guided modes of Bragg fibers

Given the multilayer mirror with the parameters of the previous section, we form
a hollow-core fiber by wrapping the mirror around an air core. This involves two
important decisions: what core radius R do we employ, and how do we terminate
the crystal? The choice of R generally involves a tradeoff between different loss
mechanisms, which we will discuss in the section Losses in Hollow-Core Fibers.
For now, we will simply choose R = 3a. As for the termination, we will end
the crystal at R with half of a high-index layer: using a high-index layer on the
inner surface confines modes in the core more strongly, and using half of a layer
eliminates a troublesome surface state.

The resulting band diagram, focusing on the first band gap above the air
light line, is shown in figure 15(a). As might be expected from the fact that
the core is several wavelengths (6a) in diameter, a number of modes are supported.
It turns out, however, that these modes can be directly related to the modes of
a much simpler waveguide: a hollow perfect-metal cylinder. The band diagram
of a hollow metallic waveguide with the same R = 3a is shown in figure 15(b),
with the Bragg-mirror gaps superimposed for comparison. Comparing the two
band diagrams, we see that there is a one-to-one correspondence between the
modes. The modes of the Bragg fiber are essentially given by the metallic modes
that fall inside the band gap.

A hollow metallic waveguide is also a mirror wrapped around a hollow core.
With this in mind, it is perhaps not surprising that its mode structure is similar to
that of a Bragg fiber, at least for large R or in the omnidirectional regime where the
multilayer mirror acts much like a metal.30 Both structures have modes described
by an angular index m, but a metallic waveguide (with a homogeneous interior)
has an additional special property: all of the modes can be divided into two
polarization states. Unfortunately, the terms “TE” and “TM” in the fiber literature
have a somewhat different meaning than our usage in the previous chapters, and
so we use lower-case letters to distinguish the meanings here: te means modes
with electric fields purely in the xy plane but the magnetic field may be in any
direction, while tm means modes with magnetic fields purely in the xy plane but
electric fields in any direction. The modes of the cylindrical metallic waveguide
are then labelled as tem� and tmm� where m is the angular index and � = 1, 2, . . .
is a radial order (a number of field nodes in r > 0). From figure 15(b), we see

30 The analogy between Bragg fibers and hollow metal waveguides is analyzed in more detail by
Ibanescu et al. (2003).
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Figure 15: (a) Band diagram of hollow-core (R = 3a) Bragg fiber with layer indices of 2.7/1.6

(blue/green layers in inset); gray regions indicate extended modes that propagate in the

multilayer mirrors. (b) Band diagram showing the first few bands of a hollow perfect-metal

waveguide of the same radius; light gray regions indicate extended modes of Bragg mirrors

from (a), for comparison. Modes are labelled by polarization and radial/angular mode

numbers as described in the text.

that the lowest-ω metallic mode is te11, followed by tm01, te21, te01, tm11, te31, and
so on. Of course, any m 	= 0 mode is doubly degenerate with the −m mode. Also,
te01 and tm11 happen to be exactly degenerate.

The modes of the Bragg fiber are analogous, but there are a few important
differences. Most obviously, the frequencies are slightly shifted compared to the
metallic structure, and as a side effect the modes analogous to te01 and tm11 are no
longer exactly degenerate.

Of greater importance, however, is the fact that only the m = 0 modes remain
purely polarized. As a consequence of mirror symmetry in ϕ, the te0� modes have
their electric fields purely in the ϕ direction and the tm0� have electric fields purely
in the rz plane. All of the m 	= 0 modes, however, are changed from te and tm
into “hybrid” polarizations labelled he and eh depending on whether they are
mostly te-like or mostly tm-like, respectively. So, for example, the te11 mode of the
metal waveguide becomes the he11 mode of the Bragg fiber, and so on. It turns out
that the most important two modes for many practical applications are he11 and
te01: te01 is usually the lowest-loss mode (in both the metallic waveguide and Bragg
fibers) for reasons discussed below, while he11 is usually the lowest loss m = 1
mode (the only m that can directly couple to planewave input light). The field
and intensity patterns of these two modes are depicted in figure 16; they closely
resemble the corresponding metallic-waveguide modes.

You may recall from chapter 4 that we can classify the modes propagating in
a multilayer structure by whether E is parallel (TE) or perpendicular (TM) to the
plane of propagation. Here, we can do the same thing for m = 0 because in this
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0 max
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Figure 16: Intensity patterns for two core-guided modes in hollow-core Bragg fiber of

figure 15 at the quarter-wave frequency. Power intensity is shown by color scale, and

transverse (xy) electric-field pattern is shown by green arrows.

case rz is a mirror plane for every ϕ, but the labelling convention is reversed. The
plane of propagation, far away, is the rz plane: E parallel to the rz plane is what
we are now calling tm0�, and E perpendicular to rz is what we are now calling te0�.
In chapter 4 we saw that the te (previously TM or s-polarized) band gap is usually
larger than the tm (previously TE or p-polarized) gap, because the latter closes en-
tirely at Brewster’s angle. As a consequence, every mode except for the te0� modes
is generally limited by the smaller tm gap, which is what is shown in figure 15.

The te0� modes, on the other hand, can have both larger bandwidth and stronger
confinement because they see only the larger te gap. Partly as a consequence of
this, as we discuss in the next section, the te01 mode has the lowest predicted
losses for sufficiently large R. An analogous result is well known for the cylindrical
metallic waveguide, albeit for a somewhat different reason. For a perfect metal,
the boundary condition at r = R is that Ez and Eϕ must be zero while Er

can be nonzero, and thus the te0� modes (for which Er = 0 everywhere) are the
only modes that have E = 0 at r = R. For an imperfect metal, the field penetrates
into the region r > R and causes ohmic losses. The te01 mode will have the smallest
penetration into the metal (since its electric fields are nearly zero at the interface)
and thus the lowest ohmic losses. In fact, a similar field node at r ≈ R is apparent
in the Bragg-fiber te01 mode of figure 16, due to the system’s close resemblance to
the metallic waveguide.

Losses in Hollow-Core Fibers

Optical fibers are used to transport light over distances ranging from meters to
thousands of kilometers. Over such distances, even small imperfections can lead
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to substantial effects. Conventional silica fibers have attained such an amazing
degree of perfection that their losses (only about 0.2 dB/km at 1.55 µm) are limited
by a combination of intrinsic material absorption and scattering from microscopic
density fluctuations. At longer wavelengths, on the other hand, such as the
10.6 µm high-power lasers used for many industrial and medical applications,
silica and other common fiber materials are not transparent at all.

One of the promises of hollow-core photonic-bandgap fibers is that they
may allow for lower losses than are possible with solid-core fibers, by relaxing
the fundamental limitations imposed by solid material properties. In order to
design fibers for such a goal, however, one must comprehend the different loss
mechanisms in realistic fibers. Although a detailed study of these losses is outside
the scope of this book, a broad understanding may be gained by dividing fiber
losses into two categories depending on how they scale with the radius R of the
air core. There is a tradeoff between losses that decrease with R (losses associated
with field penetration into the cladding), and losses that increase with R (losses
associated with coupling between modes). This makes the choice of R a delicate
balancing act that is crucial for fiber performance.

Interestingly, not all losses are bad. As we have seen, most of the proposed
hollow-fiber designs have been multi-mode. They support multiple guided modes
that propagate at different speeds. Unchecked, this results in modal dispersion:
since it is impossible to avoid exciting multiple modes, the differing velocities
cause pulses to spread and information transmission to be scrambled. However,
this problem is reduced in a hollow-core fiber by differential attenuation: some
modes (typically the lower-order modes) have much lower losses than others, and
thus transmission in everything but the lowest-loss mode will be filtered out after
propagation over a long distance.31

Cladding losses

Three important loss mechanisms are associated with the amount of field pene-
tration into the cladding: material absorption, radiative leakage due to the finite
crystal size, and scattering from disorder. All of these will tend to decrease as the
core radius R increases. We will show that they typically decrease asymptotically
as 1/R3.

Of these three loss mechanisms, the simplest one to analyze is material
absorption. This can be described by a small imaginary part iκ that is added
to the real refractive index n (κ is called the extinction coefficient). Because
κ � n for transparent materials, one can obtain essentially exact results for
the loss by starting with the eigenmode of the lossless structure and employ-
ing perturbation theory, as in the section The Effect of Small Perturbations of
chapter 2. Equation (29) of chapter 2 tells us the imaginary change ∆ω in the
frequency due to κ, and to obtain the loss rate per unit distance we compute

31 This filtering is discussed in more detail for Bragg fibers by Johnson et al. (2001b).
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∆kz = −∆ω/vg via the group velocity vg = dω/dkz. Letting α � 2 Im ∆kz, this
describes a decay e−αz/2 in the fields and e−αz in the intensity. Combining these
equations, the decay rate α due to a single absorbing material with a complex
refractive index n + iκ is

α = 2ωκ

vgn
· (fraction of

∫
ε|E|2 in absorbing material ). (8)

(For the case of multiple materials, one simply adds the α from each material.)
As a special case, if the field energy propagates entirely within the material with
a group velocity vg = c/n as for a plane wave (neglecting material dispersion),
then one obtains a bulk absorption loss α0 � 2ωκ/c = 4πκ/λ. Therefore, a
useful dimensionless figure of merit for a hollow-core fiber mode is the ratio α/α0.
This is called the absorption suppression factor, the factor by which loss is decreased
due to the portion of light in air.

For example, let us consider the hollow-core Bragg fiber from the previous
section, and suppose that the low-index material (n1 = 1.6) has some absorption.
This is motivated by the experimental fiber from figure 13, which is designed
to operate at 10.6 µm. Its absorption loss is dominated by the effect of the low-
index polymer, which has a bulk absorption of around 50,000 dB/m (κ = 0.01).
In figure 17, we plot the absorption suppression factor α/α0 of four modes for
the core radius R = 3a of figure 15a. Even for this small radius, we see that
absorption losses can be suppressed by more than a factor of 10. (Notice also
that the absorption losses diverge as the zero–group-velocity band-edge of the
te01 or eh11 mode is approached.) This radius, however, is much smaller than
that of the experimental structure, which has a dramatic effect on the loss. In
figure 18, we plot the absorption suppression factors versus R at the quarter-
wave ωa/2πc ≈ 0.30. Regardless of polarization, the mode absorptions all
approach a 1/R3 dependence, with the te01 mode having the lowest asymptotic
loss. At the experimental radius R ≈ 80a, the he11 suppression factor is al-
most 10−5, and indeed losses less than 1 dB/m were observed experimentally,
representing a suppression of the polymer absorption by over four orders of
magnitude.

What is the source of this 1/R3 power law? The key fact from equation (8) is that
the contribution to the loss from a particular absorbing material is proportional
to the fraction of the electric-field energy in the material. One might jump to the
conclusion that, for a core-guided mode (not a surface state), the losses will scale as
1/R: if the field penetrates a certain distance dp into the cladding, then the fraction
of field in the cladding goes as the penetration area 2πRdp divided by the core area
πR2, yielding ∼ 1/R. Such an argument, however, assumes that the field amplitude
|E| in the cladding compared to the core is independent of R, and in fact this is not
the case. This is easiest to see for the te01 mode, which by analogy with the metal
waveguide has a node in E near r = R (as in figure 16). As a consequence, the te01’s
cladding |E| is proportional not to the field at r = R (which is ≈ 0) but rather to
the slope d|E|/dr at r = R, which scales as 1/R for a fixed max |E| in the core. As
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Figure 17: Absorption suppression factor α/α0 of R = 3a Bragg fiber from figure 15(a) versus

frequency for four modes. α/α0 is the radio of the modes absorption losses to the absorption

losses for the bulk material, assuming that the absorption losses are dominated by those of

the low-index material (n = 1.6, shaded green in inset). Here, the he11 (fundamental) mode is

the lowest loss, while for larger R the te01 mode becomes the lowest.

a result, the te01’s |E|2 in the cladding picks up an additional 1/R2 factor, and the
absorption losses scale as 1/R3.

In fact, a similar argument holds for all core modes, because of the scalar
limit described in the subsection The scalar limit and LP modes. For any given mode,
in the limit of large R the mode becomes more and more similar to a plane
wave propagating along the z axis. Its dispersion relation approaches the air light
line, and its penetration depth into the cladding becomes negligible compared
to the scale of the transverse oscillations. These were precisely the conditions in
which the scalar limit applies. In this limit, we can describe the mode as a linear
polarization multiplied by a scalar amplitude ψ(x, y) that is zero in the cladding.
In reality, there is some small nonzero amplitude in the cladding, but because of
the approximate zero boundary condition at r = R, the amplitude of the cladding
field goes as 1/R just as we explained for te01. Thus, all modes approach a 1/R3

scaling.
Another cladding-related loss is radiative leakage. Because a real photonic-

crystal fiber cannot have an infinite number of crystal periods, the fields will
have a small exponential tail beyond the edge of the crystal, which will couple
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Figure 18: Scaling of the absorption suppression factor α/α0 versus core radius R, at

quarter-wave frequency, for several modes of the hollow-core Bragg fiber with indices 2.7/1.6

(blue/green in inset). The absorption loss is assumed to be dominated by that of the low-index

material. All modes asymptote to a 1/R3 scaling (shown as a black line, for reference).

to radiating modes. Again, this loss scales as 1/R3: 1/R from the surface-
area/volume ratio, and 1/R2 from the field amplitude scaling in the scalar limit.
As a practical matter, however, such radiation can be more easily reduced by
simply increasing the number of periods. For a high-contrast band-gap fiber such
as the ones discussed in this chapter, the radiative leakage typically decreases by
a factor of ten for every period or two that is added to the cladding. As a result,
even the most stringent loss requirements can be met by including a few dozen
periods at most.

Finally, one can also have losses from disorder, which causes light to scatter
and radiate by breaking translational symmetry. Because photonic-crystal fibers
typically have many high-contrast interfaces, the most serious problem seems to
be due to surface roughness, especially in silica-based fibers at wavelengths where
the absorption is small. A detailed analysis of disorder is complicated,32 but
a few general statements can be made for the usual case in which the length
scale of the roughness is much smaller than the wavelength. In this case, known
as Rayleigh scattering, the scattered (lost) power is roughly proportional to

32 See, for example, Johnson et al. (2005) for some of the difficulties that arise in modelling surface
perturbations for high-contrast materials. Roberts et al. (2005) analyze roughness due to inevitable
surface-tension effects in hollow-core fibers.
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the |E|2 at the scattering location and to the square of the scatterer’s volume.33

The |E|2 dependence produces the same 1/R3 scaling for disorder-induced loss as
for absorption loss, since disorder again affects only the small fraction of the field
inside the cladding where the interfaces or materials are.

What about two-dimensionally periodic photonic-crystal fibers, such as the
hollow-core holey structure in figure 1(b)? Overall, the same asymptotic 1/R3

scaling should apply: the core interface/area ratio goes as 1/R and there is
an additional 1/R2 factor from the cladding field amplitude in the scalar limit.
However, an additional wrinkle is provided by the proliferation of surface states.
Unless a crystal termination is chosen that eliminates surface states as in figure 12,
as the core size is increased we will get more and more surface states. These
surface states cross the guided band and chop up its usable bandwidth (West
et al., 2004). Precisely such a phenomenon was observed experimentally when
Mangan et al. (2004) replaced the air core of figure 9 with one of about 2.2 times
the diameter: the losses were reduced by a factor of eight (from 13 dB/km to
1.6 dB/km), but the bandwidth was reduced by a factor of five because the
surface states were not eliminated. (The surface states below the light line do
not have absorption/leakage/scattering losses that decrease with R, because they
remain localized at the cladding surface regardless of R.)

Inter-modal coupling

Given the 1/R3 dependencies of the loss mechanisms described above, it may
seem that increasing the core radius R is always a winning strategy. This is not
the case. As R grows, we worsen losses and other problems due to inter-modal
coupling: the transfer of energy from one mode to another at the same ω but
different kz. This is caused by fiber nonuniformities that break the translational
symmetry in z. This is a problem because higher-order modes will typically have
higher losses (e.g., stronger penetration into the cladding), and will also produce
modal dispersion. As we mentioned above, the differential losses of higher-order
modes will suppress modal dispersion, but not if we couple into them faster than
they are filtered out. Inter-modal coupling tends to worsen with increasing core
radius R, for two reasons.

First, the number of core-guided modes increases. (The number of modes scales
with the area ∼ R2.) Correspondingly, the mode spacing ∆kz decreases. This makes
it easier for a nonuniformity to couple different modes. Roughly speaking, π/∆kz

is a minimum length scale for nonuniformities: if the fiber changes shape (e.g. due

33 The scattered power also scales as ω4 in homogeneous nondispersive media (Jackson, 1998), but
this is modified here by the photonic crystal’s effect on the local density of states and on the mode’s
variation with frequency. The ω4 dependence of Rayleigh scattering is famous as the reason why
the sky is blue: air molecules scatter short (blue) wavelengths more strongly than long (red) ones.
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to ellipticity or stresses) over distances of this length scale or shorter, then coupling
between modes may be substantial.34

Second, even for a fixed ∆kz between modes, the inter-modal coupling due
to fiber bends will worsen as R increases. Intuitively, as R grows, the difference
in path length between the part of the core on the inside of the bend and the
part on the outside will also grow. The result is a bigger “centrifugal force” that
distorts the modes. The mathematical treatment of bending is rather complicated,
and involves a coordinate transformation of the bent waveguide to a straight
waveguide.35 However, the final result is elegant, and we summarize it here.
If we take x to be the direction away from the center of the bend and x = 0
to be the center of the fiber at the bend radius Rb, the bend effectively adds a
perturbation ∆ε and ∆µ proportional to x/Rb. This acts like a potential ramp,
analogous to a Stark effect in quantum mechanics, that pushes the fields towards
the outside of the bend. Fiber performance then deteriorates for two reasons. First,
far enough away from the core, the exponential tails of the guided modes will
“see” a perturbation so large that the band gap is shifted to a different frequency.
This results in radiation losses that increase exponentially with 1/Rb. Second, for
sufficiently large Rb, the bend radiation is negligible, and instead the losses in
high-contrast photonic-crystal fibers are dominated by coupling between guided
modes. This coupling varies as (R/Rb)2 for large Rb (since R is the maximum value
of x in the core), not including changes in ∆kz.

Finally, another important form of inter-modal coupling is known as
polarization-mode dispersion (PMD). PMD arises in an ordinary fiber because
the operating mode is doubly degenerate, with two orthogonal polarizations. Any
imperfection or stress in the fiber, however, can break the symmetry and split
these two polarizations into modes that travel at different speeds. This produces
a form of modal dispersion, where pulses spread due to random imperfections
in the fiber. The same thing can happen in a photonic-crystal fiber if we operate
in a doubly degenerate mode.36 The differential losses of a hollow-core fiber,
however, allow one to operate in a low-loss higher-order mode like te01 that is non-
degenerate and hence immune to PMD (no perturbation can split the mode into
two). Alternatively, one can design a core that is so asymmetric that it supports
only a single nondegenerate mode (Kubota et al., 2004; Li et al., 2005).

34 The π/∆kz length scale can be justified via the coupled-mode/coupled-power theory of Marcuse
(1991), as in e.g. Johnson et al. (2001b).

35 Bending losses were derived by Marcatilli (1969) for dielectric waveguides. For further discussion,
see Katsenelenbaum et al. (1998) for metallic waveguides and Johnson et al. (2001b) for Bragg fibers.
A general result expressing coordinate transformations as simple change in ε and µ was given by
Ward and Pendry (1996).

36 In fact, PMD effects may be worse in hollow-core fibers than in conventional silica fibers because
of the increased index contrast, or equivalently because of the large group-velocity dispersion
(Skorobogatiy et al., 2002).
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Further Reading

Russell (2003) offers a review article on photonic-crystal fibers, and a broad
overview of unusual fiber technologies can be found in Mendez and Morse (2006).
The literature on Bragg fibers, and the analysis of their losses, was reviewed by
Johnson et al. (2001b). Two textbooks focusing especially on photonic-crystal fibers
(mainly the holey-fiber varieties) are Bjarklev et al. (2003) and Zolla et al. (2005). A
useful general textbook on conventional fiber optics is Ramaswami and Sivarajan
(1998), and nonlinear fiber phenomena are covered by Agrawal (2001).
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Designing Photonic Crystals for Applications

IN THE FIRST THREE CHAPTERS, we assembled a number of theoretical tools to help
us understand the properties of photonic crystals. The next six chapters focused on
the questions: Which structures have interesting properties, and why? This chapter
will be concerned with a different question altogether: How can we design a device
made from photonic-crystal components?

Overview

We have expended a great deal of effort to understand the different ways in
which photonic crystals can reflect and trap light, thereby forming mirrors,
waveguides, and resonant cavities. These three components are themselves very
useful, especially because they can have unusual properties that are not shared
by their predecessors made from unstructured materials. Now, however, we
will examine some useful ways in which these components can be combined.
We will see that there are simple universal behaviors that result from such
combinations, regardless of the specific geometric structure, which are captured by
the formalism of temporal coupled-mode theory. This allows us to design devices
easily from first principles, and only afterwards determine the quantitative details
from a small number of variables: the symmetries, frequencies, and decay rates
of the resonant cavities. We will provide examples of filters, which only transmit
light within a specified frequency band; bends, which guide light around a sharp
corner; and splitters, which divide a waveguide into two. Finally, we will consider
further the applications of nonlinear materials (a topic we touched upon in the
chapter 9). With a suitable nonlinear material, the photonic-crystal filter can act as
an optical “transistor.”

For simplicity, most of our examples will be drawn from two-dimensional
systems. The ideas generalize easily to the cases of one- and three-dimensional
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crystals. However, it is useful to consider three-dimensional structures when
dealing with the impact of losses on device performance; for this purpose we
will consider hybrid structures such as those of chapter 7, where radiative losses
inevitably arise for resonant cavities.

Finally, although most of this chapter and this book are concentrated on
structures in which light is confined in waveguides and cavities, we will close
with a brief review of phenomena associated with free propagation of light in the
crystal: reflection, refraction, and diffraction.

A Mirror, a Waveguide, and a Cavity

Long ago, engineers solved the problem of controlling light propagation in the
microwave regime1 by using metallic components to guide, reflect, and trap light.
These components rely on the high conductivity of metals, a rather complicated
electronic property that may depend strongly on frequency. Unfortunately, for
light of higher frequency (like visible light, for instance), metallic components
suffer from high dissipative losses. In contrast, the dielectric materials of photonic
crystals can have a much simpler behavior, with weak frequency dependence. The
only demand we make on our dielectric materials is that, for the frequency range
of interest (which is often a narrow band), they should be essentially lossless.
Such materials are widely available all the way from the ultraviolet regime to the
microwave. We saw in chapter 2 that the photonic properties scale easily with
frequency and ε, so devices made at one scale are sure to work at other scales, if
appropriate materials can be found.

Designing a mirror

Since the heart of so many devices is reflectivity, our first task is to design a
two-dimensional crystal that reflects all in-plane TM waves within some specified
frequency band, without appreciable absorption. Once finished, we could use this
crystal in a band-stop filter. Or, since the band structures of two-dimensional
photonic crystals are different for TE and TM light, we could employ it as a
polarizer. Or, as we will see later in this chapter, we could use it as a building
block in a waveguide, resonator, or other device. For concreteness, we choose a
particular wavelength of light in vacuum: λ = 1.5 µm, the wavelength that is most
commonly used in telecommunications. Our choice of material will be gallium
arsenide (GaAs), a material widely used in optoelectronics, for which the dielectric
constant is 11.4 at λ = 1.5 µm.2

1 The “microwave regime” includes light with wavelengths in the range from about one millimeter
to about ten centimeters.

2 See, e.g., Palik (1998). The dielectric constant of GaAs ranges from 10.7 at 10 µm to 12.3 at 1 µm.
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Figure 1: “Gap map” showing TM gap locations versus rod radius for a square lattice of

dielectric rods (ε = 11.4) in air (inset).

For maximum reflectivity, we should choose a crystal geometry that has a
photonic band gap, and that is not too difficult to fabricate (although in this
conceptual two-dimensional example, we are not concerned with the details of
fabrication). After consulting an atlas of gap maps, such as the abbreviated one
provided in appendix C, we notice a particularly simple geometry with those
characteristics: the square lattice of dielectric rods, which has large TM band gaps.
The gap map is reproduced in figure 1, and exhibits a large TM gap for a rod
radius of r = 0.2a, where a is the lattice constant. The band diagram is similar
to figure 2 of chapter 5. There is a gap between the first and second TM bands,
from ωa/2πc = 0.287 to ωa/2πc = 0.422, as shown in figure 1. Expressed as a
fraction of the midgap frequency ωa/2πc = 0.355, the band-gap width is 38%.
As we described in the section The Size of the Band Gap of chapter 4, converting
these dimensionless quantities into physical units is a simple matter. If we want
our operating wavelength λ = 2πc/ω = 1.5 µm to lie at the middle of the gap,
we need

ωa
2πc

= a
λ

= a
1.5 µm

= 0.355 =⇒ a = 0.533 µm. (1)

Given a, we can calculate the rod radius r = 0.2a = 0.107 µm, and the struc-
ture is completely determined. The TM gap ranges from a wavelength of
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a/0.422 = 1.26 µm to a/0.287 = 1.86 µm, which is much wider than the entire
bandwidth of a typical optical communication channel.3

Designing a waveguide

A waveguide is generally intended to transport waves of a particular frequency
from place to place along a one-dimensional (possibly curved) path. At microwave
frequencies, this can be accomplished with a hollow metallic tube or the familiar
coaxial cable. At optical and infrared frequencies, dielectric waveguides in com-
mon use employ index-guiding in a high-ε core or strip (see the subsection Index
guiding of chapter 3). In optoelectronic devices, light is index-guided from one
end of a microchip to another. In a fiber-optic network for telecommunications,
light is index-guided from one end of a continent to another. Waveguides that
confine light via photonic band gaps are a newer development. Their unique
properties are already seeing commercial application in hollow fibers, as discussed
in chapter 9.

As we first described in the section Linear Defects and Waveguides of chapter 5,
the existence of a two-dimensional gap allows us to design a waveguide by
forming a linear defect in the crystal. For example, we can remove a single row of
rods from the crystal, resulting in the guided mode shown in figure 2. Also shown
is the projected band diagram, in which we can see that the guided mode (red, in
the yellow-shaded gap) covers a range of frequencies described by its dispersion
relation ω(k). In previous chapters, we already remarked on one obvious feature
of this waveguide: the light is guided primarily within the air, much like a hollow
metallic waveguide, but very unlike a traditional index-guiding structure. This
property can be exploited to reduce the interaction between the light and the
material (e.g., to reduce absorption or nonlinearities), as discussed in chapter 9.

Alternatively, when one wants to enhance the interaction between the light and
the material, the periodicity of the structure is also helpful. The trick is that the
slope of ω(k) goes to zero at the edges of the Brillouin zones (k = 0, in this case).
As described in the section Bloch-Wave Propagation Velocity of chapter 3, the slope
can be interpreted as the group velocity, the velocity at which pulses and energy
propagate along the waveguide. As it goes to zero, the interaction time between
the field energy and the material is increased, which can be used to enhance the
gain of a distributed-feedback laser or to manipulate nonlinear phenomena.4 This
can happen even in the very simple periodic index-guided waveguides described
in chapter 7, because they have a zero-slope band edge.

For transmission of information, on the other hand, one typically operates at
a frequency away from the zero-slope band-edge, both to decrease losses5 and

3 As described in Ramaswami and Sivarajan (1998), the usable bandwidth of standard silica fiber
around λ = 1.5 µm is about 180 nm; in practice, a much narrower bandwidth is typically used.
A single 100-GHz signal channel occupies a bandwidth of less than 0.1%.

4 See, for example, Xu et al. (2000) or Soljačić et al. (2002b).
5 See Hughes et al. (2005) and Johnson et al. (2005).
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Figure 2: Line-defect waveguide formed by missing row of rods in square lattice of radius

0.2a dielectric rods (ε = 11.4) in air. Left: projected band diagram, with extended modes of

crystal shaded blue, TM gap shaded yellow, and guided mode (red line in gap). Horizontal

black lines indicate low-dispersion range where guided band is nearly flat. Right: Electric field

Ez of guided mode at ωa/2πc = 0.38, with dielectric rods in green.

to minimize distortion of the signal. It is usually desirable to operate where the
slope (velocity) is nearly constant, such as the 20% range ωa/2πc = 0.35 to 0.42
indicated by horizontal black lines in figure 2. The reason is that the variation
of the slope (d2ω/dk2 �= 0) causes group-velocity dispersion. Pulses will spread
and distort, and the pulse-spreading rate diverges as the zero-slope band-edge is
approached.6 Here, the center of our low-dispersion bandwidth is ωa/2πc = 0.38,
and we can easily rescale our structure so that this lies at our operating frequency
λ = 1.5 µm: using a calculation similar to equation (1), we choose a = 0.57 µm and
r = 0.2a = 0.114 µm.

From the perspective of device design, however, perhaps the most valuable
novelty of a photonic-bandgap waveguide is that it is effectively a one-dimensional
system. In a conventional index-guiding dielectric wave guide, any defect that
breaks the translational symmetry will cause light to be scattered out and be
lost. This is why there are radiation losses at a sharp bend, at the locations of
imperfections, in the transition zones from one waveguide to another, and at
the interfaces with other devices. These losses can be eliminated in a photonic-
crystal waveguide because the band gap forbids the light from going in any
direction except along a particular line. The only loss mechanism (besides material
absorption) is reflection, and we will see that in many cases reflection can be
eliminated by simple symmetry rules.

6 See footnote 10 on page 199, and Ramaswami and Sivarajan (1998). In some cases, as in Povinelli
et al. (2005), the diverging dispersion is actually useful: it allows one to use a small change in the
structure to achieve a large change in signal delay.
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Figure 3: Point-defect cavity formed by a single missing rod in a square lattice of radius 0.2a

dielectric rods (ε = 11.4) in air. The cavity supports a single mode of frequency ωa/2πc = 0.38,

inside the TM band gap, whose electric field Ez is shown.

Designing a cavity

Just as we designed a waveguide by making a linear defect, we can design an
electromagnetic cavity by making a defect around a single point (as we saw in the
section Localization of Light by Point Defects of chapter 5). For example, by removing
a single dielectric rod, we trap a localized state at a frequency ω0a/2πc = 0.38,
as shown in figure 3. Intuitively, no matter which direction the light turns, it has
no way to escape because of the band gap. Of course, our structure will confine
light only within the plane of periodicity. To prevent it from escaping in the
third direction, another method is needed. One might sandwich the triangular
lattice between two metallic plates, or use a fully three-dimensional photonic
crystal. Alternatively, one can employ approximate index-confinement in the third
direction, as we discussed in chapter 8. For pedagogical purposes, we will remain
focused on the two-dimensional case.

Such a cavity is useful whenever one would like to control light within a narrow
frequency range or, equivalently, for a long time (since lifetime and bandwidth are
inversely related by the Fourier transform). Later in this chapter, for example, we
will use a cavity to make a narrow-bandwidth filter, and we will also show how to
make a nonlinear switch where the long cavity lifetime increases nonlinear effects.

Cavities are also used to affect the rate of atomic transitions, which are
accompanied by the emission or absorption of a photon at a particular frequency
ω corresponding to the transition energy �ω. Such transitions can be suppressed
by placing the atom in a photonic crystal in which there are no appropriate photon

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 29, 2007 Time: 04:21pm chapter10.tex

196 CHAPTER 10

states, or they can be enhanced by placing the atom in a cavity in which there is a
tightly concentrated photon state at precisely the transition frequency. This topic
falls under the heading of cavity quantum electrodynamics (cavity QED).7

There is not much point in trapping light if we cannot get it out eventu-
ally. For this reason, we must generally arrange for the cavity oscillations to
have a specified lifetime: we must provide a way for the light to escape. The
most controlled way to do this is to place a photonic-crystal waveguide in
close proximity to the cavity, as in figure 4. The exponential tails of the cavity
mode slowly leak into the waveguide, and energy escapes only into the desired
channel (or channels). We will discuss this type of cavity–waveguide coupling in
the next section.

Three important properties of a cavity mode are its frequency, its lifetime, and
its symmetry. The frequency can be controlled by changing the geometry of the
cavity. For example, we can change the size or ε of the rods in figure 16 of chapter 5.
The lifetime τ is defined such that the field in the cavity decays as e−t/τ. It is
often convenient to characterize the lifetime by the dimensionless quality factor
Q = ω0τ/2, as in the section Quality Factors of Lossy Cavities of chapter 7. The Q
value can be controlled by changing the number of crystal periods between the
cavity and the waveguide. It can also be tuned by altering the size of the band
gap (e.g., by changing the rod radii) or by changing the frequency of the cavity
mode with respect to the gap. The symmetry of the mode refers to whether its
field pattern is monopole, dipole, and so forth as in figure 17 of chapter 5. The
symmetry is important because it is possible that a mode of one symmetry will
not couple at all to a waveguide (or an excitation, or atomic transition) with a
different symmetry.

A Narrow-Band Filter

Consider the structure shown in the topmost inset of figure 4. The background
photonic crystal is the same ε = 11.4 crystal that was discussed in the previous
section. The cavity, formed by the absence of a single rod, is adjacent to two
waveguides, each of which is formed by the absence of a row of rods. If we were
to excite the cavity mode directly (by, say, a current source or atomic transition
within the cavity), then the energy in the cavity would leak out slowly. In this
case, Q ≈ 410. However, something more interesting happens when we excite the
cavity from one of the waveguides.

The top panel of figure 4 shows the transmission spectrum: the transmitted
power in the output waveguide (bottom panels, right) as a fraction of the incident
power from the input waveguide (left), as a function of frequency ω. This
spectrum exhibits several important features, most notably a sharp peak precisely
centered at the cavity frequency ω0a/2πc = 0.38.

7 See, for example, Berman (1994).
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Figure 4: Waveguide–cavity–waveguide filter in rod crystal (inset, top). Top: Transmission

spectrum, showing 100% peak at cavity resonance frequency (ωa/2πc = 0.3803) with

Q = 410; inset shows enlarged peak. Oscillations at low and high frequencies correspond to

propagation outside the band gap, and sharp dip near ωa/2πc = 0.308 corresponds to the

zero-slope guided-band edge. Bottom: Ez field for transmission at a frequency 1% below

resonance peak (upper), and exactly at resonance peak (lower).
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This sharp peak means that the device acts as a narrow-band filter. The light
is transmitted for frequencies near the resonant frequency of the cavity, and
is reflected for somewhat lower or higher frequencies. The existence of the
resonance peak conforms with intuition: near the resonant frequency, light from
the input waveguide can couple into the cavity, and the cavity in turn can couple
into the output waveguide. What may be surprising, however, is that the peak
transmission is precisely 100%. The field pattern for transmission at resonance
is shown in the bottom panel of figure 4. If we shift the frequency by only 1%,
the transmission drops to less than 2%, corresponding to the fields in the middle
panel. The fractional width ∆ω/ω0 at half-maximum (50% transmission) is pre-
cisely equal to 1/Q, where Q is the quality factor of the cavity mode when excited
internally. These and other properties of the transmission peak will be explained
in the next section, Temporal Coupled-Mode Theory, in a more general setting.

Before we analyze the resonance peak, however, it is worth commenting on
the other features of the transmission spectrum in figure 4. The sharp dip in the
transmission at around ωa/2πc = 0.3075 corresponds to the zero-slope band edge
of the waveguide mode, where coupling light through the device is especially
difficult. The oscillations at high and low frequencies correspond to frequencies
outside the band gap, where energy propagates through the crystal instead of
being confined to the waveguide and cavity. In a truly infinite system, light
outside the gap would escape, but because we simulate this structure within
a finite computational box, some light returns to the output waveguide, where
interference results in an oscillating spectrum.

Temporal Coupled-Mode Theory

In order to analyze a broad range of devices, including the one in figure 4, we can
exploit a powerful theoretical framework that falls into a general class of methods
known as coupled-mode theories: one describes a system in terms of a set of
idealized components (e.g. isolated waveguides and cavities) that are perturbed,
or coupled, in some fashion. These methods are analogous to time-dependent
perturbation theory in quantum mechanics, and they take many forms. Often,
they are formulated as an expansion in the exactly computed eigenmodes of the
idealized systems, providing a numerical result for a particular geometry.8 The
method we will discuss, temporal coupled-mode theory,9 uses a more abstract
formulation.

8 A classic presentation of this idea can be found in Marcuse (1991). Extensions to photonic crystals
and further references can be found in Johnson et al. (2002b) and Povinelli et al. (2004).

9 See Haus (1984, ch. 7), or Suh et al. (2004) for a generalization. By temporal coupled-mode theory,
we refer not merely to any time-dependent description, but to the more abstract formalism here,
which was developed by Pierce (1954), Haus, and others as described in Haus and Huang (1991)
and Louisell (1960). Related ideas also appear in the Breit–Wigner scattering theory of quantum
mechanics (Landau and Lifshitz, 1977).
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Figure 5: Abstract diagram showing the essential features of the filter from figure 4: a

single-mode input waveguide 1, with input/output field amplitudes s1+/s1−; a single-mode

output waveguide 2 with input/output field amplitudes s2+/s2−; and a single resonant mode

of field amplitude A and frequency ω0, coupled to waveguides 1 and 2 with lifetimes τ1 and

τ2 (τ1 = τ2 in figure 4). The s�± are normalized so that |s�±|2 is power in the waveguide, and A

is normalized so that |A|2 is energy in the cavity.

In temporal coupled-mode theory, the system is considered as a set of essential
components that are analyzed using only very general principles such as conser-
vation of energy. Our building blocks will be localized modes (resonant cavities) and
propagating modes (in waveguides). The result is a universal description of a certain
class of devices. To obtain a quantitative result, the description is parameterized
by a small number of unknowns such as the frequencies and decay rates of the
resonant modes, which depend on the specific geometry and must be determined
by a separate calculation.

This rather abstract idea is best understood by example. The structure of figure 4
is described in temporal coupled-mode theory as a resonant cavity connected
to two single-mode waveguides (labelled 1 and 2), as depicted schematically in
figure 5. There are no other places for the light to go; the rest of the crystal
is ignored. The cavity mode has some resonant frequency ω0 and decays with
lifetimes τ1 and τ2 (defined more precisely below) into the two waveguides. In
our structure, by symmetry, we must have τ1 = τ2, and it will turn out that this
is the condition for 100% transmission on resonance. The key assumption of
temporal coupled-mode theory (as with many other approximate methods) is that
the coupling between the various elements is weak. In figure 5, for instance, we
assume that the cavity energy leaks only slowly into the waveguides. We can
imagine guaranteeing weak coupling by (for example) surrounding the cavity
with a sufficient number of periods of the photonic crystal.

The temporal coupled-mode equations

We will now derive a set of equations describing the coupling of the cavity
to the waveguides, in terms of the field amplitudes in those components. To
do this, we will rely on five very general assumptions: weak coupling, linearity,
time-invariance (i.e., the materials/geometry don’t change over time), conser-
vation of energy, and time-reversal invariance.10 The most important of these

10 Recall the section Time-Reversal Invariance of chapter 3.

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 29, 2007 Time: 04:21pm chapter10.tex

200 CHAPTER 10

is weak coupling; the latter four can actually be relaxed, as we will see in later
sections.

We suppose that the fields in the cavity are proportional to some variable A.
That is, since the eigenequation of the cavity completely determines the electric
and magnetic fields up to some overall complex amplitude, we call this overall
amplitude A (giving both magnitude and phase). Since the units of A can be
chosen arbitrarily, we make the convenient choice that |A|2 is the electromagnetic
energy stored in the cavity.

We express the fields in the waveguide as the sum of incoming and outgoing
waveguide modes, which are again defined up to an arbitrary complex amplitude
s�± (� = 1, 2). Here, s�+ is the amplitude of the mode in waveguide � going towards
the cavity, and s�− is the amplitude of the mode going away from the cavity. Again,
since the units are arbitrary, we choose to make |s�±|2 the incoming (or outgoing)
power in the waveguide modes.11

What are the equations governing these quantities? To begin with, consider the
cavity mode by itself, with no incident power from the waveguides. Because the
coupling is weak, it is safe to assume that the mode will decay exponentially over
time with some lifetime τ. This is justified intuitively as follows.12 If the mode
hardly decays at all over one optical period, then the solution is approximately
that of the lossless cavity. There is a fixed field pattern proportional to A, and the
outgoing Poynting flux Re[E∗ × H]/2 must therefore be proportional to |A|2, the
energy; since the rate of energy loss is proportional to the energy, an exponential
decay ensues. Quantitatively, we require τ � 2π/ω0, or Q= ω0τ/2 � π. (In
practice, we typically find temporal coupled-mode theory to be nearly exact for
Q > 30, and often qualitatively accurate even for smaller Q.) If the cavity has
two loss mechanisms, with decay constants τ1 and τ2, then the net lifetime is
given by 1/τ = 1/τ1 + 1/τ2. The amplitude A satisfies a differential equation
dA/dt=−iω0 A − A/τ, for which the solution is A(t) = A(0)e−iω0t−t/τ.

Now we include the waveguides. Input energy from s�+ can couple into the
cavity, or it can be reflected into s�− (or both). Energy from the cavity must also
flow into s�−. The most general linear, time-invariant equations relating these
quantities, assuming weak coupling,13 are

dA
dt

= −iω0 A − A/τ1 − A/τ2 + α1s1+ + α2s2+ (2)

s�− = β�s�+ + γ�A, (3)

11 More precisely, the time-dependent function s�±(t) is normalized so that its Fourier transform
s̃�±(ω) gives |s̃�±(ω)|2 as the power per unit frequency at ω. This is because the waveguide field is
not determined by a scalar amplitude at a single time: the field pattern is ω-dependent. However,
we can largely ignore this subtlety because we are mostly interested in the response at either a
single ω or for ω near the cavity resonance.

12 A more formal argument can be based on the framework of leaky modes (Snyder and Love, 1983).
13 Weak coupling is assumed here not only in that A is exponentially decaying, but also in that

dA/dt depends simply on s�+ multiplied by a constant. More generally, one could imagine a
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for some proportionality constants α�, β�, and γ�. The constants α� and γ� represent
the strength of the cavity–waveguide coupling, and β� is a reflection coefficient. It
may seem that there are too many unknowns for this approach to be useful, but in
fact we can eliminate all of the unknowns except for ω0 and τ�.

The constants γ1 and γ2 can be determined using the conservation of energy.
Consider the simplified case where τ2 → ∞, so that the cavity is decoupled from
waveguide 2, and suppose s1+ = s2+ = 0, so that there is no input energy. In this
case, the cavity mode decays exponentially as A(t) = A(0)e−iω0t−t/τ1 , and thus the
energy |A|2 is decreasing. The only place for this energy to go is into the outgoing
power |s1−|2. Thus, we must have

−d|A|2
dt

= 2
τ1

|A|2 = |s1−|2 = |γ1|2|A|2. (4)

Therefore, |γ1|2 = 2/τ1, and since the phase of s1− is arbitrary (it could represent
the field amplitudes anywhere along the waveguide) we can choose γ1 = √

2/τ1.
Similarly, if we let τ1 → ∞, we find γ2 = √

2/τ2. But when both τ1 and τ2 are finite,
does the decay into waveguide 2 affect γ1 or vice versa? No, not if the decay rates
are weak. The quantity γ1 is already small; any change in γ1 due to 1/τ2 (another
small quantity) is a second-order effect, which we will neglect.14

The constants α� and β� can be determined by time-reversal symmetry. We
just saw that for s�+ = 0, the cavity mode decays and the output fields are given
by s�− = √

2/τ�A. Time-reversal symmetry tells us we can obtain another valid
solution of the equations by running the original solution backwards in time, and
conjugating in order to retain an e−iω0t time dependence. That is, we must have a
solution to equation (2) of the form A(t) = A(0)e−iω0t+t/τ (exponentially growing)
with input fields s�+ = √

2/τ�A and zero output fields s�− = 0. Plugging this into
equation (3), we immediately conclude that β� = −1. (Thus, for τ� → ∞ we get
100% reflection, s�− = −s�+, as we might expect. The minus sign is an artifact of
our phase choice for γ� earlier and is not physically significant.) To determine
α1, we again employ the trick of taking τ2 → ∞, in which case plugging A(t) in
equation (2) immediately gives α1

√
2/τ1 A = 2A/τ1. Thus, α� = √

2/τ� = γ�, and
we can again neglect higher-order effects of τ2 on α1 or vice versa, thanks to weak
coupling.15

convolution of s�+ at different times, or equivalently a frequency-dependent α�(ω). Under weak
coupling, however, only frequencies near ω0 matter for coupling, in which case we can approximate
α�(ω) ≈ α�(ω0). Similarly for γ�.

14 It is useful to see in this way that τ1 and τ2 are essentially independent quantities in the weak-
coupling limit. Alternatively, conservation of energy implies that 2/τ = |γ1|2 + |γ2|2, and some
authors simply define the individual decay rates by 2/τ� � |γ�|2.

15 This argument, while simple, is not strictly necessary. One can instead show that α� = γ� by
exploiting an additional consequence of time-reversal symmetry and energy conservation, that the
scattering matrix relating s�+ and s�− is symmetric (Fan et al., 2003). We could also use reciprocity
(Landau et al., 1984).
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Finally, we have obtained the temporal coupled-mode equations for the system
of figure 5:

dA
dt

= −iω0 A −
2∑

�=1

A/τ� +
2∑

�=1

√
2
τ�

s�+ (5)

s�− = −s�+ +
√

2
τ�

A. (6)

Note that we made no reference to the particular geometry of figure 5 in deriving
these equations. They are valid for any filter satisfying our assumptions; the
details matter only in determining the values of ω0 and τ�. This approach is easily
generalized to include more than two wave guides, radiative losses, and so on,
as we will see. For now, however, we will leave the equations as they are and
complete our analysis of the filter from figure 4.

The filter transmission

Given the coupled-mode equations (5) and (6), we can predict the transmission
spectrum of any weakly-coupled waveguide-cavity-waveguide system. The trans-
mission spectrum is simply the fractional output power T(ω) � |s2−|2/|s1+|2 when
s2+ = 0 (no input power from the right), as a function of the frequency ω.

Since frequency is conserved in a linear system, if the input oscillates at a fixed
frequency ω, then the field everywhere must oscillate as e−iωt, and dA/dt = −iωA.
Plugging this, and s2+ = 0, into equations (5) and (6), we obtain:

−iωA = −iω0 A − A
τ1

− A
τ2

+
√

2
τ1

s1+ (7)

s1− = −s1+ +
√

2
τ1

A (8)

s2− =
√

2
τ2

A. (9)

To solve for the transmission spectrum, divide equation (9) by s1+ and then
solve for A/s1+ from equation (7). This gives:

T(ω) = |s2−|2
|s1+|2 =

2
τ2

|A|2
|s1+|2 =

4
τ1τ2

(ω − ω0)2 +
(

1
τ1

+ 1
τ2

)2 . (10)
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This is the equation of a Lorentzian peak with a maximum at ω = ω0. In the same
way, we can derive the reflection spectrum:

R(ω) = |s1−|2
|s1+|2 =

(ω − ω0)2 +
(

1
τ1

− 1
τ2

)2

(ω − ω0)2 +
(

1
τ1

+ 1
τ2

)2 . (11)

It is easy to verify that R(ω)+ T(ω) = 1 everywhere (energy is conserved), and
that the reflection approaches 100% far from ω0.

By inspecting equation (11) or equation (10), we see that T(ω0) = 1 only
if τ1 = τ2, that is, when the cavity decays into the two waveguides at equal
rates. In our photonic-crystal structure of figure 4, this equality is guaranteed
by symmetry. The resonant reflection R(ω0) is then zero. There are actually two
sources of reflection—the direct reflection, and the light decaying backwards from
the cavity—and at the resonance frequency these two reflections cancel exactly by
destructive interference.

It is sometimes useful to write the transmission spectrum in terms of the
quality factor Q instead of τ. The total lifetime is 1/τ = 1/τ1 + 1/τ2 = 2/τ1,
and so Q = ω0τ/2 implies 1/τ1 = 1/τ2 = ω0/4Q. In this case, equation (10)
becomes

T(ω) =
1

4Q2

(
ω−ω0

ω0

)2
+ 1

4Q2

. (12)

From equation (12), it follows that the fractional width ∆ω/ω0 at half-maximum
(T = 0.5) is 1/Q, as we observed in figure 4. In fact, if we were to plot
equation (12) in figure 4, plugging in ω0 and Q as determined by a small numerical
computation (see appendix D), it would be nearly indistinguishable from the
computed resonant peak shown in the inset.

To summarize, we have derived sufficient conditions for us to achieve a
narrow-band filter with 100% transmission. We should have (i) a symmetric
waveguide–cavity–waveguide system that is (ii) single-mode with (iii) no other loss
mechanisms (such as radiation or absorption). Interestingly, the condition that our
system be weakly coupled and amenable to the temporal coupled-mode theory
is not really necessary, as we see in the next section. A photonic crystal provides
the ideal situation for (iii), because it forbids all other radiative modes, whereas
the losses that arise for an incomplete gap are analyzed in the section A Three-
Dimensional Filter with Losses.

A Waveguide Bend

The applicability of temporal coupled-mode theory and figure 5 to the photonic-
crystal filter of figure 4 is clear. Similar ideas can help us to understand
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Figure 6: Top left: Ez field in right-angle bend, for waveguide of figure 2, showing 100%

transmission at ωa/2πc = 0.35. Top right: Roughly, the bend can be thought of as weakly

resonant filter as in figure 5, with τ1 = τ2 by symmetry and thus 100% transmission with a broad

(low-Q) resonance. Bottom: Experimental transmission spectra for 90◦ bend, along with

theoretical prediction from simple 1D model, in a square lattice of ε = 8.9 alumina rods with

a = 1.27 mm (Lin et al., 1998a).
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situations that seem at first to be quite different. Our first example of this is shown
in figure 6, which depicts a sharp 90◦ bend in our missing-rod waveguide of
figure 2.

When one bends an ordinary dielectric waveguide, two things happen: some
light is reflected, and some light is radiated away. In general, the sharper the
bend, the greater the radiation loss. In a low-contrast optical fiber, a bend radius of
less than a few centimeters will result in nearly complete radiation loss, whereas
for a high-contrast waveguide on a chip, the radiation loss can be quite small
even for a wavelength-scale bend.16 The situation changes in a photonic-crystal
waveguide because the band gap prohibits radiation losses. One need only cope
with reflection losses. And, remarkably, it is possible to arrange for the reflection
loss to be zero, as illustrated in the top-left panel of figure 6. At certain frequencies,
a photonic-crystal bend can exhibit 100% transmission even when the bend
“radius” is smaller than the wavelength.

We can gain an immediate intuitive understanding of this transmission reso-
nance by applying the coupled-mode results of the previous section. Let us picture
the corner of the bend to be a weak (low-Q) resonant “cavity.” The bend couples
this “cavity” to two waveguides, as represented schematically by the upper-right
diagram in figure 6. The fact that the geometry is bent is irrelevant to the analysis
of the previous section. All that matters is that, by symmetry, the corner-resonator
must decay at equal rates into the horizontal and vertical waveguides, and that
there are no other radiation channels. If this system were weakly coupled, we
would be able to conclude that the transmission peaks at 100% on resonance
(although the resonance would be broad due to the low Q).

Of course, the flaw in this analysis is that the bend is not weakly coupled to the
waveguides, and does not trap light for a long time (Q < 10). For these reasons,
we cannot expect coupled-mode theory to be quantitatively accurate, but its
qualitative predictions turn out to be valid. A more accurate theoretical model of
the bend may be constructed by exploiting the fact that the problem is essentially
one-dimensional: the light can go only forward or backward at every point. The
bend may therefore be mapped onto the classic quantum-mechanical model of
scattering from a symmetric one-dimensional potential well, in which it is known
that 100% transmission resonances occur. The bottom panel of figure 6 shows the
predicted transmission spectrum for such a model (Mekis et al., 1996) along with
an experimental measurement at microwave frequencies (Lin et al., 1998a).

Like the filter, the single-modedness of the waveguide and the symmetry of
the bend are the key enabling factors for the high transmission. Unlike the filter,
the low Q in this case is actually a good thing, because it means that high
transmission is achieved over a broad bandwidth (although the low Q admittedly
makes a quantitative analysis more difficult).

16 The radiation increases exponentially as the bend radius decreases (Marcatilli, 1969), but efficient
sharp bends in high-contrast media were demonstrated by, for example, Manolatou et al. (1999b).
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Figure 7: Left: Ez field in “T” splitter for waveguide of figure 2, showing essentially 100%

transmission (50% in each branch) at ωa/2πc ≈ 0.4. Right: Abstract model, treating junction

as weak resonance, predicting 100% transmission when 1/τ1 = 1/τ2 + 1/τ3. Thus, to get 100%

transmission, we cannot use a symmetric junction, and must insert rods (white rods with

ε = 3.5) that obstruct the output waveguides in order to increase transmission.

A Waveguide Splitter

Another useful waveguide device is a splitter, which divides the power in an input
waveguide equally between two output waveguides. Like the bend, the photonic
band gap eliminates radiation loss and we need only deal with the possibility of
reflection. Unlike the bend, it turns out that we cannot eliminate reflections by a
symmetry argument, and must do something counterintuitive. We need to obstruct
the output waveguides in order to increase transmission.17

An example of a T-shaped splitter structure for our missing-rod photonic-
crystal waveguide is shown in figure 7(left). To analyze it qualitatively, as for
the bend, we again treat the junction point as a low-Q resonant cavity and apply
temporal coupled-mode theory, as depicted schematically in figure 7(right). Since
this is now a three-port system, the coupled-mode equation (5) is modified to
become

dA
dt

= −iω0 A −
3∑

�=1

A/τ� +
3∑

�=1

√
2
τ�

s�+. (13)

17 The concepts in this section are discussed in more detail by Fan et al. (2001b).
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Using equations (13) and (6) with s2+ = s3+ = 0 and solving for the reflection and
transmission spectra as before, gives

R(ω) = |s1−|2
|s1+|2 =

(ω − ω0)2 +
(

1
τ1

− 1
τ2

− 1
τ3

)2

(ω − ω0)2 +
(

1
τ1

+ 1
τ2

+ 1
τ3

)2 (14)

for reflection back into waveguide 1,

T1→2(ω) = |s2−|2
|s1+|2 =

4
τ1τ2

(ω − ω0)2 +
(

1
τ1

+ 1
τ2

+ 1
τ3

)2 . (15)

for transmission into waveguide 2, and

T1→3(ω) = |s3−|2
|s1+|2 =

4
τ1τ3

(ω − ω0)2 +
(

1
τ1

+ 1
τ2

+ 1
τ3

)2 . (16)

for transmission into waveguide 3.
From equation (14) it is clear that zero reflection can be achieved at ω = ω0, and

thus 100% transmission from waveguide 1 to waveguides 2 and 3, if

1
τ1

= 1
τ2

+ 1
τ3

. (17)

This relation is very interesting for two reasons. First, it can never be satisfied
in a 120◦ rotationally symmetric junction with 1/τ1 = 1/τ2 = 1/τ3 (and in fact,
the transmission cannot exceed 8/9 in this case). Conceptually, equation (17) is the
same as our condition for the filter: the decay rate to the input must equal the
total decay rate to the output. As for the bend, this analysis is not quantitatively
accurate when there is no strongly confined mode at the junction, but more careful
analysis shows that the qualitative predictions are borne out.

Second, if we cannot satisfy equation (17) purely by symmetry, then we must
force it “manually.” In particular, (17) tells us that in a T splitter, where τ2 =
τ3 = τ, we must have τ larger than τ1: the junction must be coupled twice as
strongly to the input than to either of the outputs individually. Since even non-
symmetric junctions such as figure 7(left) will usually couple similarly to the three
output ports, we are led to a counterintuitive conclusion: we must generally add
obstructions between the junction and the outputs to weaken their coupling in
order to increase transmission!

In the case of figure 7(left), we accomplish this obstruction by adding a single
rod (white) in before each of the output waveguides. Since we cannot satisfy
equation (17) a priori, we must adjust the strength of this obstruction (varying the
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radius or ε of the rod) until numerical simulations yield maximum transmission
at a desired frequency. In this case, a rod ε of 3.5 creates a broad region of high
transmission (>95%) from mid-gap towards a peak near the upper band edge,
exceeding 99% for a roughly 4% bandwidth around ωa/2πc ≈ 0.4.

A Three-Dimensional Filter with Losses

To fabricate a narrow-band filter in three dimensions, analogous to the design of
figure 4, we would ideally employ a three-dimensional photonic crystal with a
complete band gap. For example, almost exactly the same missing-rod geometry
could be used with the crystal of the subsection A stack of two-dimensional crystals
of chapter 6. However, fabrication would be greatly simplified by employing a
hybrid structure combining band gaps with index guiding, as in chapters 7 and 8.
In that case, we saw that point-defect cavities have intrinsic radiation losses. If
we are to describe such structures with coupled-mode equations, we must add
appropriate terms for this loss.

Again, our description will apply to a large class of devices, but we will
illustrate it with the specific example shown in figure 8. This structure is similar
to the one analyzed in the section Point Defects in Periodic Dielectric Waveguides
of chapter 7: a 1.2a × 0.43a dielectric waveguide suspended in air and pierced
by a sequence of holes (radius 0.23a) with period a, with four holes on either
side of a defect with spacing d = 1.26a. This defect supports a resonant mode
with a frequency ω0a/2πc = 0.3 and a quality factor Q = 350. A very similar
structure was fabricated to operate at wavelengths around 1.5 µm (1500 nm) in
GaAs (ε ≈ 11.4), corresponding here to a = 460 nm (Ripin et al., 1999).

A schematic model of this system is shown in the middle panel, which is
identical to figure 5 except that we have added a new decay mechanism: the cavity
mode radiates into the surrounding air with some lifetime τr. This is related to the
radiative quality factor Qr, defined in the section Quality Factors of Lossy Cavities of
chapter 7, by Qr = ω0τr/2. This decay is included into equation (5) for dA/dt by
adding a −A/τr term. How does this new term affect the other decay rates and
coupling constants?

There are two ways to approach cavity radiation loss in coupled-mode theory,
both of which lead to the same result. The first way is to treat the radiation loss as
simply another output port coupled to the cavity (similar to the splitter). Because
a given cavity mode radiates with a fixed radiation pattern, the radiated fields can
be characterized by a single amplitude, much like a single-mode waveguide. The
other way is to rely on the weak-coupling assumption. This way has the advantage
that it can be more easily extended to include material absorption losses (as in the
next section), which breaks time-reversal symmetry and conservation of energy in
the Maxwell equations. In particular, since the radiation loss is small (Qr � 1), as
required by the weak-coupling assumption, we can neglect the effect of τr on τ� or
on the coupling constants between A and s�±. This is essentially the same as the
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Figure 8: Top: Waveguide–cavity–waveguide filter formed in a suspended (“air bridge”)

dielectric waveguide by a periodic sequence (period a) of four air holes surrounding a

defect (separation d > a). Middle: Schematic diagram of this structure, similar to figure 5 but

with the addition of a radiative lifetime τr. Bottom: SEM image of fabricated structure in GaAs

with period a ≈ 0.5 µm (Ripin et al., 1999).
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approximation we already made in the subsection The temporal coupled-mode
equations of chapter: the effect of one cavity loss rate on another is a second-order
effect. Therefore, equation (6) for s�− is unaffected, and equation (5) becomes

dA
dt

= −iω0 A − A/τr −
2∑

�=1

A/τ� +
2∑

�=1

√
2
τ�

s�+. (18)

These equations can then be solved to find the transmission spectrum, as in
equation (12). Again, τ1 = τ2 by symmetry, and we denote the total decay rate
into the input/output waveguides by 1/τw = 1/τ1 + 1/τ2 (with Qw = ω0τw/2).
Thus, the total decay rate 1/τ = 1/τ1 + 1/τ2 + 1/τr corresponds to a total quality
factor Q:

Q =
(

1
Qw

+ 1
Qr

)−1

= QwQr

Qw + Qr
. (19)

In terms of these quantities, the transmission spectrum is

T(ω) =
1

4Q2
w(

ω−ω0
ω0

)2
+ 1

4Q2

. (20)

We can now evaluate the effect of the radiation loss Qr. We still have a
Lorentzian peak at the resonance frequency ω0, with fractional width at half-
maximum given by 1/Q. The peak transmission T(ω0) is no longer 100%,
however. Now, the maximum is

T(ω0) =
(

Q
Qw

)2

=
(

Qr

Qw + Qr

)2

≈ 1 − 2Q
Qr

+ O([Qw/Qr]
2), (21)

where the rightmost expression is for the usual case of Qr � Qw. From this
equation, we see that the transmission approaches 100% for Qr � Qw, that is,
when the cavity mode decays much more quickly into the waveguide than into
the air. That confirms the intuition we developed in chapters 7 and 8, when we
argued that making Qr as large as possible is important for practical devices.

For example, suppose we want a filter with a bandwidth of 0.1% (a single
100 GHz channel at a wavelength of 1.5 µm), corresponding to a total Q ≈ 1000.
If we are willing to tolerate 2% losses, then we must have Qr ≈105 (so that
2Q/Qr ≈ 0.02).

In the specific structure of figure 8, the radiation loss of an isolated cavity
(surrounded by infinitely many holes) is computed to be Qr ≈ 3000. We therefore
expect about 22% radiation loss from equation (21). In the computed transmission
spectrum shown in figure 9(left), the peak transmission is about 74%. This is
close to our prediction, and the reason why the loss is slightly greater than
expected is explained at the end of this section. In comparison, the experimental
transmission spectrum in arbitrary units is shown in figure 9(right) for two
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Figure 9: Theoretical and experimental transmission spectra (versus vacuum wavelength) for

air-bridge filter of figure 8. Left: Theory, showing transmission peak in gap and broad

Fabry–Perot oscillations outside gap. Right: Experiment, showing transmission for two defect

separations d = 1.26a (left, Q = 310) and d = 1.41a (right, Q = 336).

different defects: d=1.26a and d=1.41a. (Measuring the absolute transmission is
much more difficult.) As we might expect, the larger d corresponds to a larger
resonance wavelength, whereas the Q value is almost unchanged (both resonances
are deep inside the gap). Much higher transmission can be obtained by altering
the structure to optimize Qr; for example, 94% transmission was achieved in
Ripin et al. (1999).

What happens to the energy that is not transmitted? Although most of it is
radiated, part of it is reflected because the radiation loss spoils our zero-reflection
condition. In particular, if we solve for the reflection spectrum R(ω) similar to
equation (11), we find that the reflection R(ω0) at resonance is Q2/Q2

r . So, the
dominant effect of a small radiation loss (Qr � Qw) is radiation loss, not reflection.
On the other hand, in the opposite limit of Qw � Qr, the reverse occurs: almost
all of the light is reflected and the radiation loss goes as 2Qr/Qw, while the
transmission is roughly Q2

r /Q2
w.

In fact, the large-Qw limit highlights a loss mechanism that we have not
yet taken into account. In the equations so far, if we let Qw → ∞ (by adding
many periods of the crystal) the result is 100% reflection (s�− = −s�+). In the
real structure, however, some radiation loss occurs when light reflects from a
semi-infinite crystal. The reason is that the broken translational symmetry and the
incomplete gap allow us to couple to radiating modes inside the light cone.

It is possible to directly include this reflection–radiation loss in the temporal
coupled-mode theory.18 It is simpler, however, to realize that this loss will take
place regardless of the value of Q for the cavity. Therefore, if we require that the

18 In the formalism of Suh et al. (2004), we add a new radiation “port” that is directly coupled to the
waveguide.
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losses be (say) 1% at most, then we must make sure that the reflection–radiation
loss from the semi-infinite crystal is well under 1%, in addition to the 2Q/Qr

cavity losses above.
In the structure of figure 8, the reflection–radiation loss from a semi-infinite

crystal is computed to be about 10% at ω0, and the contribution of this loss is
why the peak transmission in figure 9(left) was slightly lower than that predicted
from the radiation losses of an isolated cavity. This loss could be decreased by, for
example, “turning on” the crystal with a slow (adiabatic) transition rather than
abruptly. In general, the problem of designing a low-loss reflection is related to
the problem of designing a high-Qr cavity that we discussed in chapter 8, and the
use of a gradual transition is another example of the principle of trading off size
for loss.19

Resonant Absorption and Radiation

In the previous section we incorporated radiation losses into our formalism by
including a small radiative loss rate 1/τr, or equivalently, a large radiative quality
factor Qr. We can include any other external loss mechanisms in the same way.
For example, material absorption (a small imaginary part of ε) would be included
by adding a small absorption loss rate 1/τa (corresponding to Qa = ω0τa/2).20 In
general, equation (5) becomes

dA
dt

= −iω0 A − A/τx −
2∑

�=1

A/τ� +
2∑

�=1

√
2
τ�

s�+, (22)

where we have included the external loss rate 1/τx = 1/τr + 1/τa + · · · .
Although external losses are usually undesirable, this is not always the case.

In a photodetector, for example, the absorbed light may be converted into a
useful current. Similarly, the radiated light may be fed into a camera or other
sensor.21 The narrow resonance bandwidth could then be used to detect the
presence of certain frequencies (perhaps fluoresced in the presence of particular
chemicals). If the absorption can be turned on and off, one can also use it as a
switching mechanism.22 In such cases, our design criterion is changed: we want
100% absorption or radiation at resonance.

19 However, a gradual transition between the waveguide and crystal does not affect the cavity’s modal
volume, unlike tradeoffs in Qr . A quantitative model relating Qr to the reflectivity inside a cavity
was analyzed in Sauvan et al. (2005).

20 Given the cavity field pattern for the lossless (real-ε) materials, a small absorption loss is easily
found by plugging the imaginary part of ε into the perturbation formula of the section The
Effect of Small Perturbations of chapter 2. This yields a small imaginary part Im ∆ω, which is
precisely 1/τa.

21 See, for example, Chutinan et al. (2001) for an analysis of one such design.
22 See, for example, Wakita (1998) for absorption-based optical modulators and Fan et al. (2001a) for

absorption-based switching in a channel-drop filter.
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Figure 10: Schematic of air-bridge structure designed to radiate rather than transmit light on

resonance: transmission is blocked by the band gap of many periods of holes on the right

side of the cavity. This is modelled abstractly (bottom), similar to figure 5, by a resonant cavity

coupled only to a single input waveguide and to radiation, but no output waveguide. The

result is that τ1 = τr in order to maximize radiation on resonance, ideally achieving

100% radiation.

For example, suppose that we want to modify our filter structure of figure 8
to radiate 100% of incident light at ω0, and to reflect other frequencies. In that
case, transmission to the output waveguide is considered a loss. We can eliminate
it by using a structure similar to figure 10. That is, we add many periods of
crystal on the other side of the cavity, so that τ2 → ∞. Furthermore, let us assume
that absorption loss is negligible (τa → ∞). Then, solving the coupled-mode
equations (6) and (22) for the radiation loss 1 − R(ω), we find that it is precisely a
Lorentzian peak as in equation (10), but with τr replacing τ2.

Therefore, just as in our original filter design, we find that the condition for
100% radiation loss on resonance is that the two decay rates must be matched:
τr = τ1. Intuitively, if τ1 is too big then the coupling to the cavity mode is too weak
(everything is reflected), and if τ1 is too small then the light does not persist for
long enough in the cavity to radiate. Unlike the filter, however, we cannot satisfy
this condition by symmetry. It must be arranged by varying the cavity parameters
(e.g., the hole sizes) and thereby tuning τr and τ1 until they are matched.

Similarly, if we want to attain 100% absorption, we should choose τa = τ1 with
τ2 → ∞ and τr → ∞. If τr is finite, then just as in equation (21) it will lead to a
radiation loss of ≈ 2Q/Qr.
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Figure 11: Output versus input power, in units of a characteristic power Pb, for the filter of

figure 12 when a Kerr nonlinearity is included in the cavity: the frequency of the cavity shifts

proportionally to the power. When we operate at a frequency just below the cavity

resonance, the power follows the hysteresis curve shown, jumping between two bistable

states (dashed green line is unstable solution). Dots are exact numerical calculation, and lines

give theoretical curve predicted from coupled-mode theory with a nonlinear perturbation.

Nonlinear Filters and Bistability

We have shown that a wide variety of useful devices can be designed with simple,
passive, linear materials. Nonlinear optical effects are typically so weak that we
have been well justified in ignoring them for most of this book. However, similar
to our discussion in the previous chapter, a cavity combines two features that make
it easier for one to observe—and exploit—nonlinear phenomena. In a resonant
cavity, light is stored for (i) a long time in (ii) a small volume. Both of these
features lead to high field intensities and a greater sensitivity to small changes.
Moreover, a photonic crystal is arguably the ideal environment for nonlinearity,
because it allows us to combine tight confinement (on the wavelength scale) with
long lifetimes, without the inevitable tradeoffs of the index-confined systems of
chapters 7 and 8. In this section, we explore one important example of a nonlinear
cavity effect: optical bistability.23

Optical bistability refers to the nonlinear relation between the output and input
power in a filter with a nonlinear cavity, and in particular to the S-shaped curve as
seen in the example of figure 11. (Contrast this with a linear device, in which the
output power is always a linear function of the input power.) Because the middle
(dashed) branch of the S is unstable, the power follows either the upper or lower

23 Kerr-nonlinearity–based bistability in microcavity filters was originally proposed by Felber and
Marburger (1976).

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 29, 2007 Time: 04:21pm chapter10.tex

DESIGNING PHOTONIC CRYSTALS FOR APPLICATIONS 215

branch of the S, jumping discontinuously when a branch ends. The output power
depends on its past values (following the lower branch when starting from low
power, and the upper branch when starting from high power), making this a type
of hysteresis effect.

A simple qualitative picture to understand the source of this behavior is the
following. Suppose that we have a cavity with a resonance at ω0, and have input
power at a frequency ω that is slightly below ω0. Let us now imagine what
happens as we slowly increase this power. (In the linear regime, the output power
is simply proportional to the input power.) As the input power grows, ε will
increase due to the nonlinearity, and this will shift ω0 to lower frequencies, and
thus pull down the resonant peak through ω. Consequently, one might expect
a rise and fall in transmission. However, this simple picture is modified by
feedback: as one moves into the resonance, coupling to the cavity is enhanced
(positive feedback), creating a sharper “on” transition; and as one moves out of the
resonance, the coupling is reduced (negative feedback), causing a delayed “off”
transition.

This type of nonlinear transmission allows us to create an all-optical transistor:
by adding or removing power from the input waveguide, we can switch from a
low-transmission to a high-transmission state, and vice versa. Everything that can
be done with an electronic transistor can also be accomplished with our optical
device: switching, logic gates, signal rectification, amplification, and many other
functions. The key question is how much power is required for the onset of the
bistability, which is determined by the characteristic power Pb discussed below.

The simplest way to achieve this bistable phenomenon is to use the
waveguide–cavity–waveguide filter of figure 5, where now we will include a
Kerr nonlinearity: we suppose that the dielectric constant ε is proportional to
|E|2.24 Although the same nonlinear materials will typically be used everywhere
in our device, the nonlinear effect is appreciable only in the cavity, where the
field intensity is greatest. There, the shift in ε causes a shift ∆ω0 in the frequency
of our mode, with ∆ω0 ∼ |A|2. A Kerr nonlinearity can also couple different
frequencies, and most famously it can result in third-harmonic generation where
a frequency ω is converted into light at a frequency 3ω. Unless there happens
to be another cavity mode at 3ω0, however, the frequency shift in ω0 will be the
strongest nonlinear effect in our cavity.

As before, we will develop a universal description for nonlinear waveguide–
cavity–waveguide devices, but will illustrate it with a specific example. In
particular, we will use the filter structure of figure 12, following a paper by
Soljačić et al. (2002a). This structure is similar to that of figure 4, except that it

24 There is a subtlety here, because in a nonlinear system we cannot write the field as a complex
quantity and take the real part at the end of the calculation; we must take the real part from the
beginning. After carefully developing the correct coupled-mode equations in terms of the real fields,
however, it is possible to “put back” the imaginary parts in order to employ the convenient e−iωt

time dependence (see, e.g., Soljačić et al., 2002a).
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Figure 12: Waveguide–cavity–waveguide filter in square lattice of rods, similar to figure 4 but

with slightly different parameters. Crystal: ε = 5.4 rods with radius r = 0.2a and an 18% TM gap.

Waveguide: row of reduced-radius (r = 0.08a) rods. Cavity: increased-radius (r = 0.42a) rod

with a dipole-like state at ω0 a/2 πc = 0.25814.

happens to use slightly different parameters as given in the figure caption.25 Thus,
we can treat the problem just as we did for figure 4, and the linear spectrum
(at low powers) is a Lorentzian peak centered on ω0 with Q = 557.

The nonlinearity is included by assuming that the dielectric material of the rods
has an ε that increases in proportion to |E|2, resulting in a cavity frequency that
decreases in proportion to |A|2. As we saw in the qualitative picture earlier, for
such a nonlinear cavity in which ε increases with power, we will wish to operate
at a frequency ω slightly below the linear resonant frequency ω0. How far below?
The important question is, how big is ω0 − ω relative to the half-width ω0/2Q of
the Lorentzian peak? This tells us how small the linear transmission will be, and
leads us to define a detuning parameter δ by

δ � 2Q
ω0 − ω

ω0
. (23)

Using equation (12), we can write the linear transmission at ω in terms of δ as
T(δ) = 1/(δ2 + 1). For our specific example, we choose ωa/2πc = 0.25726,
yielding δ = 3.8 and a linear transmission of 6.5%.

We now want to determine how the transmission will change with |A|2 after
we include our nonlinear material. But, from a practical point of view, it is
more useful to write our transmission equation in terms of the input and output

25 Although there are two dipole-like modes, only one of them (shown in figure 12) has the right
symmetry to couple with the waveguide, since the other cavity mode is odd with respect to the
waveguide mirror plane.
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powers, rather than |A|2. To do this, we exploit the fact that the energy |A|2 in
the cavity is proportional to the power in the output waveguide, Pout. This is
certainly true in the linear regime, and it turns out to be true even in the nonlinear
regime since the output power must always come directly from the cavity energy.26

That means that we can write our nonlinear effect as a decrease in ω0 proportional
to Pout instead of |A|2, so that δ is replaced by δ − Pout/Pb for some proportionality
constant 1/Pb. Since δ is dimensionless, Pb must have units of power: it is a
characteristic power that sets the scale for nonlinear effects to occur. (We will explain
how to predict Pb below.)

As δ decreases, the transmission spectrum changes dramatically, because
we are shifting the Lorentzian peak closer to our operating frequency ω. By
substituting the shifted δ into the T(δ) equation, we find that the transmission
becomes

Pout

Pin
= 1

1 + (δ − Pout/Pb)2
. (24)

Equation (24) is essentially exact as long as the nonlinear frequency shift
∆ω0/ω0 is small. This assumption is always valid in practice, because in
realistic materials the Kerr effect only changes the refractive index, and thus the
frequency, by < 1%. Equation (24) is not a Lorentzian. It is a cubic equation for
Pout, and when solved at δ = 3.8 it yields the S-shaped curve Pout(Pin) plotted in
figure 11. The dots in figure 11 show the results of exact numerical solutions of
the nonlinear Maxwell equations for figure 12, which confirm the prediction of
equation (24).

A closer examination of equation (24) reveals that bistability (i.e., the presence
of three real solutions and thus an S-shaped transmission) is attained for δ >

√
3.

Even without bistability, the transmission still becomes very nonlinear at powers
near Pb, since 100% transmission is possible when Pin = Pout = Pbδ. But what
determines Pb?

The power scale Pb for nonlinear effects is determined by the power required
to shift the cavity frequency by its bandwidth, which in turn depends upon
the nonlinearity of the materials and the field strength |E|2 inside the cavity
for a given input power. This field strength is inversely proportional to a
measure of the modal volume V and is proportional to the lifetime Q (over
which time the field builds up in the cavity). On the other hand, the required
frequency shift of the cavity is proportional to the frequency width 1/Q of
the Lorentzian transmission spectrum. Ultimately, therefore, Pb ∼ V/Q2. These
simple arguments are confirmed by a more detailed analytical theory summa-
rized below. Unlike traditional cavities such as ring resonators, photonic crystals
with complete gaps impose no tradeoff between V and Q. The quality factor Q

26 That is, Pout = |s2−|2 = |A|2 · 2/τ2, where any slight change in τ2 from the nonlinearity is a higher-
order effect. In contrast, |A|2 is not proportional to Pin since the resonance frequency changes with
power, as we shall see.
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can be increased arbitrarily (up to the required signal bandwidth) while V is
maintained near its minimum of ∼(λ/2n)3, where n is the index of refraction.
Indeed, in the example system here, assuming reasonable semiconductor mate-
rial parameters and the requirement Q = 4000 set by the telecommunications
bandwidth, one obtains a theoretical operating power of only a few milliwatts.
Experimentally, bistability was observed in a photonic-crystal slab cavity
using a narrower bandwidth (Q = 30, 000) with a power threshold of only 40 µW
(Notomi et al., 2005).

We conclude by presenting an analytical formula for the characteristic power
Pb in terms of the linear cavity mode.27 The derivation, based on the perturbation
theory of the section The Effect of Small Perturbations of chapter 2, is similar to
the nonlinear effective-area calculation in the subsection Enhancement of nonlinear
effects of chapter 9, and we use the same definition of the Kerr coefficient n2
(the index shift per unit power in the average field intensity). The characteristic
power Pb, is

Pb = Vkerr

Q2 max(n2/ε)
· ω0

4c
. (25)

Here, Vkerr is a measure of the modal volume precisely defined to make equa-
tion (25) correct, and is given by28

Vkerr �
(∫

d3r ε|E|2)2 max(n2/ε)∫
d3r n2ε

3 (|E · E|2 + 2|E|4) . (26)

This definition quantifies the concentration of the electric field in the nonlinear
material(s), similar to the effective area defined in equation (6) of chapter 9.
The volume would normally be reported in units of (λ/2n)3 to relate it to
the wavelength in the material. In the two-dimensional structure of figure 12,
we have a modal area (d3r → d2r ) Vkerr = 1.7(λ/2n)2 = (1.3λ/2n)2, which is close
to a half-wavelength diameter.

Some Other Possibilities

In this chapter, we have analyzed only a few systems in detail, to illustrate
the types of optical engineering that are made possible by an understanding of
photonic crystals and coupled-mode theory. To give a sense of the wider scope

27 This result is based on the expression derived in Soljačić et al. (2002a), cast into a slightly more
convenient form. We use the conventional definition of n2 here, which differs by a factor of 4/3 from
the one in the reference.

28 Different physical processes lead to different measures of the modal volume; for example, a
different V was used for spontaneous emission in the subsection Delocalization of chapter 8. The
physical mechanism determines V’s definition only up to a dimensionless scale factor; this scale
factor is chosen so that V is the ordinary geometric volume for a constant field in some region of
constant n2 and ε.
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Figure 13: A channel-drop filter redirects 100% of light from the input port to the output

port, but only around a single resonant frequency. Other frequencies propagate along the

top waveguide unimpeded. Ez field at resonance is shown. This relies on a degenerate pair of

resonant modes (here created by two missing-rod cavities), with appropriate symmetries,

that couple the two waveguides.

of possibilities, we devote this brief section to a few other examples that will be
discussed in less detail.

Our filter structure in figure 5 interrupted a waveguide with a cavity.
What if, instead, we put a single-mode cavity alongside an unbroken waveguide? In
this case, it turns out that we will get a Lorentzian dip in transmission, with
nearly zero transmission on resonance (Haus and Lai, 1991). In general, when
the input and output ports are coupled both directly and through a cavity, the
resulting phenomenon is known as a Fano resonance. If the direct coupling is
not perfect (i.e., partially reflecting even without the cavity mode), then one
obtains an asymmetric spectrum of a sharp peak followed or preceded by a
sharp dip.29

The transmission dip of the side-coupled cavity is interesting, but it just
means that a narrow bandwidth is reflected. An even more useful device is a
channel-drop filter, in which a narrow bandwidth is redirected to another “drop”
waveguide while other frequencies are unaffected. An example channel-drop filter
in our two-dimensional photonic-crystal system is shown in figure 13. To make
an ideal channel-drop filter, it turns out that one always needs two cavity modes
in between the two waveguides, which here are created simply by using two
missing-rod cavities. If we only had one cavity mode, then nothing would prevent
it from decaying in both directions in the drop waveguide; for a similar reason,

29 See Fano (1961), or Fan et al. (2003) for a review and analysis of Fano resonances by temporal
coupled-mode theory.
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partial reflection back into the input port would be unavoidable. With two modes,
however, by careful design, one can arrange for their decaying components to
interfere and cancel in unwanted output directions. In particular, if the two modes
are forced to be degenerate and satisfy certain symmetries, it is possible to achieve
100% dropping in one direction of the output waveguide.30

In a channel-drop filter, transferring power from one waveguide to another is
desirable. In other contexts, however, such transfer is called crosstalk and is to
be avoided. If waveguides are kept far enough away from one another, of course,
their crosstalk is exponentially small, but a complicated optical circuit may need to
cross one waveguide over or through another at some point. In this case, crosstalk
can be avoided by mediating the intersection with an appropriately designed
cavity. If the cavity supports a pair of dipole-like modes, then the crosstalk is
almost zero by symmetry.31

In deriving the coupled-mode equations, we assumed time-reversal invariance,
but this symmetry is violated in an interesting case: magneto-optic materials.32

Because they break time-reversal symmetry without relying on losses, magneto-
optic materials can be used to design ideal optical isolators, which allow
light to pass one way but not the other, and circulators, which direct light in
different directions depending upon which way it is going. Such devices are
crucial in large-scale photonic circuits in order to suppress reflections. Just as
tiny filters can be constructed from cavities in photonic crystals, it turns out that
tiny isolators and circulators can be designed using cavities made of magneto-
optic materials, and temporal coupled-mode theory can be extended to this case
as in Wang and Fan (2005).

In this chapter we showed how to design filters with a Lorentzian spectrum, but
oftentimes a Lorentzian peak is not ideal. One would rather have a square band-
pass response, with 100% transmission within a given frequency range and zero
elsewhere. Such an ideal box-like spectrum can be approximated to any desired
accuracy, in principle, simply by cascading the effects of several resonant cavities
(Little et al., 1997).

Finally, let us mention one interesting twist on the coupled-mode device
concept. All of our previous examples employed combinations of waveguides
and cavities. Instead, one can couple only cavities together, in a periodic sequence
(i.e., a linear defect), to make a waveguide. This type of linear defect has been
termed a coupled-cavity waveguide by Yariv et al. (1999), and can be analyzed
simply by coupled-mode theory. The cavities can form a waveguide for the same
reason as in any other periodic structure: there is a conserved wave vector along
the direction of periodicity, and so modes propagate from one cavity to the next

30 For a derivation of these conditions, and further explanation of figure 13, see Fan et al. (1998) and
Manolatou et al. (1999a), or Soljačić et al. (2003) for a nonlinear version. The two cavity modes are
conventionally achieved by the counterpropagating modes of a ring resonator (as in, e.g., Little
et al., 1997), which turns out to be a special case of the more general criteria.

31 See Johnson et al. (1998), and experimental realization in (Roh et al., 2004). This geometry was
proposed for nonlinear switching in Yanik et al. (2003).

32 See footnote 8 on page 198.
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without reflecting. If the cavities are weakly coupled, however, light leaks from
one cavity to the next very slowly, and this results in a low group velocity.
Although such slow light has many potential applications,33 the low velocity is
unfortunately accompanied by a narrow bandwidth, reflecting an intrinsic delay–
bandwidth tradeoff in passive, finite, linear systems. An intriguing proposal to
overcome the bandwidth limitation by using a time-varying structure can be found
in Yanik and Fan (2004).

Reflection, Refraction, and Diffraction

Although much of this book is concerned with confining light, we would be remiss
if we did not at least mention the many interesting phenomena associated with
free propagation of waves in and around photonic crystals. In this section, we
digress to briefly review a few of these phenomena, and to relate their underlying
principles to the foundations established in the preceding chapters.

Consider the case where an incident plane wave strikes an interface of a
photonic crystal, as depicted in figure 14(left). Some of the light will be reflected,
at an angle equal to the incident angle. Outside of a photonic band gap, some of
the light can be transmitted or refracted, propagating at some angle (of the group
velocity) within the crystal. And, depending upon the frequency, the interface
periodicity, and the band structure, there may also be a finite number of additional
reflected and/or refracted waves, a Bragg-diffraction phenomenon.34

All of these processes can be understood with the help of Bloch’s theorem, via a
corollary we pointed out in chapter 3: in a linear system with discrete translational
symmetry, the Bloch wave vector k is conserved as light propagates, up to
addition of reciprocal lattice vectors. Here, there is only translational symmetry
along directions parallel to the interface (xz), and so only the wave vector k‖
parallel to the interface is conserved. That is, suppose that the periodicity parallel
to the interface is Λ, and the incident plane wave has wave vector (k‖, k⊥) and
frequency ω. Then, any reflected or refracted wave must also have frequency ω
and a wave vector (k‖ + 2π�/Λ, k′

⊥) for any integer � and some k⊥′. Below, we
illustrate this principle by examining several cases in more detail, and introduce
the useful tool of an isofrequency diagram to analyze refracted waves in the
crystal.

33 For example, to enhance nonlinear effects (Xu et al., 2000; Soljačić et al., 2002b) or to achieve tunable
time delays (Povinelli et al., 2005).

34 Diffraction is a confusing word because it refers to phenomena in two very different limits. In the
limit where the wavelength λ is small relative to the structure, it refers to deviations from geometric
optics due to the fact that λ > 0 (Jackson, 1998). In the context of scattering from periodic structures,
on the other hand, it refers to unusual reflected/refracted waves that arise because λ<∞, and
especially in the case where λ/2 is comparable to or smaller than the periodicity. Here, we are
using it in the latter sense, specifically for the phenomenon of multiple reflected/refracted waves;
to quote the original (1671) definition of the word diffraction: “when the parts of Light, separated by
a manifold dissection, do in the same medium proceed in different ways”(see, e.g., Hall, 1990).
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Figure 14: Left: Schematic of reflection (blue) and refraction (red) of a plane wave incident

(black) on a square lattice of dielectric rods (green) in air, for an interface with period

Λ = a
√

2 in the diagonal (110) direction. Depending on the frequency, there may also be

additional reflected and/or refracted waves due to Bragg diffraction. Right: Isofrequency

contours in k space at ωa/2πc = 0.276 for air (black circle) and crystal (red contours), with

the Brillouin zone in gray. The group velocity direction at various k points is shown as arrows

(black/blue/red for incident/reflected/refracted waves). Because the wave vector

component parallel to the interface is conserved, all reflected and refracted solutions (blue

and red dots) must lie along the dashed line (running perpendicular to the interface).

Note that the periodicity Λ of the interface need not be the same as the lattice
constant of the crystal. For the example of figure 14(left), a square lattice with
period a, the diagonal (110) interface has period Λ = a

√
2. Indeed, the interface

need not be periodic at all,35 but we restrict ourselves here to periodic interfaces
because those are the cases where the behavior can be predicted most simply.

Reflection

The familiar specular reflected wave corresponds to � = 0, that is, a plane wave
with k = (k‖, k′

⊥). Moreover, suppose that the incident medium has a refractive

35 The periodic interface orientations are the lattice planes, where every lattice plane is normal to some
reciprocal lattice vector. The lattice planes are typically described by Miller indices, as defined in
appendix B.
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index ni, so that n2
i ω2/c2 = k2

‖ + k2
⊥ = k2

‖ + (k′
⊥)

2. It follows that k′
⊥ = ±k⊥ and,

because the reflected wave must be propagating away from the interface, we obtain
k′

⊥ = −k⊥. This reflected wave, as shown in figure 14(left), thus satisfies the well-
known “law” of equal incident and reflected angles.

The existence of � �= 0 diffractive reflections depends on the frequency. Conser-
vation of ω means that, in general,

k′
⊥ = −

√
n2

i ω2/c2 − (k‖ + 2π�/Λ)2. (27)

From this equation, however, it is clear that if ω is too small, or if � is too large,
then k′

⊥ for � �= 0 will be imaginary, corresponding to an evanescent field that decays
exponentially away from the interface. We will obtain a non-evanescent diffractive
reflection at � only for ω > c|k‖ + 2π�/Λ|/ni. If we write k‖ = ω sin(θ)ni/c for an
incident angle θ ≥ 0, then the first diffractive reflection will occur at � = −1, for

ωΛ
2πc

= Λ
λ
>

1
ni(1 + sin θ)

. (28)

For the common case of ni = 1 (air), this means we can have no diffractive reflec-
tions if ωΛ/2πc = Λ/λ ≤ 0.5, which includes the frequencies around most band
gaps in this book if Λ = a. When diffractive reflections do occur, each diffracted
order (�) starts at glancing angles (k′

⊥ = 0) and moves towards the specular
reflection angle −θ as ω increases.

Refraction and isofrequency diagrams

The analysis of the refracted wave(s) is similar to that of reflection: we look for
propagating waves in the crystal with frequency ω, surface-parallel wave vector
k‖ + 2π�/Λ, and group velocity pointing away from the interface. Now, however,
the set of available states ω(k) is more complicated, given by the band structure
of the crystal.

For most of this book, we have used a band diagram as a “map” of the available
states ω(k), but this is insufficient here: an ordinary band diagram shows the states
only around the boundaries of the Brillouin zone. Instead, we make a contour
plot of ω(kx, ky) in the (kx, ky) plane, showing the (periodic) curves of constant
ω. This contour plot, sometimes called an isofrequency diagram or a wavevector
diagram, is shown in figure 15 for the first two TM bands of our square lattice
of dielectric rods from the beginning of this chapter. As we saw in chapter 5,
the first band has a maximum at the M point(s) in the Brillouin zone, and the
second band has a minimum at the X point(s) and a maximum at Γ. Moreover, by
a well-known theorem of vector calculus, the gradient ∇kω—the group velocity,
from chapter 3—is perpendicular to the ω contours and points in the direction of
increasing ω.

Given the isofrequency diagram, it is straightforward to determine the num-
ber of refracted waves (if any), and in what states/directions they propagate.
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(The amplitudes of the refracted and reflected waves, on the other hand, depend
on the surface termination and require a more detailed solution of the Maxwell
equations.) The procedure is depicted in figure 14(right). For a chosen frequency,
here ωa/2πc = 0.276, we superimpose the (black) contour for the incident
medium (air, a circle ω = c|k|) and the (red) contours for the transmitted medium
(the photonic crystal). The incident angle, in this plot, corresponds to a particular
wave vector k (black dot) and its group velocity (black arrow) on the incident
contour. Then, to select modes with the same k‖, we draw a dashed line through
the incident k and perpendicular to the interface (here, along the Γ–M direction).
The place(s) where this dashed line intersects the photonic-crystal contours
determines the refracted wave(s).

Although the fixed-k‖ line may intersect the photonic-crystal contours in several
places, not all of these correspond to distinct refracted waves. First, we can
eliminate any intersections (pink dots) corresponding to a group velocity (pink
arrow) towards the interface from the crystal, as these violate our boundary
conditions (the only incoming power is from the incident medium). Second, points
that differ by a reciprocal lattice vector (i.e. equivalent points in the periodic
k-space) correspond to the same eigenstate as we saw in chapter 3, so we need
only keep one of them.

In the example of figure 14(right), therefore, we happen to only have a
single refracted wave (red dot/arrow), which in this case lies on the same side
of the normal as the incident wave (the opposite of the usual Snell refraction).
There are two ways to get multiple refracted waves. First, we could intersect mul-
tiple bands of the band structure, which would involve superimposing multiple
contours on the isofrequency diagram. (This doesn’t happen here because we are
operating at an ω below the band gap, where there is only one band.) Second,
our fixed-k‖ line could intersect a given contour at inequivalent points in different
periodic unit cells. For example, if we had an interface at a different angle, the
fixed-k‖ line would not be at 45◦ and could easily intersect the same contour at
many different points.

As for reflections, there will always be some cutoff frequency below which at
most a single refracted wave is obtained—indeed, in the large-λ limit the behavior
approaches the ordinary Snell’s law, corresponding to an effective medium with
some “average” refractive index. Correspondingly, the isofrequency diagram in
figure 15, for small ω � πc/a, approaches circular contours with a constant group
velocity.

Conversely, there will be some cases for which there is no refracted wave. This
happens even for Snell’s law, in the case of total internal reflection, but here
we have more opportunities for reflection thanks to the photonic band gaps.
For example, in figure 14(right), we can see that for a larger incident angle θ
our dashed line would not intersect the red photonic-crystal contour, leading
to total reflection—even though this frequency lies outside the photonic band
gap for other angles. This is simply another perspective on the same bandgap-
confinement mechanisms that we have explored for most of this book.
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Figure 15: Isofrequency diagrams: contour plots of ω(kx, ky) for the first two TM bands of a

square lattice of radius 0.2a dielectric rods (ε = 11.4) in air. The first Brillouin zone is shown as

black squares.

It may seem that we have forgotten something—shouldn’t we also draw dashed
lines for k‖ + 2π�/Λ for all �? This is not necessary, however, because the periodic
replication of the photonic-crystal contour in k-space is equivalent to adding
2π�/Λ to k‖. We could also solve for the diffractive reflections with the same
diagram, if we wished, by periodically replicating the black air contour to lie
around every reciprocal lattice point. (Here, however, our frequency is too low
to have diffractive reflections for this geometry.)

Unusual refraction and diffraction effects

Because the band structure and isofrequency diagram of a photonic crystal are so
different from the simple circles or ellipsoids of a homogeneous dielectric medium,
a number of interesting effects can be obtained.

For instance, notice that many of the contours in figure 15 exhibit fairly sharp
corners (such as the fourth contour around the M point in the band 1). For
refracted waves near these corners, as the angle or frequency is slightly changed,
we can quickly switch from one side of the corner to the other. This results a large
(possibly over 90◦) change in the angle of the group velocity. The possibility of
an enormous change in refracted angle for a small change in incident angle or
frequency has been termed a superprism effect.36 Recall that an ordinary prism
splits different wavelengths into different angles, resulting in a rainbow, due to the

36 The group-velocity superprism effect was proposed by Kosaka et al. (1998), following a phase-
velocity effect proposed by Lin et al. (1996), and its applications were subsequently investigated by
many authors (e.g., Kosaka et al., 1999b; Wu et al., 2003; Serbin and Gu, 2005).
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Figure 16: Isofrequency contours in air (left, black) and in the photonic crystal (right, red) of

figure 15 (the ωa/2πc = 0.496 contour of the second band). Arrows show the group velocity

directions for a variety of k vectors (dots) with different ky components. The nearly flat

contour of the photonic crystal means that a finite-width beam made up of these

wave vectors will spread (diffract) very slowly compared to air, an effect called

supercollimation.

small material dispersion. Here, a much smaller range of wavelengths can be split
over a much wider range of angles, leading to potential applications in frequency
demultiplexing and related areas. A similar phenomenon can also be achieved
using very flat contours, based on the observation that a flat contour makes it easy
to achieve a large change in phase velocity.37

Another unusual characteristic of the photonic-crystal isofrequency diagram is
that some of the contours are nearly flat in figure 14 (almost square). This flatness
can almost negate the effects of another form of diffraction, which normally causes
spreading of a narrow beam in a uniform medium. Suppose that we have a finite-
width beam of light propagating in the x̂ direction, and consider its decomposition
into different ky components (i.e., its Fourier transform along the y dimension).
An infinitely wide beam (a plane wave) consists of the single ky = 0 component
(corresponding to the hollow dot in the air contour of figure 16), but as the
beam becomes narrower the Fourier uncertainty principle implies that it has more
and more nonnegligible ky components. In a homogeneous medium of index n
where the frequency contour is a circle, these different ky components all have
different angles θ = sin−1(cky/nω), as shown by the black arrows in figure 16.
And because the different Fourier components propagate at different angles,
the beam spreads out—a classic diffraction effect of the nonzero wavelength,
where the spreading angle is proportional to the wavelength divided by the beam
width. If the frequency contour is nearly flat and perpendicular to x̂, however
(e.g. some of the contours around the Γ point of band 2 in figure 15), then the
group velocities of many different ky values all point approximately in the x̂
direction. This is depicted by the red arrows in figure 16, which are nearly parallel

37 A large phase-velocity superprism effect and its advantages were proposed by Luo et al. (2004),
Matsumoto and Baba (2004), and Bakhtazad and Kirk (2005).
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despite their differing k vectors (red dots). A beam whose Fourier components
lie within such a flat contour, therefore, spreads out very slowly, an effect called
supercollimation.38 Experimentally, beams only a few infrared wavelengths wide
have been observed to propagate for nearly a centimeter with almost no spreading.
This was accomplished by using a photonic-crystal slab (a square lattice of ∼ 109

air holes in silicon) designed to operate at λ = 1.5 µm (Rakich et al., 2006).
Finally, we already observed in figure 14 a behavior quite different from

ordinary refraction: negative refraction, where a single incident beam couples to
a single refracted beam on the same side of the normal. By appropriately designing
the crystal, one can obtain single-beam negative refraction for all incident angles
in a certain frequency range.39 This phenomenon has excited interest because it is
analogous (but not identical) to the behavior of a homogeneous material with a
negative index of refraction, first studied by Veselago (1968). In a homogeneous
material, a negative index arises when both ε and µ are negative, and gives rise
to a number of interesting effects such as near-field imaging through a flat “lens.”
Although no natural material has a negative index, proposals by Pendry et al.
(1999) and Smith et al. (2000) demonstrated how to approximately construct one
at microwave frequencies by a composite of tiny metallic resonant structures.
Pendry’s design involves a periodic structure, but it operates at a wavelength
much larger than the periodicity, allowing it to be accurately approximated by
an effective homogeneous medium with appropriately “averaged” ε and µ.40

All-dielectric negative refraction, such as in figure 14, is conceptually quite
different: here, the wavelength is comparable to the periodicity and so we cannot
accurately describe all the behavior of the medium by a single effective “index.”41

Nevertheless, one can emulate selected behaviors, such as negative refaction, of
a true negative-index medium—perhaps the most tantalizing of which is the
possibility of subwavelength imaging, which in an all-dielectric structure requires
careful engineering of surface states in addition to the refracted waves.42 The
ultimate degree to which such behaviors of a theoretical negative-index medium
can be emulated in practice, taking into account limitations such as the finite size
and material absorption, remains an intriguing open question.

38 Supercollimation was proposed by Kosaka et al. (1999a), and has been subsequently realized in
two and three dimensions by numerous groups (Wu et al., 2003; Prather et al., 2004; Shin and
Fan, 2005; Lu et al., 2006; Rakich et al., 2006).

39 Early examples of such designs include Notomi (2000) and Luo et al. (2002b).
40 This and subsequent work is reviewed in Smith et al. (2004).
41 One can, of course, define an effective index, for example by using the refraction angle or a phase

velocity (e.g., Dowling and Bowden, 1994), or from transmission/reflection spectra (as reviewed in,
e.g., Smith et al., 2005). (Using the phase velocity requires a choice of reciprocal lattice vector, as
discussed in the section Bloch-Wave Propagation Velocity of chapter 3.) Such definitions, while often
useful, must be employed with care outside the long-wavelength limit—even if an effective index
is defined so as to correctly predict one behavior, such as the refraction angle, it will typically not
simultaneously predict other behaviors, such as reflection coefficients.

42 The ideal realization of such subwavelength imaging, with theoretical negative-index materials,
was described in Pendry (2000) and subsequently generalized in Pendry and Ramakrishna (2003).
The role of surface states in all-dielectric photonic-crystal imaging was analyzed in Luo et al. (2003).
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Further Reading

We have provided pointers to the literature for many of the examples used in this
chapter. For a general introduction to traditional optoelectronics, see Yariv (1997).
The classic reference on temporal coupled mode theory is the book by Hermann
Haus (1984, ch. 7), which applies it mainly in the context of microwave devices.
A generalization, with a somewhat more abstract approach, can be found in Suh
et al. (2004).

Epilogue

Throughout most of the text, we have emphasized the basic physical principles
underlying photonic crystals. By examining a few fundamental components in
detail, we also hoped to convey the practical importance and versatility of
photonic-crystal technology. We believe that these examples are only the tip of
an iceberg of possibilities that are yet to be discovered. Our goal in writing this
text was to stimulate the imaginations of researchers in diverse fields who might
benefit from the possibilities afforded by photonic crystals and turn them into
realities.
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Appendix A

Comparisons with Quantum Mechanics

THROUGHOUT THE TEXT, especially in chapters 2 and 3, we make several com-
parisons between our formalism and the equations of quantum mechanics and
solid-state physics. In this appendix, we present an extensive listing of these
comparisons. It will hopefully serve as both a brief summary of the phenomena
surrounding photonic crystals, and a way to relate them to (perhaps) familiar
concepts in other fields.

The heart of the subject of photonic crystals is the propagation of electromag-
netic waves in a periodic dielectric medium. In a sense, quantum mechanics
is also the study of wave propagation, although the waves are a bit more
abstract. At the atomic scale, particles (like the electron) begin to display wavelike
properties, including interference and nonlocalization. The function that contains
the information about the particle obeys the Schrödinger equation, which bears
some resemblance to a familiar wave equation.

It therefore comes as no surprise that the study of quantum mechanics in a
periodic potential contains direct parallels to our study of electromagnetism in a
periodic dielectric. Since the quantum mechanics of periodic potentials is the basic
theory of solid-state physics, the field of photonic crystals can also inherit some
of the theorems and terminology of solid-state physics, in slightly modified form.
Table 1 lists some of these correspondences.
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Â

.
ei

ge
ns

ta
te

s?

If
a

sy
st

em
ha

s
di

sc
re

te
B

y
w

av
e

ve
ct

or
k

.W
ri

te
th

e
w

av
e

B
y

w
av

e
ve

ct
or

k
.W

ri
te

th
e

tr
an

sl
at

io
na

ls
ym

m
et

ry
fu

nc
ti

on
in

B
lo

ch
fo

rm
:

ha
rm

on
ic

m
od

es
in

B
lo

ch
fo

rm
:

(a
s

a
cr

ys
ta

ld
oe

s)
,t

he
n

ho
w

ca
n

th
e

m
od

es
Ψ

k
(r
)

=
u k
(r
)e

ik
·r .

H
k
(r
)

=
u

k
(r
)e

ik
·r .

be
cl

as
si

fie
d?

W
ha

ta
re

th
e

no
nr

ed
un

da
nt

T
he

y
lie

in
th

e
ir

re
d

uc
ib

le
B

ri
llo

ui
n

T
he

y
lie

in
th

e
ir

re
d

uc
ib

le
B

ri
llo

ui
n

va
lu

es
fo

r
th

e
w

av
e

ve
ct

or
k

?
zo

ne
in

re
ci

pr
oc

al
sp

ac
e.

zo
ne

in
re

ci
pr

oc
al

sp
ac

e. co
nt

in
ue

d
on

ne
xt

pa
ge

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 13, 2007 Time: 05:17pm appendixa.tex

232 APPENDIX A

Ta
b

le
1

Q
ua

nt
um

M
ec

ha
ni

cs
in

a
E

le
ct

ro
m

ag
ne

ti
sm

in
a

P
er

io
di

c
P

er
io

di
c

P
ot

en
ti

al
(C

ry
st

al
)

D
ie

le
ct

ri
c

(P
ho

to
ni

c
C

ry
st

al
)

W
ha

td
o

w
e

m
ea

n
by

th
e

te
rm

T
he

fu
nc

ti
on

s
E

n
(k
),

a
se

to
f

T
he

fu
nc

ti
on

s
ω

n
(k
),

a
se

to
f

“b
an

d
st

ru
ct

ur
e?

”
co

nt
in

uo
us

fu
nc

ti
on

s
th

at
sp

ec
if

y
th

e
co

nt
in

uo
us

fu
nc

ti
on

s
th

at
sp

ec
if

y
th

e
en

er
gi

es
of

th
e

ei
ge

ns
ta

te
s.

fr
eq

ue
nc

ie
s

of
th

e
ha

rm
on

ic
m

od
es

.

W
ha

ti
s

th
e

ph
ys

ic
al

or
ig

in
of

th
e

T
he

el
ec

tr
on

w
av

e
sc

at
te

rs
co

he
re

nt
ly

T
he

el
ec

tr
om

ag
ne

ti
c

fi
el

d
s

sc
at

te
r

ba
nd

st
ru

ct
ur

e?
fr

om
th

e
d

if
fe

re
nt

po
te

nt
ia

lr
eg

io
ns

.
co

he
re

nt
ly

at
th

e
in

te
rf

ac
es

be
tw

ee
n

d
if

fe
re

nt
d

ie
le

ct
ri

c
re

gi
on

s.

W
ha

tp
ro

pe
rt

y
ch

ar
ac

te
ri

ze
s

a
W

it
hi

n
th

at
ra

ng
e

of
en

er
gi

es
,t

he
re

W
it

hi
n

th
at

ra
ng

e
of

fr
eq

ue
nc

ie
s,

“g
ap

”
in

th
e

ba
nd

st
ru

ct
ur

e?
ar

e
no

pr
op

ag
at

in
g

el
ec

tr
on

st
at

es
,

th
er

e
ar

e
no

pr
op

ag
at

in
g

el
ec

tr
om

ag
ne

ti
c

re
ga

rd
le

ss
of

w
av

e
ve

ct
or

.
m

od
es

,r
eg

ar
d

le
ss

of
w

av
e

ve
ct

or
or

po
la

ri
za

ti
on

.

W
ha

ta
re

th
e

te
rm

s
fo

r
th

e
T

he
ba

nd
ab

ov
e

th
e

ga
p

is
th

e
T

he
ba

nd
ab

ov
e

th
e

ga
p

is
th

e
ba

nd
s

th
at

ar
e

im
m

ed
ia

te
ly

ab
ov

e
an

d
co

n
d

u
ct

io
n

b
an

d
.T

he
ba

nd
be

lo
w

th
e

ai
r

b
an

d
.T

he
ba

nd
be

lo
w

th
e

ga
p

be
lo

w
a

ga
p?

ga
p

is
th

e
va

le
n

ce
b

an
d

.
is

th
e

d
ie

le
ct

ri
c

b
an

d
.

H
ow

ar
e

de
fe

ct
s

in
tr

od
uc

ed
in

to
B

y
ad

d
in

g
fo

re
ig

n
at

om
s

to
th

e
B

y
ch

an
gi

ng
th

e
d

ie
le

ct
ri

c
co

ns
ta

nt
at

th
e

sy
st

em
?

cr
ys

ta
l,

th
er

eb
y

br
ea

ki
ng

th
e

tr
an

sl
at

io
na

l
pa

rt
ic

ul
ar

lo
ca

ti
on

s,
th

er
eb

y
br

ea
ki

ng
sy

m
m

et
ry

of
th

e
at

om
ic

po
te

nt
ia

l.
th

e
tr

an
sl

at
io

na
ls

ym
m

et
ry

of
th

e
d

ie
le

ct
ri

c
fu

nc
ti

on
.

W
ha

ti
s

a
po

ss
ib

le
re

su
lt

of
It

m
ay

cr
ea

te
an

al
lo

w
ed

st
at

e
w

it
hi

n
It

m
ay

cr
ea

te
an

al
lo

w
ed

st
at

e
w

it
hi

n
in

tr
od

uc
in

g
a

de
fe

ct
?

a
ba

nd
ga

p,
th

er
eb

y
pe

rm
it

ti
ng

a
a

ba
nd

ga
p,

th
er

eb
y

pe
rm

it
ti

ng
a

lo
ca

liz
ed

el
ec

tr
on

st
at

e
to

ex
is

t
lo

ca
liz

ed
el

ec
tr

om
ag

ne
ti

c
m

od
e

to
in

th
e

vi
ci

ni
ty

of
th

e
d

ef
ec

t.
ex

is
ti

n
th

e
vi

ci
ni

ty
of

th
e

d
ef

ec
t.

H
ow

do
w

e
cl

as
si

fy
di

ffe
re

nt
D

on
or

at
om

s
pu

ll
st

at
es

fr
om

th
e

D
ie

le
ct

ri
c

de
fe

ct
s

pu
ll

st
at

es
fr

om
th

e
ty

pe
s

of
de

fe
ct

s?
co

nd
uc

ti
on

ba
nd

d
ow

n
in

to
th

e
ga

p.
ai

r
ba

nd
d

ow
n

in
to

th
e

ga
p.

A
cc

ep
to

r
at

om
s

pu
sh

st
at

es
fr

om
th

e
A

ir
de

fe
ct

s
pu

sh
st

at
es

fr
om

th
e

d
ie

le
ct

ri
c

va
le

nc
e

ba
nd

up
in

to
th

e
ga

p.
ba

nd
up

in
to

th
e

ga
p.

In
sh

or
t,

w
hy

is
st

ud
yi

ng
th

e
W

e
ca

n
ta

ilo
r

th
e

el
ec

tr
on

ic
pr

op
er

ti
es

W
e

ca
n

ta
ilo

r
th

e
op

ti
ca

lp
ro

pe
rt

ie
s

of
ph

ys
ic

s
of

th
e

sy
st

em
im

po
rt

an
t?

of
m

at
er

ia
ls

to
ou

r
ne

ed
s.

m
at

er
ia

ls
to

ou
r

ne
ed

s.

C
on

ti
nu

ed
fr

om
pr

ev
io

us
pa

ge

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 30, 2007 Time: 05:03pm appendixb.tex

Appendix B

The Reciprocal Lattice and the Brillouin Zone

BEGINNING IN CHAPTER 4, we used Bloch’s theorem to express an electromagnetic
mode as a plane wave that is modulated by a periodic function u(r). The function
u shares the same periodicity as the crystal. We also argued that we need only
consider wave vectors k that lie in a certain region of the reciprocal lattice known
as the Brillouin zone.

This is not news to anyone who has studied solid-state physics or other
fields in which lattices play a large role. But for readers who have never encoun-
tered the Brillouin zone, this appendix will provide enough information to
completely understand the material in this text. Specifically, we will introduce
the reciprocal lattice and identify the Brillouin zone for some simple lattices that
we use throughout the text. In addition, we describe the Miller index notation
we use in chapter 6 to refer to crystal planes. For more details, it is best to
consult the first few chapters of a solid-state physics text, such as Kittel (1996)
or Ashcroft and Mermin (1976).

The Reciprocal Lattice

Suppose we have a function f (r) that is periodic on a lattice; that is, suppose
f (r) = f (r + R) for all vectors R that translate the lattice into itself (i.e., connect
one lattice point to the next). Our dielectric function ε(r) is an example of such a
function. The vectors R are called the lattice vectors.

A natural thing to do when analyzing periodic functions is to take the Fourier
transform; that is, we build the periodic function f (r) out of plane waves with
various wave vectors. The expansion looks like this:

f (r) =
∫

d3q g(q)eiq·r. (1)
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Here g(q) is the coefficient on the plane wave with wave vector q. An expansion
like this can be performed on any well-behaved function. But our function f is
periodic on the lattice—what information does this tell us about the expansion?
Requiring f (r) = f (r + R) in the expansion yields

f (r + R) =
∫

d3q g(q)eiq·reiq·R = f (r) =
∫

d3q g(q)eiq·r. (2)

The periodicity of f tells us that its Fourier transform g(q) has the special
property g(q) = g(q) exp(iq · R). But this is impossible, unless either g(q) = 0 or
exp(iq · R) = 1. In other words, the transform g(q) is zero everywhere, except for
spikes at the values of q such that exp(iq · R) = 1 for all R.

What we have just discovered is that if we are building a lattice-periodic
function f out of plane waves, we need only use those plane waves with wave
vectors q such that exp(iq · R)= 1 for all of the lattice vectors R. This statement
has a simple analogue in one dimension: if we are building a function f (x) with
period τ out of sinusoids, then we need only use the “fundamental” sinusoid
with period τ and its “harmonics” with periods τ/2, τ/3, τ/4 and so on, forming
a Fourier series.

Those vectors q such that exp(iq · R)= 1, or, equivalently, q · R = 2πN (N an
integer), are called reciprocal lattice vectors and are usually designated by the
letter G. They form a lattice of their own; for example, adding two reciprocal
lattice vectors G1 and G2 yields another reciprocal lattice vector, as you can easily
verify. We can build our function f (r) with an appropriate weighted sum over all
of the reciprocal lattice vectors, as follows:

f (r) =
∑

G

fGeiG·r. (3)

Constructing the Reciprocal Lattice Vectors

Given a lattice with a set of lattice vectors R, how can we determine all of the
reciprocal lattice vectors G? We need to find all G such that G · R is some integer
multiple of 2π for every R.

We know that every lattice vector R can be written in terms of the primitive
lattice vectors, which are the smallest vectors pointing from one lattice point to
another. For example, on a simple cubic lattice with spacing a, the vectors R would
all be of the form R = �ax̂ + maŷ + naẑ, where (�, m, n) are integers. In general, we
call the primitive lattice vectors a1, a2, and a3. They need not be of unit length.

We have already mentioned that the reciprocal lattice vectors {G} form a lattice
of their own. In fact, the reciprocal lattice has a set of primitive vectors bi as well,
so that every reciprocal lattice vector G can be written as G = �b1 + mb2 + nb3.
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Our requirement that G · R = 2πN boils down to the primitive requirement

G · R = (�a1 + ma2 + na3) · (�′b1 + m′b2 + n′b3) = 2πN. (4)

For all choices of (�, m, n), the above must hold for some N. A little thought will
suggest that we could satisfy the above if we construct the bi so that ai · bj = 2π if
i = j, and 0 if i �= j. More compactly, we write ai · bj = 2πδij. Given the set {a1, a2,
a3}, our task is to find the corresponding set {b1, b2, b3} such that ai · bj = 2πδij.

One way to do this is to exploit a feature of the cross product. Remembering
that x · (x×y) = 0 for any vectors x and y, we can construct the primitive reciprocal
lattice vectors with the following recipe:

b1 = 2π a2 × a3

a1 · (a2 × a3)
, b2 = 2π a3 × a1

a1 · (a2 × a3)
, b3 = 2π a1 × a2

a1 · (a2 × a3)
. (5)

More compactly, if A is the 3 × 3 matrix whose columns are (a1, a2, a3) and B is
the 3 × 3 matrix whose columns are (b1, b2, b3), then B is 2π times the inverse
of the transpose of A.

In summary, when we take the Fourier transform of a function that is periodic
on a lattice, we need only include terms with wave vectors that are reciprocal
lattice vectors. To construct the reciprocal lattice vectors, we take the primitive
lattice vectors and perform the operations of equation (5).

The Brillouin Zone

In chapter 3, we found that the discrete translational symmetry of a photonic
crystal allows us to classify the electromagnetic modes with a wave vector k. The
modes can be written in “Bloch form,” consisting of a plane wave modulated by a
function that shares the periodicity of the lattice:

Hk(r) = eik·ruk(r) = eik·ruk(r + R). (6)

One important feature of the Bloch states is that different values of k do not
necessarily lead to different modes. Specifically, a mode with wave vector k and a
mode with wave vector k + G are the same mode, if G is a reciprocal lattice vector.
The wave vector k serves to specify the phase relationship between the various
cells that are described by u. If k is incremented by G, then the phase between
cells is incremented by G · R, which we know is 2πN and not really a phase
difference at all. So incrementing k by G results in the same physical mode.

This means that there is a lot of redundancy in the label k. We can restrict our
attention to a finite zone in reciprocal space in which you cannot get from one part
of the volume to another by adding any G. All values of k that lie outside of this
zone, by definition, can be reached from within the zone by adding G, and are
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       A
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Figure 1: Characterization of the Brillouin zone. The dotted line is the perpendicular bisector

of the line joining two reciprocal lattice points (blue). If we choose the left point as the origin,

any lattice vector (such as k′) that reaches to an arbitrary point on the other side (red) can

be expressed as the sum of a same-side vector (such as k) plus a reciprocal lattice

vector G.

therefore redundant labels. There are actually many such zones, but we focus on
the region that is closest to k = 0.

This zone is the (first) Brillouin zone.1 A more visual way to characterize it is
the following: around any lattice point in reciprocal space, highlight the volume
that is closer to that lattice point than to any other lattice point. If we call the original
lattice point the origin, then the highlighted region is the Brillouin zone.

The two definitions are equivalent. If a particular k is closer to a neighboring
lattice point, you can always reach it by staying close to the original lattice vector
and then translating by the G that reaches from one lattice point to the other. This
situation is depicted in figure 1.

The next few sections will be devoted to a study of the reciprocal lattice vectors
and Brillouin zones of some of the particular lattices that appear in this text.

Two-Dimensional Lattices

In chapter 5, we worked extensively with photonic crystals that are based on a
square or triangular lattice. What are the reciprocal lattice vectors and Brillouin
zones of each?

For a square lattice with spacing a, the lattice vectors are a1 = ax̂ and a2 = aŷ.
To use our prescription (5), we can use a third basis vector a3, in the z-direction
of any length, since the crystal is homogeneous in that direction. The results are
b1 = (2π/a)x̂ and b2 = (2π/a)ŷ. The reciprocal lattice is also a square lattice, but
with spacing 2π/a instead of a. The name “reciprocal lattice” suits this fact well.

1 The second, third, etc., Brillouin zones are regions farther away from the k = 0 origin.
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 b1=(2π/a)x

a2=ay

 a1=ax

b2=(2π/a)y
^

^

^

^

Figure 2: The square lattice. On the left is the network of lattice points in real space. In the

middle is the corresponding reciprocal lattice. On the right is the construction of the first

Brillouin zone: taking the center point as the origin, we draw the lines connecting the origin

to the other lattice points (red), their perpendicular bisectors (blue), and highlight the

square boundary of the Brillouin zone (yellow).

a1=a(x+y  3)/2^ ^

a2=a(x–y  3)/2^ ^
x̂

ŷ

b
2 =(2π/a)(x–y/ 3)

b 1
=(2π/a)(

x+y/ 3)
^

^

^
^

Figure 3: The triangular lattice. On the left is the network of lattice points in real space. In the

middle is the corresponding reciprocal lattice, which in this case is a rotated version of the

original. On the right is the Brillouin zone construction. In this case, the first Brillouin zone is a

hexagon centered around the origin.

To determine the Brillouin zone, we fix our attention on a particular lattice
point (the origin) and shade the area that is closer to that point than to any other.
Geometrically, we draw perpendicular bisectors of every lattice vector that starts
at the origin. Each bisector divides the lattice into two half-planes, one of which
contains our lattice point. The intersection of all the half-planes that contain our
lattice point is the Brillouin zone. The square lattice vectors, its reciprocal lattice
vectors, and its Brillouin zone are shown in figure 2.

We can handle the triangular lattice in a similar fashion. The lattice vectors are
(x̂ + ŷ

√
3)a/2 and (x̂ − ŷ

√
3)a/2, as shown in figure 3. Using our prescription (5),

we obtain reciprocal lattice vectors (2π/a)(x̂ + ŷ/
√

3) and (2π/a)(x̂ − ŷ/
√

3). This
is again a triangular lattice, but rotated by 90◦ with respect to the first, and with
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L

KW

U

X

Γ

Figure 4: The Brillouin zone for the face-centered cubic (fcc) lattice. The reciprocal lattice is

a body-centered cubic (bcc) lattice, and the Brillouin zone is a truncated octahedron with

center at Γ. Also shown are some of the labels that are traditionally given to the special

points in the zone. The irreducible Brillouin zone is the yellow polyhedron with corners at Γ, X,

U, L, W, and K.

spacing 4π/a
√

3. The Brillouin zone, as determined by the construction outlined
above, is a hexagon.

Three-Dimensional Lattices

Our construction works in three dimensions as well, with the proper extensions.
Instead of drawing perpendicular bisectors to the lattice vectors, draw perpendic-
ular planes that bisect the line. Then, the Brillouin zone is the intersection of all of
the half-spaces that contain the origin.

The one lattice we devote the most attention to in the text is the face-centered
cubic (fcc) lattice, as in figure 1 of chapter 6. This is like a cubic lattice, but with an
additional lattice point at each face of the cubes. The primitive lattice vectors are
a1 = (x̂ + ŷ)a/2, a2 = (ŷ + ẑ)a/2 and a3 = (x̂ + ẑ)a/2.

Using our recipe (5), we find that the reciprocal lattice vectors form a body-
centered cubic (bcc) lattice, which is like a cubic lattice with an additional
lattice point at the center of every cube. The primitive reciprocal lattice vectors are
b1 = (2π/a)(x̂ + ŷ − ẑ), b2 = (2π/a)(−x̂ + ŷ + ẑ), and b3 = (2π/a)(x̂ − ŷ + ẑ).

The Brillouin zone, which can be determined in the usual fashion, is a truncated
octahedron. It is depicted in figure 4, along with the traditional names for the
special points in the irreducible Brillouin zone.
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x y y

z

unit cell

z

(421) 
plane

x

Figure 5: The Miller indices for a crystal plane. Left: A plot of the unit cell. The length

of the unit cell in each direction is the lattice constant for that direction. Right: The shaded

plane is named by locating the intercepts of the plane with the axes, as described in

the text.

Miller Indices

We return to the real lattice, as opposed to the reciprocal lattice, for one last
miscellaneous topic. It is often convenient to have a systematic way of referring
to directions and planes in a crystal. For example, in chapter 6 we refer to
various cross sections and directions in fcc lattices. The traditional way to refer
to planes in a crystal lattice is the system of Miller indices (see, e.g., Ashcroft
and Mermin, 1976; Kittel, 1996). To characterize a plane, we need to specify three
noncollinear points in the plane. The Miller indices of a crystal plane are integers
that give the location of three such points, relative to the lattice vectors of the
crystal. (For the fcc, bcc, and diamond lattices, however, it is conventional to
define the Miller indices with respect to the lattice vectors of the simple-cubic
supercell as in figure 4 of chapter 6.)

Suppose the crystal has lattice vectors a1, a2, and a3. Then the Miller indices are
three integers �, m, and n, written as (�mn). They denote a a plane that intersects
the three points: a1/�, a2/m, and a3/n (or some multiple thereof). That is, the
Miller indices are proportional to the inverses of the intercepts of the plane with
the lattice vectors. Let us consider an example.

The unit cell of the crystal can be plotted with a1, a2, and a3 along its edges.
To name a particular plane in the crystal, we draw the plane on such a plot; in
general, the plane will intersect each of the axes a1, a2, and a3. An example of
such a plot is shown in figure 5, for the special case a1 = ax̂, a2 = aŷ, a3 = aẑ. We
would like to name a surface that intersects the x-axis at one-half lattice constant
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z

(100) 
plane

(111) 
plane

1

1

1

x y yx

z

Figure 6: Special cases of the Miller index system. Left: The (100) plane of a simple-cubic

lattice. The plane never intersects the y or z axes, so the corresponding indices are zero.

Right: The (1̄11) plane of the simple-cubic lattice. The plane intersects the x axis at −1, so a

bar is placed over the corresponding index.

away from the origin, the y-axis one lattice constant away, and the z-axis two lattice
constants away.

First, we take the reciprocals of these intercepts: 2, 1, and 1/2. Next, we find the
smallest integers that have the same ratios as these three: 4, 2, and 1. These integers
are the Miller indices, and we refer to this plane as the (421) plane.

There are two common complications. First, if the surface is parallel to a
particular lattice vector, then it will never intercept that axis. The intercept is
infinite, so to speak, and the reciprocal is zero. The Miller index for that direction
is zero. Figure 6 shows an example of this case, for the (100) plane of a cubic
lattice.

Second, if the plane intercepts an axis at a negative value, the Miller index for
that direction is negative. Traditionally, this is indicated by placing a bar over a
positive integer instead of using a minus sign. For example, the (1̄11) plane of the
cubic lattice is shown in figure 6.

There is another, completely equivalent, interpretation of the Miller indices that
is sometimes more convenient. The indices (�mn) denote the planes perpendicular
to the direction �b1 + mb2 + nb3, where b1, b2, and b3 are the primitive reciprocal
lattice vectors. That is, the Miller indices give the components of the normal to
the planes in the basis of the reciprocal lattice vectors. By convention, we always
divide the Miller indices by any common factor, so they correspond to the shortest
reciprocal lattice vector normal to the planes.
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In a related notation, the expression [�mn] (square brackets) denotes the direction
�a1 + ma2 + na3 (i.e., in the basis of the lattice vectors). The direction [�mn] is not
generally perpendicular to the (�mn) plane, except in an important special case:
lattices with cubic symmetry.

For lattices with cubic symmetry, including fcc and bcc as well as the simple
cubic lattice, the Miller indices are conventionally defined in terms of the cubic
lattice vectors. In this case, both [�mn] and the normal to (�mn) are simply the
(�, m, n) direction in ordinary Cartesian coordinates.

The families of parallel planes defined by integer Miller indices are known as
lattice planes, and are the only planes whose intersection with the crystal is (two-
dimensionally) periodic. It may seem that we have left out many possible planes
by restricting the indices (�mn) to be integers—what if they are real numbers with
irrational ratios? For such irrational Miller indices, the resulting intersection with
the crystal is a non-periodic pattern known as a quasicrystal (?). Quasicrystals
are especially interesting when they occupy the whole physical space (not just a
crystal termination). For example, a particular irrational two-dimensional slice of
a five-dimensional hypercubic lattice yields a famous pattern known as a Penrose
tiling.
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Appendix C

Atlas of Band Gaps

IN THIS APPENDIX, we will chart the locations and sizes of the photonic band gaps
in several different two and three-dimensional photonic crystals. We hope this
will serve two purposes. First, to demonstrate that the engineering possibilities
with photonic crystals are enormous; the class of possible photonic crystals is so
large that designing crystals with gaps in desirable locations is a real possibility.
Second, to serve as a convenient atlas of easily fabricated crystals, in case one of
these crystals suits a particular application.

A plot of the locations of the photonic band gaps of a crystal, as one or more
of the parameters of the crystal are varied, is what we call a gap map. In this
appendix we will present the gap maps for the square and triangular lattices of
cylindrical columns as the radius of the columns varies. We will do this both for
dielectric columns in air, and for air columns in dielectric, both with a dielectric
contrast of 11.4.1 We will plot the TE and TM polarizations together.

Along the horizontal axis of a gap map is the radius of the columns; along the
vertical axis is the frequency (in dimensionless units). The locations of the band
gaps are outlined for both the TE and TM polarizations. To use a gap map to find
a crystal for a specific application, the frequency and the lattice constant must be
scaled to the desired levels, using the scaling laws developed in chapter 3.

The gap maps show the gaps as a function of radius for a fixed ε ratio of 11.4:1,
or an index contrast of 3.38:1. One can also ask the converse question, however:
what is the optimal radius that maximizes the gap size as a function of the index
contrast? Also, what is the minimum index contrast required to obtain a gap for
a given geometry? We answer these questions with a second sort of plot, which
we call a gap recipe: a plot of the optimal radius and the corresponding gap size
as a function of index contrast. This appendix presents gap recipes for the most
common two-dimensional crystals, for TE, TM, and complete gaps. We also show

1 This is the dielectric contrast between gallium arsenide (GaAs) and air, for wavelengths around
1.5 µm (Palik, 1998).
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Figure 1: Gap map for a square lattice of dielectric rods, ε = 11.4.

gap recipes for the simplest (although not the most practical) three-dimensional
crystals, a diamond lattice of dielectric spheres or holes (as in the subsection
Spheres in a diamond lattice of chapter 6).

A Guided Tour of Two-Dimensional Gaps

The first two-dimensional photonic crystal that we will consider consists of
parallel columns arranged in a square lattice. The columns have radius r, and the
lattice constant is a. We first consider the case of dielectric ε = 11.4 columns in air.
The gap map is shown in figure 1.

At a glance, the gap map reveals some interesting regularities. First, the
gaps all decrease in frequency as r/a increases. This is an expected feature,
since the frequency scales as 1/

√
ε in a medium of dielectric constant ε and, as

r/a increases, the average dielectric constant of the medium steadily increases.
Second, even though the plot extends all the way to r/a = 0.70, for which the
dielectric columns fill space, all of the gaps seal up by the time r/a = 0.50. At that
value, the dielectric columns begin to touch one another. The third and perhaps
most remarkable feature is the repetition of the lowest, largest gap at higher
frequencies; progressively smaller copies of the lowest gap are stacked above it
at roughly equal intervals. For r/a = 0.38, there are four TM gaps in the band
structure!
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Figure 2: Gap recipe for the lowest TM gap of the square lattice of dielectric rods.

Since the lowest gap is the largest one, in most cases this is the gap that
is used. In figure 2, therefore, we plot the gap recipe for the lowest gap of
this structure as a function of index contrast. As we might expect, the gap size
increases monotonically with index contrast. The optimal radius, on the other
hand, decreases with index contrast. This makes sense because the diameter of
the rods should be on the order of a half wavelength in the dielectric material,
and the relative wavelength in the material decreases proportional to the index
contrast.

Moreover, there is a minimum index contrast of about 1.72:1 to obtain a TM
gap with the square lattice of rods. (Compare with the one-dimensional gaps
of chapter 4, where even an infinitesimal contrast opened a gap.) This was
explained in the subsection Spheres in a diamond lattice of chapter 6: since a two-
dimensional (or three-dimensional) crystal has different periodicity in different
directions, the gaps in different directions tend not to overlap unless they are
large enough, which requires a minimum index contrast. The more equal we can
make the periodicity in different directions, corresponding to a more circular
Brillouin zone, the easier it generally becomes to create a gap. We return to this
issue with triangular lattices, below.

For the TE polarization, however, figure 1 shows a much more barren terrain.
There are no significant TE gaps at all for the square lattice in the frequency range
displayed. Our results are in agreement with the heuristic of chapter 5, which
holds that connectivity of high-ε regions is conducive to TE gaps, and isolated
patches of high-ε regions lead to TM gaps.
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Figure 3: Gap map for a square lattice of air holes in dielectric (ε = 11.4).

Now we reverse the dielectric configuration, so that the columns of the
square lattice have ε = 1, and the surrounding medium has ε = 11.4. The gap
map for both polarizations is shown in figure 3. Immediately we see that
frequencies increase with r/a this time, since the average dielectric constant
decreases as the air columns grow. The gap structure for the TM modes seems
to open up around r/a = 0.45, in contrast with the sharp cutoff seen for the
dielectric columns. Apparently, connectivity between the air columns is of
importance, since figure 3 displays a significant change of behavior around
r/a = 0.5.

For the TE polarization, the square lattice of air columns fares a bit better than
that of dielectric columns, as figure 3 attests. Several thin gaps may be noted.
However, none of these gaps overlaps a gap for the TM polarization, so there is
no complete band gap for the square lattice for this value of the dielectric contrast.
We shall see that our next structure, the triangular lattice of columns, does possess
such a complete band gap.

Our second structure, the triangular lattice of columns, is depicted in the
inset in figure 4. Here the columns begin touching one another at r/a = 0.50,
and fill space at r/a = 0.58. Again we can distinguish the cases of dielec-
tric (ε = 11.4) columns in air, and air columns in dielectric. We begin with
dielectric columns in air.

Figure 4 displays the gap map. The remarkable self-similarity of the
figure 1, which was for the TM polarization of the square lattice of dielec-
tric columns, is mirrored here. The successive gaps are similar in shape and
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Figure 4: Gap map for a triangular lattice of dielectric rods (ε = 11.4).

orientation, and stack regularly upon one another. The cutoff at r/a = 0.45 is once
again near the column-touching condition.

The gap map for the TE polarization is almost as sparse as the corresponding
case of the square lattice. Only a few slivers are noticeable. The gross properties of
the map (decrease in ω with r/a, transition at r/a = 0.5) follow the same trends as
those already discussed.

On the other hand, the TM gaps for the triangular lattice of rods are visibly
larger than those of the square lattice. The reason for this is that the triangular
lattice has more symmetry, and in particular its Brillouin zone (a hexagon) is more
circular than the Brillouin zone of a square lattice (a square). As discussed above,
this makes it easier to create gaps. This is seen more quantitatively in figure 5,
which shows the gap recipe for the lowest gap in this structure. Its band gaps
are larger than those of the square lattice for the same dielectric contrast, and the
minimum index contrast for a TM gap is now only 1.32:1.

Finally, we turn to the case of air columns in dielectric. The gap map is shown
in figure 6. Although the TM gaps are hardly comparable in size to the gaps for
dielectric columns, the lowest gap should be noted. It happens to occur at the same
location as the lowest TE gap, thereby forming a complete band gap.

Just as the lattice of rods creates large TM gaps, the lattice of holes creates large
TE gaps; this is made quantitative in figure 7, which gives the gap recipe for the
lowest TE gap of the triangular hole lattice. The minimum index contrast to create
a TE gap is only 1.39:1 in this structure. The resulting enormous TE gap at ε = 11.4,
between r/a = 0.20 and 0.50 in figure 6, provides ample space for an overlap
with the TM gap noted above. Thus, for r/a around 0.45, the triangular lattice of
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Figure 5: Gap recipe for the lowest TM gap of the triangular lattice of dielectric rods.
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Figure 6: Gap map for a triangular lattice of air holes in dielectric (ε = 11.4).

247

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



October 30, 2007 Time: 03:32pm appendixc.tex

248 APPENDIX C

Triangular lattice 
of air holes

0

10

20

30

40

50

60

70

80

0

0.05

0.1

0.25

0.3

0.45

0.5

0 1 2 3 4 5 6 7 8 9 10

TE
-g

a
p

 s
iz

e
  (

%
)

O
p

tim
um

 ra
d

ius  r/a

Index contrast  nhi/nlo

0.15

0.2

0.35

0.4

Figure 7: Gap recipe for the lowest TE gap of the triangular lattice of air holes in dielectric.

air columns possesses a complete band gap for all polarizations for frequencies
around 0.45(2πc/a). This discovery was first reported in Meade et al. (1992) and
Villeneuve and Piché (1992). Again, we quantify this complete gap by giving its
gap recipe, plotting the optimal size and radius of the complete gap versus index
contrast in figure 8. For the complete gap, the minimum index contrast is much
larger: 2.63:1 in this structure.

Now that the survey is complete, we can assemble the highlights from our
atlas of the square and triangular lattices. For dielectric columns in air, band gaps
are most abundant for the TM polarization, as long as the columns are not large
enough to touch one another. For air columns, the TE polarization has more band
gaps, and there is even a complete band gap for the triangular lattice.

These are not the only interesting structures that exhibit gaps, of course. In
particular, it may be desirable to have a two-dimensional structure that has an
overlapping band gap for both polarizations and is easier to fabricate. Although
we saw in figure 6 that the triangular lattice of air columns has such a gap,
it occurs at a diameter of d = 0.95a, at a midgap frequency of ωa/2πc = 0.48.
Thus, this structure has very thin dielectric veins of width 0.05a between the air
columns. In fact, to fabricate such a structure with a band gap at λ = 1.5 µm would
require a feature size of 0.035 µm. While such fine feature sizes may be fabricated
using e-beam lithography, this is a relatively difficult procedure. Luckily, there
are so many possibilities for the geometry of the lattice that suitable structures
can be found. Consider, for instance, the “honeycomb lattice.” The gap map for
this structure is presented in figure 9. This figure shows a large overlap around
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dielectric.

0

0.2

1.2

1

0 0.05 0.15 0.3

Honeycomb lattice 
of dielectric rods

TM
TE
Both

Radius r/a

Fr
e

q
ue

nc
y 

 ω
a

/2
πc

0.2 0.250.1

0.4

0.6

0.8

Figure 9: Gap map for a honeycomb lattice of dielectric rods (ε = 11.4).
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r/a = 0.14 and ωa/2πc ∼ 1.0, which is of much larger extent than the complete
band gap of the triangular lattice. To fabricate such a structure with a band gap
at λ = 1.5 µm would require a feature size of 0.45 µm. This improvement should
make the production of such two-dimensional lattices less formidable.

On the other hand, in discussing practical fabrication, it is important to recall
the lessons of chapter 8. The two-dimensional band diagrams presented here are
accurate in three dimensions only if the pattern can be made very thick, so that
the finite height can be neglected. For structures of a finite thickness, the projected
band diagrams of chapter 8 are more appropriate. The same qualitative features
appear, of course: rods favor TM-like gaps, and holes favor TE-like gaps, and even
quantitatively the mismatch is not too great. We also saw that, as long as one
has an approximate horizontal mirror symmetry plane, a complete gap for both
polarizations is not required.

Three-Dimensional Gaps

If we want perfect dielectric confinement of light in all three dimensions, a three-
dimensional photonic crystal is usually required,2 as in chapter 6. For comparison
with the previous section, we also present gap recipes for the simplest three-
dimensional photonic crystal (Ho et al., 1990): a diamond lattice of dielectric
spheres in air or of spherical holes in dielectric, shown respectively in figures 10
and 11.

Both of these graphs display the same monotonic increase of gap size with
index contrast, but we see that it is easier to create a gap with air holes than with
dielectric spheres. Dielectric spheres in air require an index contrast of about 2.05:1
to create a gap, whereas air spheres in dielectric need only a contrast of 1.88:1 to
obtain a complete three-dimensional gap.

Notice also that the spheres are always overlapping, which matches our
expectation in chapter 6 that gaps favor connected structures. In particular, just
tangent spheres would correspond to a radius of r/a = √

3/8 ≈ 0.21651. The
optimal radii are always larger than this (r/a ≈ 0.235 for the dielectric spheres
and r/a ≥ 0.29 for the air holes).

2 Two exceptions are described in Watts et al. (2002) and Xu et al. (2003).
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Appendix D

Computational Photonics

IN CHAPTERS 2 AND 3, we presented the equations of classical electromagnetism,
and derived some of the general properties of the solutions based on symmetry
and linear algebra. In the chapters that followed, we relied on a wide array of
numerical solutions of the equations for particular crystals, waveguides, cavities,
and other structures, to illustrate the concepts. Where did these solutions come
from? Band diagrams, transmission spectra, field patterns, and other results do
not just spring forth from the equations. Considerable effort has gone into the
numerical solution of the Maxwell equations. Although our focus in this book
has been on general principles rather than numerical techniques, this appendix
will serve to draw back the curtain and introduce the reader to the world of
computational photonics.

Even as recently as twenty years ago, it would have been unusual to present
solutions to the Maxwell equations without first describing the computational
method in great detail. Since then, photonics research has undergone the same
profound change that has swept through all areas of science and engineering in
the last half century, catalyzed by the availability of ever more powerful comput-
ers. The solution of a system of partial differential equations in a mere three or four
dimensions is now an unremarkable feat. Almost none of the computations in this
book required more than a few hours on a personal computer. Most required only
a few minutes.

The situation in photonics is especially favorable for computation because the
Maxwell equations are practically exact, the relevant material properties are well
known, and the length scales are not too small. Therefore, an exciting aspect of this
field is that quantitative theoretical predictions can be made ab initio (from first
principles), without any questionable assumptions or simplifications. The results
of such computations have consistently agreed with experiments. This makes it
possible and preferable to optimize the design of photonic crystals on a computer,
and then manufacture them. The computer becomes the pre-laboratory.
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Many standard numerical techniques for the solution of partial differential
equations have been applied to electromagnetism, and each has its own particular
strengths and weaknesses. High-quality “black-box” software is widely available,
including free, open-source programs (some of which are described at the end of
this appendix). Indeed, computational photonics has matured so much that many
practitioners have stopped worrying about the finer details of the numerics, and
are familiar only with the general principles and capabilities of the different tools.
Here, we will summarize some of the most important methods, and work through
a specific example of a band-structure calculation in more detail.

Generalities

Broadly speaking, there are three categories of problems in computational
photonics:

• Frequency-domain eigenproblems: find the band structure ω(k) and the
associated fields, by expressing the problem as a finite matrix eigenproblem
Ax = ω2Bx and applying linear-algebra techniques to find a few of the
eigenvectors x and eigenvalues ω2.1

• Frequency-domain responses: given a current distribution J(x)e−iωt at a
fixed frequency ω, find the resulting fields by expressing the problem as
a finite matrix equation Ax = b and applying linear-algebra techniques to
solve for x.

• Time-domain simulations: simulate the fields E(x, t) and H(x, t) propagat-
ing in time, usually starting with some time-dependent current source J(x, t).

Although most of this book has focused on the band structures and eigenfields,
the other two problems are also important. For example, one often desires the
transmission or reflection spectrum from a finite structure. This cannot be easily
obtained from the band diagram, but at the same time, knowledge of the gaps
and eigenmodes is crucial for the meaningful interpretation of such spectra (as
we saw in chapter 10). There is, of course, some overlap between the problems;
for example, time-domain simulations can be used to compute band structures,
as we will see later in this appendix. When implemented properly, all of the
problems listed above require a computational effort that scales roughly linearly
with the size of the system (as opposed to quadratically or worse). This makes
computational photonics tractable with relatively modest resources.

Another way to categorize numerical methods for partial differential equations
is by the method that is used to reduce the infinite number of unknowns (e.g., the

1 Instead of looking for eigenvalues ω2 at a fixed k, it is possible to formulate the eigenproblem at
a fixed ω for the wave vector k at along a single periodic (or uniform) direction as a generalized
Hermitian eigenproblem with eigenvalue k (Johnson et al., 2001b; Johnson et al., 2002b).
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fields at every point in space) to a finite number (N) of discretized unknowns.
Four important classes of discretization schemes are

• Finite differences: represent unknown functions f (x) by their values
fn ≈ f (n∆x) at discrete points on a grid, and derivatives by differences on
the grid. The most straightforward case is a uniform Cartesian grid,
e.g. d f /dx ≈ ( fn+1 − fn−1)/2∆x.

• Finite elements: divide space into a set of finite geometric elements
(e.g., irregular triangles or tetrahedra), and represent unknown functions
by simple approximations defined on each element (typically, low-degree
polynomials). In a sense, this method is a generalization of finite differences.

• Spectral methods: represent unknown functions as a series expansion in
a complete basis set of smooth functions, truncating the series to have
a finite number of terms. Archetypically, a Fourier series is used; this
is also called a planewave method in two or three dimensions (where
the terms in the Fourier series are plane waves). More generally, when
the boundary conditions are not periodic, it can be advantageous to
employ other basis functions such as Chebyshev polynomials. One can also
use spectral elements, which are similar to finite elements but use a more
complicated spectral basis for each element.

• Boundary-element methods: instead of discretizing all space, discretize
only the boundaries between homogeneous regions. The homogeneous re-
gions are treated analytically. The discretization can use a finite-element
or a spectral basis. A multipole method (Yasumoto, 2005) is essentially a
boundary-element method with a specialized spectral basis for cylindrical or
spherical boundaries (not to be confused with the fast multipole method, an
algorithm to quickly evaluate matrix-vector products for boundary-element
methods). A related idea can be found in transfer-matrix or coupled-wave
methods, which propagate light in a given direction by breaking space into
a sequence of uniform regions, and deriving a scattering matrix that relates
the values of the fields at each transition.

Of these, the simplest methods to implement and analyze are those that operate
on a uniform grid: finite difference methods and the spectral method with a
planewave basis. Finite and spectral elements offer the ability to use different
spatial resolutions in different regions via an unstructured grid. This can be a
huge advantage for problems with complex geometries and a mixture of very
different length scales, such as metallo–dielectric systems (in which micrometer
wavelengths can have nanometer skin depths). On the other hand, this flexibility
comes at a price in complexity. Simpler methods may well be more efficient in
dielectric systems where the index contrast (and thus the length-scale contrast) is
not too great. Some authors tout spectral methods for their extraordinary accuracy:
in principle, the error decreases exponentially with the number of spectral basis
functions. However, that occurs only if all of the singularities are accounted for
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analytically in the basis (or elements), and this is rare for dielectric structures
because discontinuities occur at every interface. Boundary-element methods are in
a class of their own, and have powerful advantages when one has small surfaces
in a large volume. For example, to compute the scattered fields from an object, the
infinite amount of empty space surrounding the object is treated analytically, and
need not be discretized or truncated in any way. Open problems remain, however,
in formulating boundary-element methods in some cases with surfaces that extend
to infinity (for example, to treat a waveguide bend), and their advantages over
finite-element methods in photonic crystals with many surfaces remain debatable.

Once we choose a set of basis functions to represent the discretized unknowns,
we must transform the partial differential (or integral) equation into a set of
algebraic equations. Aside from finite differences, the most common way to
form these algebraic equations is known by several names: weighted residual
methods, Petrov–Galerkin methods, or the method of moments, with Galerkin
and collocation methods as special cases. Although we will not be concerned
with the details here, the general idea is simple and worth reviewing (see, e.g.,
Boyd, 2001). Suppose we are solving a linear equation L̂ f (x)= g(x), with a
differential (or integral) operator L̂, for an unknown function f (x) that we have
expanded in a basis of N functions bn(x) (e.g. finite elements or a spectral basis).
That is, we write f (x)=∑

n cnbn(x) for some unknown expansion coefficients cn. To
get a set of linear algebraic equations for the cn, we simply take the inner product
of both sides of the equation with some N weight functions wm(x). This leads to∑

n(wm, L̂bn)cn = (wm, g), which is in the form of an N×N matrix equation Ax= b
that can be solved for the cn. The choice wm = bm gives a Galerkin method, which
corresponds to solving L̂ f = g up to an error L̂ f − g (the residual) that is required
to be orthogonal to the basis functions bn. The choice wm(x)= δ(x − xm), for a set
of N points xm, gives a collocation method, which corresponds to requiring that our
equation L̂ f =g be satisfied exactly at the N collocation points xm.

We should also alert the reader to a class of computational methods that
should be avoided except in special circumstances: any methods that are restricted
to low index contrasts, which are not appropriate for general photonic-crystal
structures. Such methods include scalar and semi-vectorial approximations, as
well as techniques such as the beam-propagation method (BPM) restricted to
structures that are slowly varying in at least one direction.

Frequency-Domain Eigenproblems

A frequency-domain eigensolver solves the Maxwell eigenproblem for the
frequencies of a periodic system (or nonperiodic, as described below), as given
by equation (11) of chapter 3:

[
(ik + ∇)× 1

ε(r)
(ik + ∇)×

]
uk(r) = Θ̂kuk(r) = ω(k)2

c2 uk(r), (1)
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where uk(r) is the periodic Bloch envelope of the magnetic field Hk = eik·ruk(r).
Since uk(r) is periodic, the computation need only consider the finite unit
cell of the structure. In addition to the eigenequation, uk(r) must satisfy the
transversality constraint:

(ik + ∇) · uk = 0 (2)

The solution to equation (1) as a function of k yields the band structure of the
system, a result whose utility we have exploited for most of this book.

On a computer, this eigenequation must be discretized into N degrees of free-
dom using one of the methods mentioned above, such as the planewave expansion
(as will be described in more detail later). In general, such a discretization
yields a finite generalized eigenproblem Ax = ω2Bx, where A and B are N ×N
matrices and x is the eigenvector. Since the original eigenproblem is Hermitian,
the discretization can be chosen so that A and B are Hermitian and B is positive-
definite,2 which are important properties for the numerical methods below. One
difficulty is the transversality constraint, which we must somehow impose in
addition to the eigenequation. Technically, solutions that violate the transversality
constraint form “spurious modes” existing at ω = 0.3 The simplest way to impose
transversality is to choose a basis that is automatically transverse, such as the
planewave basis described below.

Given such a finite eigenproblem, there are two ways to proceed. One is to
use a standard linear-algebra package such as LAPACK (Anderson et al., 1999)
to find the eigenvectors x and the eigenvalues ω2. Unfortunately, this requires
computation memory proportional to N 2 and time proportional to N 3. Since
N may be in the millions for large three-dimensional systems, this method is
problematic. Instead, we can exploit the fact that only a few of the eigenvalues
are really needed. For example, to compute the band diagrams in this book, we
needed only the smallest few eigenvalues ωn(k) at each k.

This realization leads to iterative methods, which compute a small number p
of the eigenvalues and eigenvectors, such as the p smallest eigenvalues. There
are many such methods (Bai et al., 2000), but they share a few critical features.
First, they work by taking a starting guess for x (e.g., random numbers) and
applying some process to iteratively improve the guess, converging quickly to
the true eigenvector. In this way, any desired accuracy can be obtained in a small
number of steps. Second, they merely require you to supply a fast way to compute
the matrix-vector products Ax and Bx. In finite-element methods, these matrices
are sparse (mostly zeros) and Ax or Bx can be computed in O(N) operations,
while for spectral methods other fast algorithms are available as described below.

2 For example, these properties are always preserved by a Galerkin discretization, which uses matrix
elements Amn = (bm, Θ̂kbn) and Bmn = (bm, bn), given basis functions bn(x).

3 This fact can be derived by taking the divergence of both sides of the eigenequation. Since the
divergence of the curl is zero, one is left with an expression ω2(ik + ∇) · uk = 0. That is, the
eigenequation itself implies that transversality is satisfied if ω �= 0.
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Because of this, A and B need never be stored explicitly, and only O(Np) storage
is required (for the eigenvectors). Third, given an O(N)matrix-vector product, the
computation time grows as O(Np 2) multiplied by the number of iterations; for
p � N, this process is usually much quicker than the O(N 3) explicit solution.

A simple example of such an iterative method can be constructed from the
variational theorem that we proved in the section Electromagnetic Energy and
the Variational Principle of chapter 2. We proved the variational theorem for the
Maxwell eigenproblem, but the same is true of any Hermitian eigenproblem,
and in particular for our finite eigenproblem Ax = ω2Bx. That is, the smallest
eigenvalue ω2

0 satisfies

ω2
0 = min

x

x†Ax
x†Bx

, (3)

where x† denotes the conjugate-transpose (adjoint) of the column vector x. This
is known as Rayleigh-quotient minimization, with x0 at the minimum being the
eigenvector. We can perform this minimization using any one of the myriad
numerical techniques for optimizing a function of several variables, such as a
preconditioned nonlinear conjugate-gradient method (Bai et al., 2000). With the
planewave method described below, convergence in 10–30 steps is typical. Then,
to find the next eigenvalue ω1, we simply minimize the same Rayleigh quotient
but constrain x by the orthogonality relation (which follows for any Hermitian
eigenproblem as in chapter 2): x†Bx0 = 0. This process continues for ω2, ω3, and
so on.

This suffices for periodic structures, but what about nonperiodic structures,
such as line or point defects in photonic crystals? The simplest case to handle
is that of localized modes, such as the waveguide and cavity modes trapped
around line and point defects, respectively. In this case, we can use a supercell
approximation: periodic boundary conditions, but with a large computational
cell surrounding the localized mode so that the boundaries are irrelevant. That is,
we imagine a cavity or waveguide structure that is periodically repeated at large
intervals in space. Because the modes of interest are exponentially localized to
the defect (or defects), the solution converges exponentially fast to the desired
isolated-defect solution as the size of the computational cell increases. (In a
photonic crystal with a large gap, the boundaries typically become irrelevant after
only a few extra periods of bulk crystal are included around the defect.) The k
vector along a supercell direction determines the phase relation between these
artificially repeated structures, and this phase relation also becomes irrelevant
exponentially fast as the cell size increases.

For non-exponentially localized modes in nonperiodic structures, such as the
“leaky” cavity modes of chapters 7 and 8, matters are more complicated. Typically,
one imposes some absorbing boundary conditions or regions (such as the perfectly
matched layers described below). The problem becomes non-Hermitian (allowing
complex ω to account for radiation losses), leading to more complicated numerical
methods.
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Frequency-Domain Responses

Although band structures and eigenstates are useful, they are not the only
quantities of interest in photonic devices. For example, we often want to know
the transmission and reflection through a finite structure from a given source
at a given frequency. Additionally, the response of a structure to currents placed
at various points can reveal a host of interesting phenomena, from the enhance-
ment (or suppression) of spontaneous emission to scattering losses from surface
roughness.4

Here, the classic problem is to find the fields E(r)e−iωt (and also H = − i
ωµ0

∇ ×E)
that are generated in response to some constant-frequency current source J(r)e−iωt

in linear media. By solving the Maxwell equations for E in terms of J, we obtain
the following linear equation:

[
(∇ × ∇ ×)− ω2

c2 ε(r)
]

E(r) = iωµ0J(r). (4)

When this equation is discretized into N unknowns, one obtains an N ×N
matrix equation of the form Ax =b for the unknown “fields” (column vector) x in
terms of the known “currents” b. Although solving such a set of equations directly
would require O(N 2) storage and O(N 3) time, iterative methods are available, as
for the eigenproblem above, that require O(N) storage and roughly O(N) time
(see, e.g., Barrett et al., 1994), given a fast way to compute the matrix-vector
product Ax.

Transmission and scattering calculations, however, typically require “open”
boundaries. This means that the scattered fields must radiate to infinity instead
of reflecting when they hit the edge of the (finite) computational region. Except
for boundary-element methods, in which open boundaries are automatic, this
problem is typically handled by adding a perfectly matched layer (PML) around
the edges of the computational region. A PML is an artificial absorbing material
designed so that there are (theoretically) no reflections from the edge of the
material.5

In our analysis of the Maxwell eigenproblem, the Hermitian property of
the eigenoperator played a central role. The analogous role for the frequency-
domain problem (4) is occupied by a closely related property known as Lorentz
reciprocity.6 In particular, if Ξ̂ is the linear operator on the left-hand side of
equation (4), then reciprocity tells us that (E1, Ξ̂E2) = (Ξ̂E1, E2) for the unconju-
gated inner product (F, G)= ∫

F · G. Therefore, (E1, J2) = (J1, E2). This theorem

4 See, for example, Fan et al. (1997) and Johnson et al. (2005).
5 PML was initially designed for time-domain methods (see, e.g., Taflove and Hagness, 2000; Chew

et al., 2001), but in frequency domain the same idea applies (and, in fact, is even simpler because
only a single frequency ω need be handled).

6 See, for example, Landau et al. (1984, §69) and Potton (2004).
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holds even for complex-valued ε (e.g. for PML absorbing boundaries), unlike the
Hermitian property.7

Time-Domain Simulations

Arguably the most general numerical methods for electromagnetism are those
that simulate the full time-dependent Maxwell equations, propagating the fields
in both space and time. Such time-domain methods can easily support strongly
nonlinear or active (time-varying) media. Frequency-domain methods have more
difficulty with those cases because frequency is no longer conserved. Time-domain
methods can also be used solve the frequency-domain problems above, with some
advantages and disadvantages as described below.

By far the most common technique for time-domain simulations is the
finite-difference time-domain method, or FDTD. As the name implies, FDTD
divides space and time into a grid (usually uniform) of discrete points and
approximates the derivatives (∇× and ∂/∂t) of the Maxwell equations by finite
differences. The propagation in time, in particular, uses a “leap-frog” scheme
where the E fields at time t are computed from the E fields at time t − ∆t along
with the H fields at time t − ∆t/2, and vice versa for H at t + ∆t/2. In this
way, the E and H field patterns are marched through time, offset by half of a
time step ∆t. The details of such methods, which employ a special staggered
“Yee” grid in which the different components of each vector are associated
with different locations on the grid cell, are well described in textbooks such
as Taflove and Hagness (2000). Because FDTD software is widely available, it is
more important to know how it is used and how it compares to frequency-domain
methods.

The FDTD method is commonly employed to compute transmission and
reflection spectra, much like the frequency-domain response of the previous
section. Unlike solvers for a frequency-domain response, however, time-domain
methods can compute the response of a linear system at many frequencies with
a single computation. The trick is to take the Fourier transform of the response
to a short pulse. For example, suppose you want to know the transmitted flux
Re

∫
E∗ × H/2 through a filter structure like those of chapter 10, as a function

of frequency. You use an FDTD code to send a short pulse (which has a broad
bandwidth) into the structure, and observe the resulting fields E(t) and H(t) at
the output plane. These are Fourier-transformed to yield E(ω) and H(ω), from

7 Technically, we require that ε and µ be symmetric 3 × 3 matrices, which is almost always true except
in magneto-optic materials (see footnote 8 on page 40). More generally, one can also formulate a
reciprocity relation for integrals over finite volumes by including an appropriate surface term. The
unconjugated inner product, here, not only allows us to use complex ε, but also turns out to be
essential in order to make this surface term vanish for an integral over all space.
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which the flux is obtained at each ω. As for frequency-domain methods above,
PML absorbing layers are used to simulate open boundaries.

Why, then, would anyone ever directly compute the frequency-domain re-
sponse? There are several reasons. First, because of the uncertainty principle
of the Fourier transform, a time-domain method requires a long time to resolve a
sharp spectral feature. Second, if you are interested in the steady-state
response to a time-harmonic current source J(x)e−iωt, then with a time-domain
method you must smoothly “turn on” the current and wait a long time for
transient effects to die away. A frequency-domain method may be more
efficient. Third, frequency-domain methods allow one to exploit finite-element
or boundary-element methods that more efficiently discretize the problem,
especially in cases for which highly non-uniform resolution is beneficial.
(Moreover, if high spatial resolution is required, then FDTD methods require
high temporal resolution as well, in order to maintain numerical stability.
Thus, the time for a 3D FDTD simulation scales as resolution to the fourth
power instead of to the third power as you might expect.) Although finite-
element methods may be used for time-domain simulations too, they typically
require implicit time-stepping in order to remain stable, which means that an
N × N matrix equation must be solved at every time step. Boundary-element
methods are even more complicated to implement in the time domain, because
different points on surfaces are related by “retarded” Green’s functions that
are nonlocal in time.

Similarly, FDTD and other time-domain methods can be used to extract
frequency eigenvalues. A time-domain eigensolver works by looking at the
response of a structure to a short pulse. The eigenfrequencies are then identified
as the peaks in the spectrum of the response. This method can even be used to
identify resonant or leaky modes, because the width of the peak is related to the
loss rate. In practice, one does not simply look for peaks in the Fourier trans-
form; there are sophisticated signal-processing techniques that are even more
accurate than the Fourier uncertainty principle would seem to imply
(Mandelshtam and Taylor, 1997). Band structures are computed by imposing
Bloch-periodic boundary conditions. Advantages of this technique are that
one learns many eigenfrequencies at once, one can easily hunt for the eigen-
frequencies in a specific portion of the spectrum (e.g., inside the gap, for a
defect-mode calculation), and one can determine loss rates just as easily as
frequencies. One disadvantage is that resolving degenerate or near-degenerate
modes may take a long time, especially if the field patterns are desired in
addition to the frequencies. (Obtaining the eigenfield pattern corresponding to a
given eigenfrequency requires a separate simulation with a narrow-bandwidth
source.) And unfortunately, the signal processing techniques involved in peak
identification offer few guarantees. It is possible to miss eigenfrequencies, or
locate spurious ones. Frequency-domain eigensolvers are more straightforward.
They are essentially bulletproof, and are often faster at computing a few eigen-
frequencies (especially at high resolutions).
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A Planewave Eigensolver

In this book, the single most common type of computation we have performed is
that of the band structure and eigenmodes. Therefore, it makes sense to explain our
computational method for this frequency-domain eigenproblem in more detail.
For a more thorough discussion of this scheme, which we have employed in our
research for many years and have successfully compared to experimental results,
see Meade et al. (1993) and Johnson and Joannopoulos (2001).

We employ a spectral method with a planewave basis. To see how that works,
we begin in one dimension where it corresponds to the familiar Fourier series. In
particular, we are solving (1) for a periodic function uk(x) = uk(x + a)with period
a. It is a remarkable fact, first postulated by Joseph Fourier at the beginning of the
19th century (amid some controversy), that any reasonable periodic function can
be represented by an infinite sum of sines and cosines.8 Or, in terms of complex
exponentials,

uk(x) =
∞∑

n=−∞
cn(k)e i 2πn

a x, (5)

for complex Fourier-series coefficients cn(k) = 1
a

∫ a
0 dx e−i 2πn

a xuk(x). Note that each
term in the sum is a periodic function with period a. To use this representation
on a computer, we need to truncate the sum to have a finite number (N) of terms.
This is feasible because the coefficients cn are decaying with |n|.9 Thus, we use the
N lowest-|n| terms (say, − N

2 to N
2 − 1). We have transformed the problem from

finding uk(x) to solving a set of linear equations for the N unknowns cn. We will
show how to write down these equations after first returning to the full vectorial
problem.

We can generalize the Fourier series to several dimensions by recognizing that
the 2πn/a in the complex exponential is none other than a reciprocal lattice vector
of the one-dimensional lattice with period a. By analogy, the multidimensional
Fourier series is

uk(r) =
∑

G

cG(k)e iG·r, (6)

where the sum is over all of the reciprocal lattice vectors G (see appendix B), and
cG = 1

V

∫
d3r e−iG·ruk(r) where V is the unit-cell volume. By construction, each

term in the sum is periodic in r with respect to the lattice vectors R, since G · R is a
multiple of 2π by definition. Note that, since uk is a vector field, our Fourier-series

8 A more rigorous statement, historical background, and pathological exceptions to this rule can be
found in, e.g., Körner (1988).

9 The rate of convergence depends on the smoothness of uk(x); if uk(x) is �-times differentiable, then
|cn| decreases faster than 1/|n|� (Katznelson, 1968).
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coefficients cG are now vectors as well. If we apply the transversality constraint (2)
to equation (6), we obtain a simple constraint on the coefficients:

(k + G) · cG = 0. (7)

We see that transversality is automatically obeyed if we build the field H = ukeik·r

out of plane waves that are themselves transverse. Therefore, for each G we
choose two perpendicular unit vectors ê(1)G and ê(2)G orthogonal to k + G, and write
cG = c(1)G ê(1)G + c(2)G ê(2)G . We have thus reduced the problem to two unknowns c(1)G

and c(2)G per G, and we need not worry about transversality any more.
Given the transverse Fourier-series representation (6), we now derive a set

of equations to determine the coefficients cG by substituting (6) into the eigen-
equation (1). By Fourier transforming both sides of equation (1) (i.e., integrating
with

∫
e−iG′ ·r), we obtain equations

∑

G

[
− ε−1

G′−G · (k + G′)× (k + G)×
]
cG = ω2

c2 cG′ (8)

in terms of the Fourier transform (series coefficients) ε−1
G of ε−1(r).

Equation (8) is an infinite set of linear equations for the infinite set of unknowns
represented by cG. There are two related methods for truncating this infinite set
of equations. First, we can simply take equation (8) for a finite set of plane waves
G (e.g., a sphere around the origin), and throw out terms corresponding to larger
|G| values on the assumption that they are small. This would involve computing
the exact Fourier transform ε−1

G of the inverse dielectric function, which might
require many expensive numerical integrations. However, since we are going to
throw out large G components anyway, we might as well go one step further and
approximate ε−1

G using the discrete Fourier transform (DFT). The DFT essentially
replaces the Fourier transform by a discrete sum.10

Once we have truncated to a finite set of G values, equation (8) is a finite
matrix eigenequation of the form Ax = ω2x, where x is the column-vector of
our unknown c(�)G ’s and A is the matrix of the coefficients on the left-hand side.11

Viewed in this way, we have a problem: because the coefficients ε−1
G′−G are generally

nonzero for all G′ and G, our matrix A is dense (mostly nonzero), and multiplying
Ax takes O(N2) time. This is a death-knell for iterative methods, which require the
multiplication Ax to be very rapid.

The saving grace for the planewave method is the existence of fast Fourier
transform (FFT) algorithms, which can compute the multidimensional DFT over

10 Technically, the difference here between computing the Fourier transform exactly and via the DFT
is the difference between a Galerkin method and a collocation method, where the latter means that
we are enforcing the eigenequation at a set of discrete points (Boyd, 2001).

11 The reason why we don’t get a generalized eigenproblem Ax = ω2Bx, or rather why B here is the
identity, is that the planewave basis functions are orthogonal to one another.
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N points in O(N log N) time.12 This means we can multiply cG by the operator on
the left-hand side of equation (8) via a three-step process. First, we take the cross-
product (k + G) × cG, which takes O(N) time. Then, we compute the (inverse)
FFT to transform into position (r) space, where we can multiply by ε−1(r) in O(N)
time. Finally, we FFT back to G coordinates to perform the final cross-product
(k + G′)×. In all, this process takes O(N log N) time and requires O(N) storage,
which is fast enough for iterative methods to be efficient.13

We should also mention another important technical advantage of the
planewave representation for iterative eigensolvers, having to do with efficient
preconditioners. A preconditioner, in an iterative method, is essentially an
approximate solution to the equation that is used to accelerate each step of the
iteration. A good preconditioner can speed up the solution by orders of magnitude,
from thousands of iterations to tens, but the development of such a preconditioner
is a difficult and problem-dependent task. For the planewave method, however,
efficient preconditioning is simple: one can precondition by considering only
the diagonal entries of A, which are just |k + G|2, since these entries dominate
the problem for large |G|.14

The accuracy of the planewave method is determined by the rate of conver-
gence of the cG Fourier coefficients, since our errors are determined by the size
of the large-|G| coefficients that we discarded. Unfortunately, for discontinuous
dielectric structures, the corresponding Fourier transform converges rather slowly
(the Fourier coefficients of ε−1 decrease proportional to 1/|G|), which leads
to problems noted by Sözüer et al. (1992). (Related problems arise in finite-
difference methods, where they are known as “staircasing” of dielectric interfaces.)
Fortunately, these difficulties can be greatly reduced by a properly designed
interpolation scheme, which smooths out the sharp dielectric interfaces without
itself adding new errors to the frequency (Meade et al., 1993; Johnson and
Joannopoulos, 2001). Similar benefits from smoothing accrue in other methods
such as FDTD, and the underlying principle guiding the choice of interpolation
scheme derives from the perturbation theory of chapter 2 (Farjadpour et al., 2006).

Further Reading and Free Software

A review of iterative planewave eigensolver methods for photonic crystals can
be found in Johnson and Joannopoulos (2001), and a good reference on the
finite-difference time-domain (FDTD) method is Taflove and Hagness (2000). An

12 See, for example, Brigham (1988).
13 Put another way, we are taking advantage of the fact that equation (8) is in the form of a

discrete convolution, which can be evaluated in O(N log N) operations by a pair of FFTs using the
convolution theorem (DFTs turn convolutions into pointwise products).

14 This is motivated by “kinetic-energy” preconditioners from quantum mechanics (Payne et al., 1992;
Johnson and Joannopoulos, 2001). Other strategies to find preconditioners are described in Barrett
et al. (1994).

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 15, 2007 Time: 01:50pm appendixd.tex

264 APPENDIX D

overview of finite-element and boundary-element methods in electromagnetism
can be found in Chew et al. (2001), and several other methods are described in
Yasumoto (2005). For a general (not specifically electromagnetic) introduction to
spectral methods, see e.g. Boyd (2001); boundary-element methods, see e.g. Bonnet
(1999); finite-difference methods, see e.g. Strikwerda (1989). Broad surveys of
iterative methods for linear equations and eigenproblems can be found in Barrett
et al. (1994) and Bai et al. (2000), respectively.

Numerous commercial software products are available for electromagnetic
problems and can easily be found in the usual catalogues. In the course of our
own research, we have become strong proponents of free software (a.k.a. open-source
code), which has many advantages. Besides having low cost, it is also portable,
customizable, and vendor-independent. In particular, we have developed and
released a free program called MPB (ab-initio.mit.edu/mpb) for computing band
structures and eigenmodes by a planewave method, and a program called Meep
(ab-initio.mit.edu/meep) that implements the FDTD method. These two programs
performed all the calculations in this book. Another free program that we have
found useful is CAMFR (camfr.sourceforge.net) by Bienstman (2001), which finds
the frequency-domain response by a transfer-matrix method that is especially
efficient for structures that can be subdivided into a sequence of uniform cross
sections along a given direction.
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Čtyroký, Jiřıi. 2001. “Photonic bandgap structures in planar waveguides.” J. Opt. Soc.
Am. A 18(2):435–441.

Dowling, Jonathan P., and Charles M. Bowden. 1994. “Anomalous index of refraction
in photonic bandgap materials.” J. Mod. Opt. 41(2):345–351.

Drikis, I., S. Y. Yang, H. E. Horng, Chin-Yih Hong, and H. C. Yang. 2004. “Modified
frequency-domain method for simulating the electromagnetic properties in periodic
magnetoactive systems.” J. Appl. Phys. 95(10):5876–5881.

Eisenhart, L. P. 1948. “Enumeration of potentials for which one-particle Schrödinger
equations are separable.” Phys. Rev. 74:87–89.

Elachi, Charles. 1976. “Waves in active and passive periodic structures: A review.” Proc.
IEEE 64(12):1666–1698.

Fan, Shanhui, Joshua N. Winn, Adrian Devenyi, J. C. Chen, Robert D. Meade, and J. D.
Joannopoulos. 1995a. “Guided and defect modes in periodic dielectric waveguides.”
J. Opt. Soc. Am. B 12(7):1267–1272.

Fan, Shanhui, P. R. Villeneuve, and J. D. Joannopoulos. 1995b. “Theoretical investiga-
tion of fabrication-related disorder on the properties of photonic crystals.” J. Appl.
Phys. 78:1415–1418.

Fan, Shanhui, Pierre R. Villeneuve, and J. D. Joannopoulos. 1995c. “Large omnidi-
rectional band gaps in metallodielectric photonic crystals.” Phys. Rev. B 54:11245–
11251.

Fan, Shanhui, Pierre R. Villeneuve, J. D. Joannopoulos, and E. F. Schubert. 1997. “High
extraction efficiency of spontaneous emission from slabs of photonic crystals.” Phys.
Rev. Lett. 78:3294–3297.

Fan, Shanhui, Pierre R. Villeneuve, J. D. Joannopoulos, and H. A. Haus. 1998. “Channel
drop tunneling through localized states.” Phys. Rev. Lett. 80(5):960–963.

Fan, Shanhui, Pierre R. Villeneuve, J. D. Joannopoulos, and H. A. Haus. 2001a.
“Loss-induced on/off switching in a channel add/drop filter.” Phys. Rev. B
64:245302.

Fan, Shanhui, Steven G. Johnson, J. D. Joannopoulos, C. Manolatou, and H. A. Haus.
2001b. “Waveguide branches in photonic crystals.” J. Opt. Soc. Am. B 18(2):162–165.

Fan, Shanhui, and J. D. Joannopoulos. 2002. “Analysis of guided resonances in
photonic crystal slabs.” Phys. Rev. B. 65: 235112.

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 13, 2007 Time: 06:55pm bibliography.tex

268 BIBLIOGRAPHY

Fan, Shanhui, Wonjuoo Suh, and J. D. Joannopoulos. 2003. “Temporal coupled-mode
theory for the Fano resonance in optical resonators.” J. Opt. Soc. Am. A 20(3):569–572.

Fano, U. 1961. “Effects of configuration interaction on intensities and phase shifts.”
Phys. Rev. 124(6):1866–1878.

Farjadpour, A., David Roundy, Alejandro Rodriguez, M. Ibanescu, Peter Bermel,
J. D. Joannopoulos, Steven G. Johnson, and G. W. Burr. 2006. “Improving accuracy
by subpixel smoothing in the finite-difference time domain.” Opt. Lett. 31:2972–
2974.

Felber, F. S., and J. H. Marburger. 1976. “Theory of nonresonant multistable optical
devices.” Appl. Phys. Lett. 28(12):731–733.

Fink, Yoel, Joshua N. Winn, Shanhui Fan, Chiping Chen, Jurgen Michel, J. D.
Joannopoulos, and Edwin L. Thomas. 1998. “A dielectric omnidirectional reflector.”
Science 282:1679–1682.

Fink, Yoel, Augustine M. Urbas, Moungi G. Bawendi, John D. Joannopoulos, and
Edwin L. Thomas. 1999a. “Block copolymers as photonic bandgap materials.”
J. Lightwave Tech. 17(11):1963–1969.

Fink, Yoel, Daniel J. Ripin, Shanhui Fan, Chiping Chen, J. D. Joannopoulos, and
Edwin L. Thomas. 1999b. “Guiding optical light in air using an all-dielectric
structure.” J. Lightwave Tech. 17(11):2039–2041.

Floquet, Gaston. 1883. “Sur les équations différentielles linéaires à coefficients péri-
odiques.” Ann. École Norm. Sup. 12:47–88.

Foresi, J. S., P. R. Villeneuve, J. Ferrera, E. R. Thoen, G. Steinmeyer, S. Fan, J. D.
Joannopoulos, L. C. Kimerling, Henry I. Smith, and E. P. Ippen. 1997. “Photonic-
bandgap microcavities in optical waveguides.” Nature 390(13):143–145.

Fowles, Grant R. 1975. Introduction to Modern Optics. New York: Dover.
Garcia-Santamaria, Florencio, Hideki T. Miyazaki, Alfonso Urquia, Marta Ibisate,

Manuel Belmonte, Norio Shinya, Francisco Meseguer, and Cefe Lopez. 2002.
“Nanorobotic manipulation of microspheres for on-chip diamond architectures.”
Adv. Materials 14(16):1144–1147.

Gloge, D. 1971. “Weakly guiding fibers.” Appl. Opt. 10(10):2252–2258.
Gohberg, Israel, Sehmour Goldberg, and Marinus A. Kaashoek. 2000. Basic Classes of

Linear Operators. Basel: Birkhäuser.
Graetsch, Heribert. 1994. “Structural characteristics of opaline and microcrystalline

silica minerals.” Reviews in Mineralogy 29:209–232.
Gralak, Boris, Gerard Tayeb, and Stefan Enoch. 2001. “Morpho butterflies wings color

modeled with lamellar grating theory.” Opt. Express 9(11):567–578.
Griffiths, D. J. 1989. Introduction to Electrodynamics. Englewood Cliffs, NJ: Prentice Hall.
Hall, A. Rupert. 1990. “Beyond the fringe: Diffraction as seen by Grimaldi, Fabri,

Hooke and Newton.” Notes and Records of the Royal Soc. London 44(1):13–23.
Harrison, W. A. 1980. Electronic Structure and the Properties of Solids. San Francisco:

Freeman.
Haus, Hermann A. 1984. Waves and Fields in Optoelectronics. Englewood Cliffs, NJ:

Prentice-Hall.
Haus, Hermann A., and Weiping Huang. 1991. “Coupled-mode theory.” Proc. IEEE

79(10):1505–1518.

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 13, 2007 Time: 06:55pm bibliography.tex

BIBLIOGRAPHY 269

Haus, Hermann A., and Y. Lai. 1991. “Narrow-band distributed feedback reflector
design.” J. Lightwave Tech. 9(6):754–760.

Hecht, Eugene, and Alfred Zajac. 1997. Optics. 3rd ed. Reading, MA: Addison-Wesley.
Hill, George William. 1886. “On the part of the motion of the lunar perigee which is a

function of the mean motions of the sun and moon.” Acta Math. 8:1–36. This work
was initially published and distributed privately in 1877.

Hill, K. O., Y. Fujii, D. C. Johnson, and B. S. Kawasaki. 1978. “Photosensitivity in
optical fiber waveguides: Application to reflection filter fabrication.” Appl. Phys. Lett.
32(10):647–649.

Ho, K. M., C. T. Chan, and C. M. Soukoulis. 1990. “Existence of a photonic gap in
periodic dielectric structures.” Phys. Rev. Lett. 65:3152–3155.

Ho, K. M., C. T. Chan, C. M. Soukoulis, R. Biswas, and M. Sigalas. 1994. “Photonic band
gaps in three dimensions: New layer-by-layer periodic structures.” Solid State Comm.
89:413–416.

Hughes, S., L. Ramunno, Jeff F. Young, and J. E. Sipe. 2005. “Extrinsic optical scattering
loss in photonic crystal waveguides: Role of fabrication disorder and photon group
velocity.” Phys. Rev. Lett. 94:033903.

Ibanescu, Mihai, Steven G. Johnson, Marin Soljačić, J. D. Joannopoulos, Yoel Fink,
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Lončar, Marco, Tomoyuki Yoshie, Axel Scherer, Pawan Gogna, and Yueming Qiu. 2002.
“Low-threshold photonic crystal laser.” Appl. Phys. Lett. 81(15):2680–2682.

Louisell, William H. 1960. Coupled Mode and Parametric Electronics. New York: Wiley.
Lu, Zhaolin, Shouyuan Shi, Janusz A. Murakowski, Garrett J. Schneider, Christo-

pher A. Schuetz, and Dennis W. Prather. 2006. “Experimental demonstration of
self-collimation inside a three-dimensional photonic crystal.” Phys. Rev. Lett. 96:
173902.

Luo, Chiyan, Steven G. Johnson, and J. D. Joannopoulos. 2002a. “All-angle negative
refraction in a three-dimensionally periodic photonic crystal.” Appl. Phys. Lett.
81:2352–2354.

Luo, Chiyan, Steven G. Johnson, J. D. Joannopoulos, and J. B. Pendry. 2002b.
“All-angle negative refraction without negative effective index.” Phys. Rev. B
65:201104.

Luo, Chiyan, Steven G. Johnson, J. D. Joannopoulos, and J. B. Pendry. 2003. “Subwave-
length imaging in photonic crystals.” Phys. Rev. B 68:045115.
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absorption, 3, 8, 18, 62, 88, 104, 147, 151,
176, 183, 212, 258

adiabatic, 147, 149, 212
air band, 47, 69, 232
anisotropic medium, 7, 56
anti-crossing, 143
ARROW model, 171

band diagram, 29 see band structure
band gap, 2, 47, 75
—complete, 2, 3, 61, 74, 96, 98, 121, 169,

246
—incomplete, 125, 130, 136
—off-axis, 54, 77
—omnidirectional mirror, 63
—size of, 49
—TE, 72
—TM, 69, 71
band structure, 29, 36, 68
—projected, 87, 90, 116, 136, 158
bandwidth, 57, 77, 132, 146, 151, 187, 193,

205, 218, 221
bcc, see lattice, body-centered cubic
bend, 149, 162, 188, 205
Bessel function, 177
bistability, 214
Bloch state, 34, 35, 45, 67, 235
Bloch’s theorem, 34, 43, 45
boundary condition, 36, 71, 164, 177, 182,

254, 257
Bragg fiber, 60, 64, 157, 175
Bragg onion, 64
Brewster’s angle, 63, 182
Brillouin zone, 34, 43, 45, 67, 90, 99, 125,

159, 223, 233, 236
—edge, 47, 52, 68, 133, 146
—irreducible, 37, 68

cavity, 47, 79, 110, 195
—metallic, 2, 22, 25
—resonant, 130, 149, 196, 199
cavity QED, 196
colloid, 104
coloration, 104
commutator, 27
commuting operators, 27
concentration factor, 69, 74
conduction band, 2, 79, 232
continuum, 22, 32, 83, 161
coupled-cavity waveguide,

see waveguide
coupled-mode theory, 132, 188, 198
crosstalk, 169, 220

defect
—electronic, 79
—line, 86, 114, 139, 193
—localized mode, 22, 53, 58, 78
—point, 78, 109, 114, 130, 147, 172, 195
—random, see disorder
—surface, see surface state
degenerate modes, 13, 22, 26, 33, 49, 55,

81, 83, 112, 159, 164, 181, 188, 220, 260
density of states, 59, 78, 109, 148, 187
dielectric band, 47, 69, 232
dielectric constant, 7
—anisotropic, see anisotropic medium
diffraction, 221, 226
dipole, 83, 84, 112, 152, 164, 196, 220
disorder, 2, 3, 147, 151, 175, 183, 258
dispersion, 144, 146, 188, 194
—material, 8, 16, 40, 162, 165, 226
—modal, 89, 183, 187
—polarization-mode, 188
dispersion parameter, 146
dispersion relation, see band structure

effective area, 167, 218
effective index, 161
effective medium, 56, 93, 138, 224, 227

C O P Y R I G H T  2 0 0 8 ,  P R I N C ET O N U N I V E R S I T Y  P R E S S



November 13, 2007 Time: 06:57pm index.tex

284 INDEX

eigenproblem, 10, 23, 253
—generalized, 17, 253, 256
eigenvalue spectrum, 21, 29, 36
energy
—electric-field, 14, 18, 47, 69, 184
—electromagnetic, 15, 40, 131, 200
—electronic, 2, 15, 21, 83, 230
—photon, 195
—transport, 16
evanescent mode, 32, 40, 52, 58, 61, 62,

79, 86, 133, 164, 223
extinction coefficient, 183

Fano resonance, 219
fcc, see lattice, face-centered cubic
fiber, 1, 156, 193, 205
—Bragg, see Bragg fiber
fiber Bragg grating, 134, 157
filter, 44, 47, 60, 149, 198, 208
—channel-drop, 212, 219
Floquet mode, 34
Fourier analysis, 9, 42, 132, 133, 150, 226,

233, 254, 259, 261
free spectral range, 149
fundamental mode, 124, 137, 160
—space-filling, 158

gap map, 192, 242
gap recipe, 242
group theory, 30, 43, 83, 86, 112, 160, 164
group velocity, 40, 69, 87, 146, 166, 184,

193, 221, 223
—zero, see slow light
guided mode, 32, 58, 60, 86, 114, 124, 136,

158, 172, 193

harmonic mode, 4, 8, 12, 230
Hermitian operator, 7, 11, 24, 35, 40, 230,

256
hexapole, 86, 152
holey fiber, 157
homogeneous medium, 28, 40, 46, 161,

225, 254
hysteresis effect, 215

index guiding, 31, 57, 60, 78, 88, 89, 91,
116, 122, 141, 157, 164

index, refractive, 8, 18, 31, 51, 161, 166,
183

—anisotropic, see anisotropic medium
—effective, see effective medium
—negative, 227
intensity, 16, 152, 164, 166, 173
inverse opal, 104
irreducible representation, see group

theory
isofrequency diagram, 223
isolator, 220

Kerr effect, 166, 215
Kronig-Penney model, 93

lattice, 2
—body-centered cubic, 121, 238, 239
—diamond, 95, 251
—face-centered cubic, 95, 99, 238, 239
—face-centered tetragonal, 102
—honeycomb, 248
—simple cubic, 95, 121, 241
—square, 37, 66, 135, 223, 236, 243
—triangular, 75, 106, 118, 135, 237, 245
—trigonal, 107
lattice constant, 32, 47, 68, 75, 98, 239
lattice planes, 222, 241
lattice vector, 34, 230, 233
—primitive, 32, 34, 45, 66, 95, 234
leaky mode, 83, 126, 130, 131, 145, 147,

200, 257
light cone, 32, 62, 90, 117, 124, 136, 141,

158
light line, 32, 46, 57, 60, 62, 90, 117, 126,

133, 137, 158, 173
linear operator, 10
LP mode, 160, 163, 164

magnetic permeability, 8, 17
magneto-optic material, 40, 220, 259
master equation, 6, 9, 35, 230
Maxwell equation, 6
membrane, suspended, 136, 142
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metal, 3, 80, 155, 191, 227, 254
—cavity, see cavity
—perfect, 8, 165
—waveguide, see waveguide
metallo-dielectric photonic crystal, 8, 165
microwave, 2, 20, 99, 113, 191, 227
midgap, 49, 53, 53, 59, 89, 192
Miller indices, 89, 117, 222, 239
mirror
—dielectric, see multilayer film
—omnidirectional, 3, 62, 176, 178
model area, see effective area
modal volume, 150, 217
monopole, 81, 84, 110, 147, 164, 196
multilayer film, 3, 44, 175, 178
multipole expansion, 152

negative refraction, 227
nonlinearity, 7, 18, 19, 88, 146, 162, 166,

193, 214, 259
—Kerr, see Kerr effect

opal, 103
orthogonality, 13, 17, 21, 257

perturbation theory, 18, 41, 50, 93, 134,
188

—absorption, 183, 212
—nonlinearity, 167, 218
phase velocity, 42, 161, 177, 226
photonic-crystal slab, 135
photorefractive effect, 134
plane wave, 9, 28, 33, 40, 44, 185, 221,

233
—numerical method, 261
plasma frequency, 165
point group, 37
polarization, 23, 38, 55, 67, 74, 77, 127,

137, 148, 163, 181
—circular, 177
—linear, see LP mode
—transverse, see TM, TE
Poynting vector, 16, 41, 200
preform, 157
primitive cell, 95

propagation constant, 124
pseudogap, 103
pseudovector, 26, 39, 129, 143

Q, see quality factor
quadrupole, 82, 84, 152, 153
quality factor, 131, 149, 196
quantum mechanics, 2, 11, 22, 25, 27, 41,

42, 163, 177, 188, 205, 229
quarter-wave stack, 52, 62, 178
quasi–phase-matching, 47
quasi-crystal, 3

radiation loss, 125, 130, 132, 147, 149, 185,
208, 211, 257

ray optics, 30, 126, 221
Rayleigh quotient, 14, 257
Rayleigh scattering, 186
reciprocal lattice, 34, 43
reciprocal lattice vector, 42, 221, 234, 261
—primitive, 33, 34, 45
reciprocity, 12, 201, 258
reflection
—computational cell, 258
—diffractive, 223
—disorder-induced, 147
—Fresnel, 78
—mirror, see symmetry
—omnidirectional, see mirror
—specular, 222
—total internal, see index guiding
reflection spectrum, 203, 259
refraction, 31, 44, 221
resonance, see leaky mode
ring resonator, 149, 220

scalar approximation, 163, 167, 185, 255
scale invariance, 20, 49, 96, 162, 191
separable, 23, 28, 93, 126, 177
slow light, 69, 115, 146, 167, 193, 221
Snell’s law, 8, 31, 224
soliton, 166
spontaneous emission, 121, 151, 195, 258
substrate, 129, 132, 144, 148
supercell, 95, 239, 257
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supercollimation, 227
supercontinuum generation, 166
superprism, 225
surface state, 54, 60, 89, 116, 173, 187,

227
surface states, 141
surface termination, 61, 89, 119, 141, 174,

180, 224
symmetry
—continuous rotational, 64, 177
—continuous translational, 27, 62, 123,

158
—discrete translational, 32, 66, 86, 124,

221
—inversion, 26
—mirror, 37, 55, 67, 77, 124, 127, 136, 143,

203
—rotational, 36, 113, 160
—time-reversal, 39, 52, 199, 220
symmetry group, see group theory

TE, 39, 55, 62, 62, 67, 69, 80
te, 180
TE-like, 112, 128, 136
total internal reflection, see index guiding
TM, 39, 55, 62, 67, 69, 80, 165
tm, 180
TM-like, 110, 128, 136
total internal reflection, see index guiding
transfer matrix, 177, 254, 264

transmission spectrum, 196, 202, 259
transversality constraint, 9, 10, 17, 28, 36,

163, 256
transverse electric, see TE
transverse magnetic, see TM

units, 6, 49, 150, 192, 200

valence band, 2, 79, 232
variational theorem, 14, 23, 47, 69, 137,

161, 231, 257

wave number, 124, 163
wave vector, 28, 45, 52, 86
—Bloch, 35
—conservation of, 30, 31, 35, 40, 62, 86,

87, 125, 136, 169, 220, 221
waveguide, 87, 114, 139, 193, 199
—coupled-cavity, 116, 220
—fiber, see fiber
—metallic, 2, 115, 180
—periodic, 208
—periodic dielectric, 122
—planar, 30, 60, 135
—single-mode, 88
wavevector diagram, see isofrequency

diagram
woodpile, 100, 105

Yablonovite, 99, 113
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