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Abstract

“It doesn’t matter what we cover. It matters what you discover.”

[Attributed to Viktor Weisskopf, theoretical physicist, 1908 – 2002]

Contents

0 Introductory Remarks 3

1 Newtonian mechanics 4

1.1 Newton’s laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Inertial frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Equations of motion for a single body . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Force as function of time . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.2 Force as function of position . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.3 Force as function of velocity . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Planar kinematics
∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.5 Conservation laws
∗

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.6 Potential energy and form of motion
∗
. . . . . . . . . . . . . . . . . . . . . . 19

2 Oscillations
∗

21

2.1 Simple harmonic oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Harmonic oscillation in two dimensions
∗
. . . . . . . . . . . . . . . . . . . . 23

2.3 Phase diagrams
∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4 Damped oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5 Driving forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

∗joachim.brod@uc.edu

1

http://creativecommons.org/licenses/by/4.0


2.6 Superposition principle and Fourier series
∗
. . . . . . . . . . . . . . . . . . . 28

3 Gravitation 30

3.1 Newton’s law of gravitation . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 Gravitational potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3 Poisson’s equation
∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Ocean tides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Variational calculus 36

4.1 Euler’s equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Euler’s equations with constraints . . . . . . . . . . . . . . . . . . . . . . . 41

4.3 The δ notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Lagrangian and Hamiltonian mechanics 43

5.1 Hamilton’s principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2 Generalized coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.3 Lagrange’s equations in generalized coordinates . . . . . . . . . . . . . . . 46

5.4 Lagrange’s equations with undetermined multipliers . . . . . . . . . . . . . 48

5.5 The method of similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.6 Conservation laws and symmetry . . . . . . . . . . . . . . . . . . . . . . . . 52

5.6.1 Conservation of energy . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.6.2 Conservation of linear momentum . . . . . . . . . . . . . . . . . . . 53

5.6.3 Conservation of angular momentum . . . . . . . . . . . . . . . . . . 54

5.7 Canonical equations – Hamiltonian dynamics . . . . . . . . . . . . . . . . . 55

5.8 Derivation of Hamilton’s equations from a variational principle . . . . . . 58

5.9 Liouville’s theorem
∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

6 Central-force motion 60

6.1 Reduced mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.2 Conservation theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.3 Equations of motion, orbits, and effective potential . . . . . . . . . . . . . . 62

6.4 Planetary motion: Kepler’s problem . . . . . . . . . . . . . . . . . . . . . . 63

6.5 Time dependence of planetary motion
∗

. . . . . . . . . . . . . . . . . . . . . 66

6.6 The Laplace-Runge-Lenz vector
∗
. . . . . . . . . . . . . . . . . . . . . . . . . 67

6.7 Perihelion shifts
∗

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7 Systems of particles 69

7.1 Linear momentum and center of mass . . . . . . . . . . . . . . . . . . . . . . 69

7.2 Angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

7.3 Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

7.4 Decay of particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

7.5 Elastic collision of two particles . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.6 Scattering cross sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.7 The Rutherford cross section
∗

. . . . . . . . . . . . . . . . . . . . . . . . . 83

2



8 Motion in a noninertial reference frame 85

8.1 Angular velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.2 Accelerating coordinate systems . . . . . . . . . . . . . . . . . . . . . . . . . 86

8.3 Motion relative to the earth . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

9 Dynamics of rigid bodies 92

9.1 The inertia tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.2 Steiner’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

9.3 Principal axes of inertia
∗

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

9.4 Angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

9.5 Euler angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9.6 Euler’s equations for a rigid body . . . . . . . . . . . . . . . . . . . . . . . . 100

9.7 Force-free motion of a symmetric top . . . . . . . . . . . . . . . . . . . . . . 101

9.8 Motion of a symmetric top with one point fixed . . . . . . . . . . . . . . . . 104

9.8.1 Motion without nutation . . . . . . . . . . . . . . . . . . . . . . . . . 106

9.8.2 The sleeping top . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

9.9 Stability of rigid-body rotations . . . . . . . . . . . . . . . . . . . . . . . . . 108

9.10 Theory of Billiard
∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

10 Small oscillations 113

10.1 Two coupled harmonic oscillators . . . . . . . . . . . . . . . . . . . . . . . . 113

10.2 General theory of small oscillations . . . . . . . . . . . . . . . . . . . . . . . 115

10.3 Continuous systems – the wave equation . . . . . . . . . . . . . . . . . . . . 120

10.3.1 Three coupled oscillators . . . . . . . . . . . . . . . . . . . . . . . . . 120

10.3.2 n coupled oscillators . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

10.3.3 Transition to the continuum . . . . . . . . . . . . . . . . . . . . . . . 122

10.4 Solutions of the wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . 123

10.4.1 The oscillating string . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

10.4.2 The oscillating membrane . . . . . . . . . . . . . . . . . . . . . . . . 125

A Two-dimensional rotations 127

B Line integrals 127

C Cylinder coordinates 128

D Rotating frame using Lagrangian mechanics 128

References 130

0 Introductory Remarks

Mechanics is the backbone of theoretical physics. Not because we believe (as physicists did

in the 19th century) that all phenomena can ultimately be described by mechanical models,
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but because the principles of mechanics – the conservation of energy and momentum, the

principle of least action – play a role in all fields of modern physics.

We start the lecture with the exposition of Newton’s laws.

1 Newtonian mechanics

1.1 Newton’s laws

For a long time, humans were puzzled by the variety of motion they observed: stars seem

to move on circles on the sky, while planets follow much more complex trajectories; stones

fall to the ground in accelerated motion, while horizontal movements come to a standstill

after some time. A clock’s pendulum shows a periodic motion. The fundamental problem of

classical mechanics (maybe of all physics) is to answer the question: “When is the particle

(body) where?” It was the genius of Isaac Newton to condense all these observations into

a set of very simple laws of nature and give a very simple universal
1
answer to that question

– “Newton’s laws”:

1. A body remains at rest or in uniform motion unless acted upon by a force.

2. A body acted upon by a force changes its motion in such a manner that the time rate

of change of momentum equals the force, and the direction of the change is along the

straight line in which that force is acting.

3. If two bodies exert forces on each other, these forces are equal in magnitude and op-

posite in direction.

There is also a “fourth law” (Newton calls it a “corollary”) which states that two forces that

act on the same point add up to a resulting force according to the parallelogram rule, in other

words, forces are described by vectors. This law is also called the superposition principle.

These laws condensed centuries of experimental observations into theory. We will first

discuss the content of these laws in detail and then consider practical applications.

We describe the position in space of a point particle in terms of vectors. In a given coor-

dinate system
2
, we can express this vector by three numbers

rrr = (x1, x2, x3) . (1.1)

The “motion” of the particles through space is then given by its instantaneous velocity

vvv = ṙ̇ṙr = (ẋ1, ẋ2, ẋ3) , (1.2)

where

vi = ẋi ≡
d

dt
xi . (1.3)

1
Within classical physics. The theory of Relativity andQuantum Mechanics have refined Newton’s laws.

2
For the moment, we consider only Cartesian or rectangular coordinate systems.
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The first law (the principle of inertia; in fact due to Galileo Galilei) states that the velocity

of a free particle is constant, i.e. the acceleration

aaa ≡ v̇̇v̇v = (ẍ1, ẍ2, ẍ3) = 0 . (1.4)

vanishes. We will discuss in Sec. 1.2 in which coordinate systems these statements actually

hold.

The first law does not say what a “force” actually is. The precise definition and its effect on

a body was provided byNewton in the second law. Themomentum is defined as the product

of mass and velocity,

ppp ≡ mvvv . (1.5)

Denoting the force by FFF , we can express the second law as

FFF =
dppp

dt
=

d

dt
(mvvv) . (1.6)

This equation contains essentially all the dynamical information contained inNewton’s laws

and allows (at least in principle) for the numerical or analytical calculation of the motion of

any classical system. Note that this is a vector equation, so it corresponds to three indepen-

dent equations for each coordinate direction.

Newton was aware of only one exact expression for a force, namely, the gravitational

force (see Sec. 3). He, however, noticed a general relation among forces that he summarized

in his third law. For two isolated bodies, it states that

FFF 1 = −FFF 2 , (1.7)

or, using Eq. (1.6),

dppp1
dt

= −dppp2
dt

. (1.8)

We can rearrange that to give

d

dt
(ppp1 + ppp2) = 0 , (1.9)

which implies

ppp1 + ppp2 = constant . (1.10)

This is a special case of the general law of conservation of momentum. This law is in fact not

entirely accurate, due to the finite speed of propagation of (electromagnetic and gravitational)

forces. If the particles movewith speedsmuch less than that of light, and if only central forces

are involved, conservation of momentum (1.9) holds with excellent accuracy.
3

3
The relativistic correction to this law is discussed in Sec.??. Electromagnetic fields also carry momentum; if

they are incorporated consistently (as in classical electrodynamics), momentum conservation continues to

hold.
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1.2 Inertial frames

The motion of bodies must be measured relative to some reference frame. A reference frame

is called an inertial frame if Newton’s laws are valid in that frame, i.e. if a free body moves

with constant velocity (that may vanish) along a straight line. Given an inertial frame, all

other inertial frame can be obtained by shifting the origin of coordinates, by a fixed
4
rotation,

or by a frame moving with constant velocity relative to the given inertial frame. This is called

Galilean invariance. Again, these concepts are true to very good approximation if the bodies

move with speeds much less than that of light. At relativistic speeds, Galilean invariance

must be replaced by Lorentz invariance.

As an exercise in vector methods, let’s prove the statements above. We start with the

coordinates in an inertial system rrr = (x1, x2, x3) and corresponding equations of motion

FFF = d(mvvv)/dt. Then we shift the coordinate origin by a constant ccc = (c1, c2, c3), i.e. rrr
′ =

(x1 − c1, x2 − c2, x3 − c3). The equations of motion become
5

FFF ′ = m
d2rrr′

dt2
= m

d2

dt2
(rrr − ccc) = m

d2

dt2
rrr = FFF . (1.11)

We see that if the force vanishes in the inertial frame, it also vanishes in the shifted frame.

Hence, the latter is also an inertial frame. Now it is easy to see why the second frame is

allowed to move with constant velocity – the double time derivative will still yield the same

value for the force: for rrr′ = rrr + vvvt, with constant vvv, we have

FFF ′ = m
d2rrr′

dt2
= m

d2

dt2
(rrr + vvvt) = m

d2

dt2
rrr = FFF . (1.12)

Finally, let’s consider a rotation about the 3-axiswith angle θ, i.e. rrr = (x1 cos θ+x2 sin θ, x2 cos θ−
x1 sin θ, x3). Obviously, the 3-component of the force does not change, F ′

3 = F3. For the 1-
component of the force in the rotated system we find

F ′
1 = m

d2x′1
dt2

= m
d2

dt2
(x1 cos θ+x2 sin θ) = m cos θ

d2x1
dt2

+m sin θ
d2x2
dt2

= cos θF1+sin θF2 ,

(1.13)

since we assumed the rotation angle to be constant. Similarly, we find F ′
2 = cos θF2 −

sin θF1. We see that the force is also just rotated, and hence vanishes in the second system

if it vanishes in the first.

1.3 Equations of motion for a single body

Assuming for now that the mass of the body does not change with time, Newton’s equa-

tion (1.6) can be written as

FFF =
d

dt
(mvvv) = m

dvvv

dt
= mr̈̈r̈r . (1.14)

4
Rotating reference frames are discussed in Sec. 8.

5
For simplicity, we assume here that the mass is constant, dm/dt = 0.
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The force is generally a function of position, velocity, and time, and may be written as

FFF (rrr,vvv, t). If this function is known, we can integrate the second-order differential equa-

tion (1.14). The initial values for rrr and vvv = ṙ̇ṙr fix the integration constants. Thus, the motion

of the body is completely determined.

In the following, we will consider linear motion of a mass point (along the x axis), and

discuss the three special cases F = F (t), F = F (x), and F = F (v) (with v = dx/dt) in
turn. Ifm is constant, the e.o.m. is

m
d2x

dt2
= F . (1.15)

1.3.1 Force as function of time

Integration of Eq. (1.15) with F = F (t) gives

t∫
t0

dv

dt
dt = v − v0 =

1

m

t∫
t0

F (t)dt ≡ 1

m
T (t) . (1.16)

Here the time integral of the force function, T (t), equals the change in momentum during

time interval t− t0. Integrating again gives the solution

x− x0 = v0(t− t0) +
1

m

t∫
t0

T (t)dt . (1.17)

1.3.2 Force as function of position

This is the typical case of a force field, F = F (x). The integration of the e.o.m. is performed

using the conservation of energy. We multiply Eq. (1.15) by dx/dt on both sides and obtain

m
dx

dt

d2x

dt2
= F (x)

dx

dt
. (1.18)

The left side becomes

m
dx

dt

d2x

dt2
=

d

dt

{
m

2

(
dx

dt

)2}
. (1.19)

On the right side we use the definition of work, dW ≡ Fdx. Moreover, we define the kinetic

energy T ,

T = Ekin =
m

2
v2 , (1.20)

and the potential energy V by

dV = −dW = −Fdx , (1.21)

so

V = −
∫
F (x)dx . (1.22)
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(The potential energy is defined only up to a constant.) Eq. (1.18) now becomes

T + V = E = const. . (1.23)

In the one-dimensional case, this allows for the full solution of the problem. We write

Eq. (1.23) in the form (
dx

dt

)2

=
2

m

[
E − V (x)

]
, (1.24)

and obtain

dt = ±
√

m

2(E − V )
dx . (1.25)

Integration gives

t− t0 = ± 2

m

x∫
x0

√
dx

(E − V )
, (1.26)

so we know t as a function of x. Inverting this relation gives the solution x(t).

1.3.3 Force as function of velocity

The e.o.m. is now

m
dv

dt
= F (v) . (1.27)

Writing this as

dt = m
dv

F (v)
(1.28)

and integrating gives

t = t0 +m

v∫
v0

dv

F (v)
≡ f(v) , (1.29)

and inverting gives v = f−1(t). Then

dx

dt
= f−1(t) , (1.30)

and

x− x0 =

t∫
t0

f−1(t)dt . (1.31)

Example 1.1: Sliding block on inclined plane (no friction).The angle of the inclined

plane is θ = 30◦, the mass of the block ism = 100g. What is the block’s acceleration?

There are two forces acting on the block (see Fig. 1). The gravitational force FFF g is pulling

the block downwards and the “normal” forceNNN is preventing the block from entering the plane.
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Figure 1: Sliding block (without and with friction).

The block will stay on the plane and will only move down the plane which we take to be the x
direction. The total force FFF acting on the block is constant; Eq. (1.14) gives

FFF = FFF g +NNN = mr̈̈r̈r . (1.32)

Because there is no “sideways” force, the force vector has essentially two components (directions).

We choose them to be the x and y directions (see Fig. 1). Effectively, Eq. (1.32) comprises two

equations, one for each component:

x direction: Fg sin θ = mẍ , (1.33)

y direction: 0 = −Fg cos θ +N = mÿ . (1.34)

The first equality in the second line holds because the normal force does not leads to an ac-

celeration of the block (it does not push the block “off the plane”). It follows that ÿ = 0, or
y(t) = y0 + ẏ0t, with y0, ẏ0 two arbitrary constants. As the block does not move up or down

orthogonally to the plane, we need to choose the initial conditions y0 = 0, ẏ0 = 0, such that

y(t) ≡ 0 for all times. Using Fg = mg, the first equation gives

ẍ =
Fg
m

sin θ = g sin θ . (1.35)

The acceleration of the block is constant. Numerically, ẍ = g sin(30◦) = 4.9m/s2.
We can easily integrate Eq. (1.35) to get x(t) and v(t) since the right side is just a constant.

The solutions can then be solved to give the velocity after the block traveled a distance x0. There

is a neat trick to obtain this last result more directly: we multiply both sides of Eq. (1.35) by 2ẋ
(this is a simple example of an integrating factor), and obtain

2ẋẍ = 2ẋg sin θ (1.36)

⇔ d

dt
(ẋ2) = 2g sin θ

dx

dt
(1.37)

⇔
v20∫
0

d(ẋ2) = 2g sin θ

x20∫
0

dx . (1.38)

9



Here, we have assumed the initial conditions x(t = 0) = ẋ(t = 0) = 0, and denoted the final

position and velocity by x(t = t0) = x0, ẋ(t = t0) = v0. We find

v20 = 2g sin θx0 , (1.39)

or

v0 =
√

2g sin θx0 . (1.40)

Example 1.2: Sliding block on inclined plane (static friction). Now we assume that the

coefficient of static friction between the block and the plane is µs = 0.4. At what angle will the
block start sliding if it is initially at rest?

The size of the static frictional force fff s is proportional to the normal force. Its maximum value

is

fmax = µsN . (1.41)

The actual frictional force will have some value fs ≤ fmax that exactly compensates the force

that drives the block downwards, i.e. the block stays at rest. However, for increasing inclination

θ, the downward force will at some point exceed fmax and the block will start sliding. We call

this the friction angle θf . It is defined by

fmax = µsN = µsFg cos θf . (1.42)

In general, the equation of motion for the x component is

mẍ = Fg sin θ − fs = Fg sin θ − µsFg cos θ , (1.43)

or

ẍ = g(sin θ − µs cos θ) . (1.44)

When the block is just about to start sliding, we have ẍ = 0, so

sin θf − µs cos θf = 0 ⇒ tan θf = µs . (1.45)

Numerically, θf = arctan(0.4) = 21.8◦.

Example 1.3: Sliding block on inclined plane (kinetic friction). After the block begins

to slide, the coefficient of kinetic friction becomes µk = 0.3. Find the acceleration for the angle

θf = 21.8◦.
The force of kinetic friction is

fk = µkN = µkFg cos θf , (1.46)

and the acceleration of the block is

mẍ = Fg sin θf − fk = mg(sin θf − µk cos θf ) . (1.47)

Hence,

ẍ = g(sin θf − µk cos θf ) = 0.09g . (1.48)
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Next, we want to discuss a different type of retarding forces fff r that occur when a body

moves through a gas or fluid. Experience shows that this type of friction acts in the negative

direction of the velocity and is proportional to a power of v, i.e.

fff r = −kvnvvv
v
. (1.49)

(Note that we do not include a factorm on the right side.) Empirically, the power is roughly

n = 1 if the speed is not too small, but at the same time much smaller the the speed of sound

(v ≲ 24m/s). For higher velocities, but still below the speed of sound (v ≲ 330m/s), the
power is approximately n = 2.

Example 1.4: Horizontal motion. Find the motion of a particle moving horizontally in a

medium where the retarding force is proportional to the velocity.

Eq. (1.14) gives

mẍ = m
dv

dt
= −kv . (1.50)

This can be integrated: ∫
dv

v
= − k

m

∫
dt , (1.51)

or

log v = − k

m
t+ c1 , (1.52)

with c1 an integration constant that can be determined from the initial conditions. For instance,

if we denote the velocity at time t = 0 by v0, we see

log v0 = c1 . (1.53)

Thus, the solution becomes

v = v0e
−kt/m . (1.54)

To obtain the displacement at time t, we integrate once more:

x =

∫
v dt = v0

∫
dte−kt/m = −v0m

k
e−kt/m + c2 . (1.55)

If the particle starts at x = 0 at time t = 0, then c2 = k/(v0m), and

x =
v0m

k

(
1− e−kt/m

)
. (1.56)

To obtain the velocity as a function of position, we note that

dv

dx
=
dv

dt

dt

dx
=
dv

dt

1

v
, (1.57)

and so

v
dv

dx
=
dv

dt
= − k

m
v , (1.58)
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or

dv

dx
= − k

m
. (1.59)

It follows (using the same initial conditions as above) that

v = v0 −
k

m
x . (1.60)

The velocity decreases linearly with distance.

Example 1.5: Terminal velocity. Find the displacement and velocity of a spherical particle

in free fall in an constant gravitational field, with a retarding force proportional to the velocity.

To be specific, let’s consider a small water droplet in air. Stokes’ law tells us that the retarding

force for a spherical body is

fS = 6πηrv , (1.61)

where η is the dynamic viscosity of the fluid or gas (ηa = 1.8× 10−5
kg/(ms) for air at temper-

ature 20◦ C), and r is the radius of the sphere. We assume the droplet starts falling with initial

velocity v0 at height h. The equation of motion (positive z direction downwards) is

m
dv

dt
= mg − 6πηarv . (1.62)

The mass of the droplet is m = (4/3)πr3ρw, with ρw = 1000 kg/m3
the density of water.

Rearranging, this yields

dv

dt
= g −

(
9ηa

2r2ρw

)
v ⇒ dv

kv − g
= −dt , (1.63)

with k ≡ 9ηa/(2r
2ρw). Integration gives

1

k
log(kv − g) = −t+ c , (1.64)

or

kv − g = e−kt+c
′
, (1.65)

with c′ = kc. Using the initial condition v(t = 0) = v0 = (1/k)ec
′
+ g/k yields

v =
g

k
+

(
v0 −

g

k

)
e−kt . (1.66)

After some time, the velocity approaches the constant value vt = g/k (terminal velocity). In

fact, this result can be directly read off Eq. (1.62). For a droplet of radius r = 5× 10−6
m in the

earth’s gravitational field, we find vt = 3× 10−3
m/s – the droplet practically floats in the air.

Integrating once more and evaluating the integration constant with the initial condition z(t =
0) = 0 gives

z =
g

k
t+

1

k

(
v0 −

g

k

)(
1− e−kt

)
. (1.67)

In general, the constant k depends on the viscosity of air and the shape of the falling object.

For a raindrop with diameter r = 1mm, we find vt = 120m/s. The terminal velocity of a sky

diver in face-down free fall is about 54m/s. A peregrin falcon can reach 100m/s. In these cases,

it would be more appropriate to use a retarding force proportional to the square of the velocity.
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Figure 2: Atwood’s machine.

Finally, we discuss two classic examples of particle dynamics.

Example 1.6: Atwoods machine. Atwood’s machine is depicted in Fig. 2. Find the accelera-

tion of the masses and the tension of the string.

We assume that the mass of the string as well as any friction can be neglected. The tension T
must be the same throughout the string. The equations of motion for each of the masses are

m1ẍ1 = m1g − T , (1.68)

m2ẍ2 = m2g − T . (1.69)

If the string is not elastic, we have ẍ2 = −ẍ1, so we combine Eqs. 1.68 by eliminating T :

m1ẍ1 = m1g − (m2g −m2ẍ2) = m1g − (m2g +m2ẍ1) . (1.70)

We solve this equation for ẍ1:

ẍ1 =
g(m1 −m2)

m1 +m2

(1.71)

The tension is

T = m1(g − ẍ1) =
2m1m2g

m1 +m2

. (1.72)

Example 1.7: Charged particle in magnetic field. For instance, consider a cosmic ray par-

ticle entering the earth’s magnetic field B0 (near the surface of the earth, we can assume B0 to

be uniform).

We choose our coordinates such that the y axis is parallel toB0. Denoting the particle’s charge

by q, its mass bym, its velocity by vvv, and its acceleration by aaa, we have

vvv = ẋ1eee1 + ẋ2eee2 + ẋ3eee3 , (1.73)

aaa = ẍ1eee1 + ẍ2eee2 + ẍ3eee3 , (1.74)

BBB = B0eee2 , (1.75)

and the Lorentz force is FFF = qv ×Bv ×Bv ×B. The equations of motion are

maaa = qv ×Bv ×Bv ×B , (1.76)
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or in components

mẍ1 = −qB0ẋ3 , (1.77)

mẍ2 = 0 , (1.78)

mẍ3 = qB0ẋ1 . (1.79)

The second of these equations is easily integrated, giving

x2(t) = ẋ02t+ x02 , (1.80)

where ẋ02 and x
0
2 are integration constants that may be determined by the initial conditions. To

integrate the remaining two equations, we define α ≡ qB0/m, such that

ẍ1 = −αẋ3 , (1.81)

ẍ3 = αẋ1 . (1.82)

To decouple these equations, we differentiate once more and substitute,

…

x 1 = −αẍ3 = −α2ẋ1 , (1.83)

…

x 3 = αẍ1 = −α2ẋ3 . (1.84)

These are differential equations of “harmonic oscillator type” for ẋ1 and ẋ3. The solution for ẋ1
is

ẋ1 = k1 cos(αt) + k2 sin(αt) , (1.85)

and hence

x1 = A cos(αt) +B sin(αt) + x01 . (1.86)

The solution for ẋ3 is
x3 = A′ cos(αt) +B′ sin(αt) + x03 . (1.87)

A,A′, B,B′, x01, x
0
3 are integration constants. The complete solution is

x1 − x01 = A cos(αt) +B sin(αt) , (1.88)

x2 − x02 = ẋ02t , (1.89)

x3 − x03 = A′ cos(αt) +B′ sin(αt) . (1.90)

Inserting this into the first of Eq. (1.81) gives

−α2A cos(αt)− α2B sin(αt) = α2A′ sin(αt)− α2B′ cos(αt) . (1.91)

Evaluating this at t = 0 and t = π/(2α) gives A = B′
and B = −A′

. This results in

x1 − x01 = A cos(αt) +B sin(αt) , (1.92)

x2 − x02 = ẋ02t , (1.93)

x3 − x03 = −B cos(αt) + A sin(αt) . (1.94)
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If ẋ3(t = 0) = ẋ03 and ẋ1(t = 0) = 0, Eq. (1.92) yields ẋ03 = αA and B = 0. This gives the

final form of the solution,

x1 − x01 =

(
ẋ03m

qB0

)
cos

(
qB0t

m

)
, (1.95)

x2 − x02 = ẋ02t , (1.96)

x3 − x03 =

(
ẋ03m

qB0

)
sin

(
qB0t

m

)
. (1.97)

The particle drifts along the direction of theB field, its trajectory being a circular helix of radius

ẋ03m/(qB0). Given a B field in a laboratory, this can be used to measure the charge-to-mass

ratio of elementary particles (e.g. electrons).

1.4 Planar kinematics
∗

In two-dimensional cartesian coordinates, we have the velocity

vvv = (vx, vy) = (ẋ, ẏ) , (1.98)

with absolute value |vvv| =
√
ẋ2 + ẏ2 = v, as well as the acceleration

v̇vv = (v̇x, v̇y) = (ẍ, ÿ) . (1.99)

with absolute value |v̇vv| =
√
ẍ2 + ÿ2 = a. Alternatively, we can decompose velocity and

acceleration in terms of the components along (index s) and orthogonal to (index n) the
trajectory of the mass point. We have

vvvs = vvv , vs = ±v , vvvn = 000 , vn = 0 . (1.100)

This becomes more significant if we decompose v̇vv in terms of v̇vvs and v̇vvn. If we denote by

α the angle between the x direction and the tangent to the trajectory, then the tangential

acceleration is

v̇s = v̇x cosα + v̇y sinα , (1.101)

and the normal (or centripetal) acceleration is

v̇n = −v̇x sinα + v̇y cosα . (1.102)

We have

cosα =
dx

ds
=
ẋ

ṡ
=
vx
v
, sinα =

dy

ds
=
ẏ

ṡ
=
vy
v
, (1.103)

and so

dvs
dt

=
1

v

(
vxv̇x + vyv̇y

)
=

1

2v

d

dt

(
v2x + v2y

)
=

1

2v

dv2

dt
=
dv

dt
= v̇ ; (1.104)

the tangential acceleration is the change in speed, the change in direction is irrelevant. On

the other hand,

dvn
dt

=
1

v

(
vxv̇y − vyv̇x

)
=

1

v

(
ẋÿ − ẏẍ

)
= v2

ẋÿ − ẏẍ(
ẋ2 + ẏ2

)3/2 =
v2

ρ
, (1.105)
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where 1/ρ is the curvature of the trajectory. The normal acceleration does not depend on

the change in speed, but only on the speed itself and the change in direction (the form of the

trajectory). If v̇ = 0, the acceleration is orthogonal to the velocity and therefore orthogonal

to the trajectory.

To clarify the concept of the curvature of the trajectory, we consider the velocities vvv1 and
vvv2 of the mass at two neighboring points, with distance ∆s. Let the angle between the two

velocities be ∆ϵ. This is also the angle between the two position vectors xxx1 and xxx2, so

∆s = ρ∆ϵ . (1.106)

On the other hand, we can write vvv2 = vvv1 + ∆vvv, and decompose ∆vvv into a tangential com-

ponent ∆vvvs and a normal component ∆vvvn. Then

v̇s =
|∆vvvs|
∆t

=
v2 − v1
∆t

=
∆v

∆t
= v̇ , (1.107)

v̇n =
|∆vvvn|
∆t

=
v∆ϵ

∆t
=

∆ϵ

∆s
v2 =

v2

ρ
. (1.108)

1.5 Conservation laws
∗

Here, we briefly discuss some conservation laws that are implied by Newton’s laws. The

proper framework for dealing with conservation laws is the Lagrangian formalism, and we

pick up the topic again in Sec. 5.

The law of conservation of momentum has been discussed above for the case of two par-

ticles. It will be generalized to an arbitrary number of particles in Sec. 7. For a single free

particle, Eq. (1.6) tells us that ṗ̇ṗp = 0, so we have

I The momentum ppp of a particle is conserved when the total force on it is zero.

A related concept is the angular momentum of a particle, defined as

LLL ≡ r × pr × pr × p . (1.109)

Note that the actual value ofLLL depends on the location of the origin of the coordinate system.

We define the corresponding torque as

NNN ≡ r × Fr × Fr × F . (1.110)

Because FFF = ṗ̇ṗp, we haveNNN = r×r×r×ṗ̇ṗp. The time derivative of the angular momentum is

L̇̇L̇L =
d

dt
(r × pr × pr × p) = ṙ × pṙ × pṙ × p+ r × ṗr × ṗr × ṗ = r × ṗr × ṗr × ṗ =NNN , (1.111)

since ṙ × pṙ × pṙ × p = ṙ×ṙ×ṙ×mvvv = m(ṙ × ṙṙ × ṙṙ × ṙ) = 0. If no torque acts on the particle (NNN = 0), then L̇̇L̇L = 0
and LLL is constant. Hence

II The angular momentum LLL of a particle subject to no torque is conserved.
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Often, a coordinate system can be chosen such that the torque is zero, resulting in a simple

solution to a given problem.

The work done by a force on a particle on a path from position 1 to position 2 is defined as
(see App. B for the definition of line integrals)

W12 ≡
rrr2∫
rrr1

FFF · drrr . (1.112)

If FFF is the total force acting on the particle, we can write the integrand as

FFF · drrr = m
dvvv

dt
· drrr
dt
dt = m

dvvv

dt
· vvvdt = m

2

d

dt
(vvv · vvv)dt = d

(
1

2
mv2

)
. (1.113)

We can then easily solve the integral to get

W12 =

(
1

2
mv2

)∣∣∣∣rrr2
rrr1

=
1

2
m
(
v22 − v21

)
= T2 − T1 . (1.114)

This is just the change in kinetic energy T ≡ 1
2
mv2.

If the work required to move a particle from rrr1 to rrr2 does not depend on the path between

the two locations, but only on the original and final positions, we can fix e.g. position rrr1, and
W12 is then just a function of the final position rrr2. This function, U , is called the potential

energy of the particle. Thework done on the particle is then simply the difference in potential

energies at the two positions:

rrr2∫
rrr1

FFF · drrr ≡ U1 − U2 . (1.115)

For instance, if a body of massm is raised through a height h in a constant gravitational field

with gravitational acceleration g, the amount of workmgh has been done on the body.

The work is independent of the path if the force can be written as the gradient of a scalar

function
6
(that turns out to be just U ):

FFF = −gradgradgradU = −∇∇∇U , (1.120)

6
The gradient is defined as follows. Assume we are given a scalar function of several variables (say, three):

ϕ(rrr) = ϕ(x1, x2, x3). For instance, this could be the temperature distribution in a room. Given the value

(temperature) at one point, ϕ(rrr), what is the change in value (temperature) dϕ if we move to an infinitesi-

mally nearby point, ϕ(rrr + drdrdr) = ϕ(x1 + dx1, x2 + dx2, x3 + dx3)? Using the chain rule, we obtain e.g. in

x1 direction

ϕ(x1 + dx1, x2, x3) = ϕ(x1, x2, x3) +
∂ϕ(x1, x2, x3)

∂x1
dx1 , (1.116)

and hence, adding the contribution in the three directions,

ϕ(x1 + dx1, x2 + dx2, x3 + dx3) = ϕ(x1, x2, x3) +
∑
i

∂ϕ(x1, x2, x3)

∂xi
dxi . (1.117)

The last term can be written as the scalar product of two vectors,

ϕ(rrr + drdrdr) = ϕ(rrr) + (∇∇∇ϕ(rrr)) · drrr , (1.118)
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because then
rrr2∫
rrr1

FFF · drrr = −
rrr2∫
rrr1

(∇∇∇U) · drrr = −
rrr2∫
rrr1

dU = U1 − U2 . (1.121)

Here, the potential is a function of position and time, U = U(rrr, t). (Velocity-dependent

potentials arise in electrodynamics and will not be considered here.) It is now easy to see

that the potential energy is only defined up to a constant (both U and U + constant give the

same force via Eq. (1.120)); only differences in potential energy are physically meaningful.

Similarly, since Newton’s laws do not change if expressed in terms of a reference frame in

uniform relative motion, no absolut kinetic energy can be ascribed to a body.

The total energy of a particle is defined as the sum of kinetic and potential energies:

E ≡ T + U . (1.122)

We want to show that E is conserved if the potential energy is time independent. The total

time derivative of the energy is

dE

dt
=
dT

dt
+
dU

dt
. (1.123)

To proceed, we recall Eq. (1.113):

FFF · drrr = d

(
1

2
mv2

)
= dT . (1.124)

It follows

dT

dt
= FFF · drrr

dt
= FFF · ṙ̇ṙr . (1.125)

Moreover,

dU

dt
=
∑ ∂U

∂xi
ẋi +

∂U

∂t
= (∇∇∇U) · ṙ̇ṙr + 0 . (1.126)

Hence, we find

dE

dt
= FFF · ṙ̇ṙr + (∇∇∇U) · ṙ̇ṙr = (FFF +∇∇∇U) · ṙ̇ṙr = 0 , (1.127)

since, by definition,FFF = −∇∇∇U . In summary, we have the law of conservation of total energy:

III The total energy E of a particle in a conservative force field is constant in time.

where (drrr)i = dxi and we have defined the gradient (∇∇∇ϕ(rrr))i = ∂ϕ(x1, x2, x3)/∂xi. So the change in the

function ϕ is given by

dϕ(rrr) ≡ ϕ(rrr + drdrdr)− ϕ(rrr) = (∇∇∇ϕ(rrr)) · drrr . (1.119)
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Figure 3: Cable Car. One end of the cable was attached to a winch that was fixed on a pair of

heavy sand stones buried in the ground, using a metal cage. The other end was attached to a

birch tree to the right (not shown in the photograph).

1.6 Potential energy and form of motion
∗

If the potential is given, one can gain a qualitative understanding of the motion by plotting

U(x). Because T ≥ 0, we have E ≥ U(x). Depending on the form of the potential and

the value of E, one can have bounded periodic motions, unbounded motions, and stable or

unstable equilibrium points.

If the particle remains close to the equilibrium point x0, it is useful to perform a Taylor

expansion about x0. (We choose our coordinate system such that x0 = 0.) This gives

U(x) = U(0) + x

(
dU

dx

)∣∣∣∣
x=0

+
x2

2!

(
d2U

dx2

)∣∣∣∣
x=0

+ . . . . (1.128)

Here, U(0) is just a constant that we can set to zero by adjusting the total energy (recall

that only energy differences are physical). At an equilibrium point, the first deriative of U
vanishes,

dU

dx

∣∣∣∣
x=0

= 0 (equilibrium) , (1.129)

so the first nonzero term is the second derivative. We can neglect all higher terms if x is

“sufficienly small” (you can always include more terms if you want to increase the accuracy).

In this approximation, we have

U(x) =
x2

2

(
d2U

dx2

)∣∣∣∣
x=0

. (1.130)

The equilibrium is unstable for (d2U/dx2)|x=0 < 0 and stable for (d2U/dx2)|x=0 > 0. The

latter case is exactly the potential for a harmonic oscillator, to be discussed in detail in Sec. 2.

Example 1.8: Cable car. Consider the construction of a cable car (a successful example dating

back to the teenage years of the instructor is shown in Fig. 3). What force does the winch holding
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Figure 4: Schematic sketch of the cable car (left panel), and approximation by a system of

pulleys, masses, and strings (right panel).

the cable need to sustain if a person rides the cable car? We approximate the cable car by a

system of pulleys, masses, and strings.

A light string of total length b is attached at the “tree” A. It passes over the pulley at B (the

“pole”), located at a distance 2d from A, and is attached to the massm1 (the “winch”). Another

pulley (the “gondola”) with mass m2 (the “passenger”) attached passes over the string between

A and B, pulling the string down. We want to calculate the distance x1 when the system is in

equilibrium. (We consider the pulleys to be massless. Since we also neglect friction, this quite a

bad approximation to the actual cable car.)

We will use the “energy method” to solve the problem. In equilibrium, the kinetic energy is

zero, and we can determine the equilibrium position from the condition (1.129). We choose the

potential energy such that U = 0 along the line AB; then

U = −m1gx1 −m2g(x2 + c) . (1.131)

(The distance c is constant.) Pythagoras tells us that

x2 =
√
(b− x1)2/4− d2 (1.132)

(see Fig. 4, right panel), so

U = −m1gx1 −m2g
√

(b− x1)2/4− d2 −m2gc . (1.133)

The derivative of U w.r.t. x1 at the equilibrium value (x1)0 ≡ x0 must vanish:

dU(x1)

dx1

∣∣∣∣
x1=x0

= −m1g +
m2g(b− x0)

4
√

(b− x0)2/4− d2
= 0 . (1.134)

We solve this condition for x0:

4m1

√
(b− x0)2/4− d2 = m2(b− x0) (1.135)

⇒ (b− x0)
2(4m2

1 −m2
2) = 16m2

1d
2

(1.136)

⇒ x0 = b− 4m1d√
4m2

1 −m2
2

. (1.137)
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We see that for a valid solution, we need 4m1 > m2. Ifm2 becomes larger, it will pullm1 up to

the pulley, because for the solution to be stable, the second derivative of the potential

d2U(x1)

dx21
=

−m2g

4
√

(b− x1)2/4− d2
+

m2g(b− x1)
2

16
√
(b− x1)2/4− d2

3 (1.138)

must be positive at x1 = x0:
7

d2U(x1)

dx21

∣∣∣∣
x1=x0

=
g(4m2

1 −m2
2)

3/2

4m2
2d

. (1.140)

2 Oscillations
∗

We will first consider the one-dimensional problem. As discussed in Sec. 1.3.2, any small

motion about a stable equilibrium point can be described by a quadratic potential. To obtain

the corresponding force, we could just take the gradient of Eq. (1.130). Alternatively, we can

expand the force F (x) about the equilibrium point (chosen to be x0 = 0) into a Taylor series:

F (x) = F (0) + x

(
dF

dx

)∣∣∣∣
x=0

+
x2

2!

(
d2F

dx2

)∣∣∣∣
x=0

+ . . . . (2.1)

Here, F (0) must vanish (otherwise x0 = 0 would not be an equilibrium point). For small

displacements, we can drop the quadratic and higher terms. We obtain

F (x) = −kx , (2.2)

where we defined k ≡ −(dF/dx)|x=0 (for a stable equilibrium point, the force must be

directed towards the equilibrium position). Eq. (2.2) is called Hooke’s law.

2.1 Simple harmonic oscillator

Substituting Hooke’s law into Newton’s equation of motion yields

−kx = mẍ . (2.3)

7
The gory details are

d2U(x1)

dx2
1

∣∣∣∣
x1=x0

=
−m2g

4
√

4m2
1d

2

4m2
1−m2

2
− d2

+
m2g

16m2
1d

2

4m2
1−m2

2

16
√

4m2
1d

2

4m2
1−m2

2
− d2

3

=
−m2g

4
√

m2
2d

2

4m2
1−m2

2

+
m2g

m2
1d

2

4m2
1−m2

2√
m2

2d
2

4m2
1−m2

2

3 =
−m2g

m2
2d

2

4m2
1−m2

2

4
√

m2
2d

2

4m2
1−m2

2

3 +
m2g

4m2
1d

2

4m2
1−m2

2

4
√

m2
2d

2

4m2
1−m2

2

3

=
m2gd

2 4m2
1−m2

2

4m2
1−m2

2

4
√

m2
2d

2

4m2
1−m2

2

3 =
m2gd

2

4m3
2d

3
√

1
4m2

1−m2
2

3 =
(4m2

1 −m2
2)

3/2

4m2
2d

.

(1.139)
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One usually defines

ω2
0 ≡ k

m
, (2.4)

such that Eq. (2.3) becomes

ẍ+ ω2
0x = 0 . (2.5)

This is the equation of motion for the (one-dimensional) simple harmonic oscillator. The gen-

eral solution to Eq. (2.5) is

x(t) = A sin(ω0t− δ) , (2.6)

with the amplitude A and phase δ as free parameters (determined by the initial conditions to

the differential equation).

The amplitude A is related to the total energy of the oscillator in a simple way as we will

now show. Using Eq. (2.6), we see that the kinetic energy is

T =
1

2
mẋ2 =

1

2
mω2

0A
2 cos2(ω0t− δ) =

1

2
kA2 cos2(ω0t− δ) . (2.7)

We can calculate the potential energy by integrating the work done on the particle over a

distance x. For the force (2.2) we have

dW = −Fdx = kx dx . (2.8)

This gives the potential energy

U =
1

2
kx2 =

1

2
kA2 sin2(ω0t− δ) , (2.9)

where we inserted the solution (2.6). Adding Eqs. (2.7) and (2.10), we obtain the total energy

E = T + U =
1

2
kA2 =

1

2
mω2

0A
2 . (2.10)

The total energy is proportional to the square of the amplitude and independent of the time.

We define the period τ0 of the motion as the time interval between complete repetitions

of the particle’s motion. This happens when the argument of the sine function in Eq. (2.6)

increases by 2π, i.e. ω0τ0 = 2π, or

τ0 = 2π

√
m

k
. (2.11)

We see that ω0 is the angular frequency of the motion, related to the frequency ν0 by

ω0 = 2πν0 =

√
m

k
, (2.12)

ν0 =
1

τ0
=

1

2π

√
m

k
. (2.13)

The period of the simple harmonic oscillator is independent of the amplitude.
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2.2 Harmonic oscillation in two dimensions
∗

Now we consider motion in two dimensions. For simplicity, we assume that the restoring

force is isotropic, i.e. proportional to the distance of the particle from a force center located

at the origin:

FFF = −krrr . (2.14)

In coordinates, we find

Fx = −kr cos θ = −kx , (2.15)

Fy = −kr sin θ = −ky . (2.16)

The equations of motion are

ẍ+ ω2
0x = 0 , (2.17)

ÿ + ω2
0y = 0 , (2.18)

where ω2
0 = k/m, with solutions

x(t) = A cos(ω0t− α) , (2.19)

y(t) = B cos(ω0t− β) . (2.20)

The particle moves in simple harmonic oscillation in each of the two directions, with the same

frequency but possibly different amplitudes and phases. To obtain the path of the particles,

we combine the two equations (2.31) by eliminating the time t. We start with

y(t) = B cos[ω0t− α + (α− β)]

= B cos(ω0t− α) cos(α− β)−B sin(ω0t− α) sin(α− β) .
(2.21)

Defining δ = α− β, this can be written as

y =
B

A
x cos δ −B

√
1− x2

A2
sin δ , (2.22)

or

Ay −Bx cos δ = −B
√
A2 − x2 sin δ . (2.23)

Squaring this equation gives

A2y2 − 2ABxy cos δ +B2x2 cos2 δ = B2(A2 − x2) sin2 δ . (2.24)

This can be simplified to

A2y2 − 2ABxy cos δ +B2x2 = B2A2 sin2 δ . (2.25)

This is the parametric equation for an ellipse. Let’s now assume for simplicity A = B = 1.
Then, for δ = ±π/2 this is the equation of a circle,

y2 + x2 = 1 , (2.26)
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while for δ = 0
(y − x)2 = 0 ⇒ x = y , (2.27)

and for δ = ±π
(y + x)2 = 0 ⇒ x = −y . (2.28)

In a more general force field, the two frequencies need not be the same, and the trajectories

of the solutions,

x(t) = A cos(ωxt− α) , (2.29)

y(t) = B cos(ωyt− β) , (2.30)

are described by Lissajous curves. They are closed if ωx/ωy is a rational fraction.

2.3 Phase diagrams
∗

Themotion of a simple harmonic oscillator is completely determined if the initial conditions

x(t0) and ẋ(t0) are given, i.e. we can calculate x(t) and ẋ(t) for arbitrary times. The space

with coordinates x, ẋ is called phase space.8 For a general oscillatorwithn degrees of freedom,

this is a 2n-dimensional space. As time passes, the point (x, ẋ) will trace out a path in phase

space. Different initial conditions correspond to different paths. No two (non-identical) paths

in phase space can ever cross: If we regard the crossing point as initial condition, this would

mean that there are two different solutions to the equations of motion with the same initial

conditions. This is impossible, since the solutions to the second-order differential equation

are unique.

The phase space can be defined for general dynamical systems, not only harmonic oscilla-

tors. The last statement remains true in the general case.

For the simple harmonic oscillator, we have

x(t) = A sin(ω0t− ϕ) , (2.31)

ẋ(t) = Aω0 cos(ω0t− ϕ) . (2.32)

It follows

x2

A2
+

ẋ2

A2ω2
0

= 1 . (2.33)

This is a family of ellipses. Using E = kA2/2 and ω2
0 = k/m, we can rewrite this equation

as

x2

2E/k
+

ẋ2

2E/m
= 1 . (2.34)

The size of the ellipse corresponds to the total energy of the oscillator.

8
Frequently, the momentum is used as a variable instead of ẋ.
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2.4 Damped oscillations

Next, we study oscillation in the presence of a retarding (or damping) force. Wewill treat only

the one-dimensional case and assume that the damping force is proportional to the velocity.

The equations of motion are then

mẍ+ bẋ+ kx = 0 , (2.35)

with b > 0. It will be convenient to write this in the form

ẍ+ 2βẋ+ ω2
0x = 0 , (2.36)

with the damping parameter β = b/(2m), and ω2
0 = k/m as before. The general solution for

ω2
0 ̸= β2

is
9

x(t) = e−βt
[
A1 exp

(√
β2 − ω2

0t

)
+ A2 exp

(
−
√
β2 − ω2

0t

)]
. (2.38)

We discuss the three cases

ω2
0 > β2 : Underdamping , (2.39)

ω2
0 = β2 : Critical damping , (2.40)

ω2
0 < β2 : Overdamping (2.41)

in turn.

Underdamped motion

For underdamped motion, ω2
0 > β2

, the arguments of the exponentials in the solution (2.38)

are imaginary. We define ω2
1 ≡ ω2

0 − β2
, such that

x(t) = e−βt
[
A1e

iω1t + A2e
−iω1t

]
. (2.42)

This can also be written as

x(t) = Ae−βt cos(ω1t− δ) . (2.43)

We see that the maximum amplitude decreases exponentially with time. The quantity ω1 is

not strictly speaking and angular frequency, as the motion is not strictly periodic. Note that

ω1 < ω0, and the total energy of the oscillator is not conserved (the system is not closed, part

of the energy is continuously dissipated as heat). See Fig. 5.

9
To derive this form, insert the ansatz x(t) = exp(rt) into Eq. (2.36). This yields the equation

r2 + 2βr + ω2
0 = 0 , (2.37)

with solutions r1,2 = −β ±
√

β2 − ω2
0 .
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Figure 5: Underdamped oscillator.

Figure 6: Pendulum in oil. The bob is moving with decreasing θ.

Critically damped motion

If β2 ≥ ω2
0 , the system does not show oscillatory motion. Critical damping occurs just at the

transition between the two cases, β2 = ω2
0 . The solution is then

x(t) = (A+Bt)e−βt , (2.44)

as can be directly verified by substituting into Eq. (2.36). The critically damped oscillator will

approach the equilibrium position faster than the under- or overdamped oscillator.

Overdamped motion

The case β2 > ω2
0 is called overdamped motion. The solution in this case is

x(t) = e−βt
[
A1e

ω2t + A2e
−ω2t

]
, (2.45)

with ω2 =
√
β2 − ω2

0 .

Example 2.1: Pendulum in oil. Consider a pendulum of length ℓ and a spherical bob of mass

m at its end, moving in oil such that θ is decreasing (see Fig. 6). The oil retards the bob’s motion
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according to Stokes’ law (1.61),

fS = 6πηrv .

The bob is initially pulled back such that θ(t = 0) = α, and θ̇(t = 0) = 0. Assuming

η = m
√
g/ℓ/(3πr), find the angular displacement θ and velocity θ̇ as a function of time.

The equation of motion is

mℓθ̈ = −mg sin θ − 2m
√
g/ℓ(ℓθ̇) . (2.46)

For small angles sin θ ≈ θ, and we get

θ̈ + 2
√
g/ℓθ̇ +

g

ℓ
θ = 0 . (2.47)

In our previous notation, β = ω0 =
√
g/ℓ; the motion is critically damped and the solution for

θ(t) is given by Eq. (2.44). The constantsA andB can be determined from the initial conditions.

We have θ(t = 0) = A = α, and

θ̇(t) = Be−βt − β(A+Bt)e−βt , (2.48)

and so θ̇(t = 0) = B − βA = 0, hence B = βα. Putting pieces together, we find

θ(t) = α(1 +
√
g/ℓt)e−

√
g/ℓt , (2.49)

θ̇(t) = −αg
ℓ
te−

√
g/ℓt . (2.50)

2.5 Driving forces

Here, we discuss only the simplest case of a driven oscillator in which the driving force itself

exhibits simple harmonic oscillation. We will restrict ourselves to the one-dimensional case.

The total force is then

F = −kx− bẋ+ F0 cos(ωt) , (2.51)

where we also included a linear damping force. The equations of motion are then

ẍ+ 2βẋ+ ω2
0x = A cos(ωt) , (2.52)

where A ≡ F0/m, and ω is the angular frequency of the driving force. This is an inhomoge-

neous linear differential equation. Its general solution is given by the general solution of the

homogeneous system (i.e. with A = 0), plus a so-called particular solution. The solution of

the homogeneous equation is given by Eq. (2.38). To find the particular solution, we make

the ansatz

xp(t) = D cos(ωt− δ) . (2.53)

Substituting into Eq. (2.52), we obtain

−Dω2 cos(ωt− δ)− 2βDω sin(ωt− δ) +Dω2
0 cos(ωt− δ) = A cos(ωt) , (2.54)
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or, using trigonometric identities,

{A−D[(ω2
0 − ω2) cos δ + 2ωβ sin δ]} cos(ωt)

−D[(ω2
0 − ω2) sin δ − 2ωβ cos δ] sin(ωt) = 0 .

(2.55)

The coefficient of sin(ωt) must vanish, so

tan δ =
2ωβ

ω2
0 − ω2

, (2.56)

or

sin δ =
2ωβ√

(ω2
0 − ω2)2 + 4ω2β2

,

cos δ =
ω2
0 − ω2√

(ω2
0 − ω2)2 + 4ω2β2

.

(2.57)

The coefficient of cos(ωt) must also vanish, so

D =
A

(ω2
0 − ω2) cos δ + 2ωβ sin δ

=
A√

(ω2
0 − ω2)2 + 4ω2β2

. (2.58)

Hence, the particular solution is

xp(t) =
A√

(ω2
0 − ω2)2 + 4ω2β2

cos(ωt− δ) , (2.59)

with

δ = arctan

(
2ωβ

ω2
0 − ω2

)
. (2.60)

For nonzero β, there is a delay between the driving force and the motion of the oscillator.

The general solution is

x(t) = xt(t) + xp(t) , (2.61)

where the transient xt(t) is given by Eq. (2.38). This part of the solution decays exponentially;

in other words, x(t≫ 1/β) = xp(t) (steady-state solution).
The amplitude of the forced oscillation is largest for the resonance frequency ωR; setting

the derivative dD/dω to zero gives

ωR =
√
ω2
0 − 2β2 . (2.62)

2.6 Superposition principle and Fourier series
∗

The one-dimensional oscillations the we discussed above all had equations of motion of the

general form (
d2

dt2
+ a

d

dt
+ b

)
x(t) = F (t) . (2.63)
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The quantity in parentheses is called a linear differential operator LLL, i.e. we can write

LLLx(t) = F (t) . (2.64)

LLL satisfies the superposition principle:

LLL
(
x1(t) + x2(t)

)
= LLLx1(t) +LLLx2(t) . (2.65)

Hence, given two solutions x1(t) and x2(t) for two different force functions F1(t) and F2(t),
respectively,

LLLx1(t) = F1(t) ,LLLx2(t) = F2(t) , (2.66)

we can form the linear combination (with constant α1, α2) and obtain

LLL
(
α1x1(t) + α2x2(t)

)
= α1F1(t) + α2F2(t) , (2.67)

or, more generally,

LLL

(
N∑
n=1

αnxn(t)

)
=

N∑
n=1

αnFn(t) . (2.68)

This is again of the form (2.64), with

x(t) =
N∑
n=1

αnxn(t) , F (t) =
N∑
n=1

αnFn(t) . (2.69)

If each of the individual Fn(t) is of the form cos(ωnt), we know that the solution is given by

Eq. (2.59). Therefore, if

Fn(t) =
N∑
n=1

αn cos(ωnt) , (2.70)

the steady-state solution is

x(t) =
1

m

∑
n

αn√
(ω2

0 − ω2
n)

2 + 4ω2
nβ

2
cos(ωnt− δn) , (2.71)

with

δn = arctan

(
2ωnβ

ω2
0 − ω2

n

)
. (2.72)

A similar solution can be written down if the force is of the form

Fn(t) =
N∑
n=1

αn sin(ωnt) . (2.73)

Now any periodic function can be written as a (finite or infinite) Fourier series: If F (t+ τ) =
F (t) with period τ = 2π/ω, we have

Fn(t) =
1

2
a0 +

∞∑
n=1

(
an cos(nωt) + bn sin(nωt)

)
, (2.74)
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where

an =
2

τ

τ∫
0

dt′F (t′) cos(nωt′) =
ω

π

π/ω∫
−π/ω

dt′F (t′) cos(nωt′) , (2.75)

bn =
2

τ

τ∫
0

dt′F (t′) sin(nωt′) =
ω

π

π/ω∫
−π/ω

dt′F (t′) sin(nωt′) . (2.76)

Example 2.2: Sawtooth function.The sawtooth function

F (t) = A
t

τ
=
ωA

2π
t , −τ/2 < t < τ/2 , (2.77)

is odd, i.e. F (−t) = −F (t), hence all coefficients an vanish. The coefficients bn are given by

bn =
ω2A

2π2

−π/2∫
−π/2

t′ sin(nωt′)dt′

=
ω2A

2π2

[
− t′ cos(nωt′)

nω
+

sin(nωt′)

n2ω2

]∣∣∣∣∣
−π/2

−π/2

=
A

nπ
(−1)n+1 ,

(2.78)

or

F (t) =
A

π

[
sin(ωt)− 1

2
sin(2ωt) +

1

3
sin(3ωt)∓ . . .

]
. (2.79)

3 Gravitation

3.1 Newton’s law of gravitation

Newton’s law of universal gravitation states that each massive particle attracts each other

massive particle in the universe with a force that varies directly as the product of the two masses

and inversely as the square of the distance between them. It is easier to write this as a mathe-

matical formula:

FFF = −GmM
r2

r̂̂r̂r . (3.1)

The unit vector r̂̂r̂r ≡ rrr/r, with r =
√

|rrr2|, points from the position of massM (at the origin)

to mass m (at position rrr). Moreover, G = 6.674 30(15) × 10−11
Nm

2
/s

2
[1] is Newton’s

gravitational constant.

Eq. (3.1) is valid for point particles. However, using Newton’s “fourth law”, we can obtain

the gravitational force for extended objects by summing the forces on all individual con-

stituents. For a body with a continuous distribution of matter with mass density ρ, the force
on a “test mass”m at position rrr becomes an integral:

FFF (rrr) = −Gm
∫
V

ρ(rrr′)

|rrr − rrr′|3
(
rrr − rrr′

)
d3rrr′ . (3.2)
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The integration is over the volume of the gravitating body, with infinitesimal volume element

d3rrr′ at position rrr′, and |rrr−rrr′| is the distance between the volume element and the test mass. If

instead of a test mass we consider a second extended body, a second integration is necessary.

The gravitational field ggg generated by a mass distribution is given by

ggg(rrr) =
FFF (rrr)

m
= −G

∫
V

ρ(rrr′)

|rrr − rrr′|3
(
rrr − rrr′

)
d3rrr′ . (3.3)

This is a force per unit mass. Near the surfaces of the earth, g ≡ |ggg| is just the usual gravita-
tional acceleration, g = 9.81m/s

2
. For a point massM , we have

ggg = −GM
r2
r̂̂r̂r . (3.4)

3.2 Gravitational potential

The gravitational field can be written as the gradient of a scalar gravitational potential Φ,10

ggg(rrr) = −∇∇∇Φ(rrr) . (3.5)

For a point massM at the origin, the gravitational potential is given by

Φ(rrr) = −GM
r
, (3.6)

up to a constant that is conventionally fixed such that Φ → 0 as r → ∞. For a continuous

mass distribution, we have

Φ(rrr) = −G
∫
V

ρ(rrr′)

|rrr − rrr′|d
3rrr′ . (3.7)

To get some insight on the physical significance of the gravitational potential, let’s calcu-

late the work per unit mass that is required to displace a body in the gravitational field by a

small distance drrr. The work done on the body is

dW = − g ·g ·g ·drrr =∇∇∇Φ ··· drrr =
∑
i

∂Φ

∂xi
dxi = dΦ , (3.8)

the difference in potential at the two points. If we normalize the potential as above, Φ(rrr) is
the work per unit mass that is required to bring a mass from “infinity” to the point rrr. The

potential energy U of the massm in the gravitational field is

U = mΦ , (3.9)

and the gravitational force is then given by

FFF = −∇∇∇U . (3.10)

Time for an important example.
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Figure 7: Gravitational potential of a spherical shell.

Example 3.1: Gravitational potential of a spherical shell.We consider a homogeneous

spherical shell, centered around the origin, with outer radius a and inner radius b and calculate
the potential at a point P which is a distance R from the center of the shell (Fig. 7). Using

spherical coordinates, we have

Φ(RRR) = −G
∫

ρ(rrr′)

|RRR− rrr′|d
3rrr′ = −2πρG

a∫
b

r′2dr′
π∫

0

sin θdθ

r
, (3.11)

where we used the rotational symmetry about the axis RP , and rrr ≡ RRR− rrr′. We have

r2 = rrr2 = (RRR− rrr′)2 = R2 + r′2 − 2r′R cos θ . (3.12)

For fixed R and r′, we may regard r as a function of θ and take the derivative,

2rdr = 2r′R sin θdθ , (3.13)

or

sin θdθ

r
=

dr

r′R
. (3.14)

Using this, the potential becomes

Φ(RRR) = −2πρG

R

a∫
b

r′dr′
rmax∫
rmin

dr . (3.15)

The values of rmin = r(θ = 0) and rmax = r(θ = π) depend on the location of the point P . For
P outside the shell, we find

Φ(RRR) = −2πρG

R

a∫
b

r′dr′
R+r′∫
R−r′

dr = −4πρG

R

a∫
b

r′2dr = −4πρG

3R
(a3 − b3) . (3.16)

10
The reason is that the rotation of the gravitational field vanishes,∇× g∇× g∇× g = 0.
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Since the mass of the shell is

M =
4πρ

3
(a3 − b3) , (3.17)

the potential is just

Φ(RRR) = −GM
R

. (3.18)

The potential outside the shell (or, for b = 0, outside the sphere) is the same as if the whole mass

were concentrated at the origin.

If P is located inside the shell, we have

Φ(RRR) = −2πρG

R

a∫
b

r′dr′
r′+R∫
r′−R

dr = −4πρG

a∫
b

r′dr = −2πρG(a2 − b2) . (3.19)

In this case, the potential is constant, and the gravitational force inside the shell vanishes.

The solution for the case that P is located within the shell is a sum of the results obtained

above, where we replace the upper limit of integration by R in the solution for R outside the

shell, and the lower limit of integration by R for R inside the shell:

Φ(RRR) = −4πρG

3R
(R3 − b3)− 2πρG(a2 −R2) = −4πρG

(
a2

2
− b3

3R
− R2

6

)
. (3.20)

3.3 Poisson’s equation
∗

It is sometimes useful to carry over some formalism that should be familiar from electro-

statics. Consider an arbitrary surface S with a point mass M inside. We want to find the

gravitational flux of the massM through the surface S:

ΦM =

∫
S

n · gn · gn · gda , (3.21)

where nnn is the unit vector normal to the infinitesimal surface da, and ggg is the gravitational

field generated by the massm. Substituting Eq. (3.4), we find for the scalar product

n · gn · gn · g = −GM cos θ

r2
, (3.22)

where θ is the angle between nnn and ggg, and the flux becomes

ΦM = −GM
∫
S

cos θ

r2
da . (3.23)

The integral over S gives
11

ΦM =

∫
S

n · gn · gn · gda = −4πGM . (3.24)

11
The proof can be taken from electrostatics. Here is a sketch: Let’s first assume a spherical surface with radius

r, centered around the point mass. In this case the normal vector nnn just points in the direction of ggg. The
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For several point masses, we can just sum over the contributions, while for a continuous

distribution with mass density ρ, we have

ΦM =

∫
S

n · gn · gn · gda = −4πG

∫
V

ρ dv . (3.25)

Next, we apply Gauss’s theorem which states∫
S

n · gn · gn · gda =

∫
V

∇ · g∇ · g∇ · gdv . (3.26)

Comparing Eq. (3.25) and Eq. (3.26), and noting that the volume enclosing the mass distribu-

tion is completely arbitrary, we conclude that

∇ · g∇ · g∇ · g = −4πGρ . (3.27)

Finally, inserting Eq. (3.5), we obtain

∇∇∇2 · Φ = 4πGρ . (3.28)

This is Poisson’s equation. The homogenous equation∇∇∇2 ·Φ = 0 is called Laplace’s equation.

3.4 Ocean tides

Here, we want to give a simple model of the tides – the movement of water on the earth’s

surface due to the gravitational potential of the moon and the sun. We consider the earth as

spherical and neglect, for now, its own rotation. Also, we first consider only the gravitation

due to the moon. Finally, we assume that the whole earth is covered uniformly by water.

First, we establish a fixed coordinate system in space, to avoid complications due to non-

inertial reference frames (to be discussed in Sec. 8). See Fig. 8. Consider a small volume

element of water, with mass m, on the earth’s surface. The main gravitational force on the

piece of water is due to the earth’s gravitation. Tidal forces occur because of the moon’s

nonuniform gravitational potential, since the earth is an extended object. The force on the

mass elementm in the primed coordinate system is

mr̈rr′m = −GMEm

r2
r̂rr −G

MMm

R2
R̂RR , (3.29)

while the force of the moon on the center of mass of the earth is

MEr̈rr
′
E = −GMEMM

D2
D̂DD . (3.30)

gravitational field has the same value−GM/r2 on the whole surface. Multiplying by the surface area 4πr2,
we obtain ΦM = −4πGM . For a general surface, we can just enclose the point mass with a small sphere

and radially project a general surface element dAAA onto a corresponding element daaa on the sphere. If the

element dAAA has a distance R from the point mass, it is larger than daaa by a factor (R/r)2, and by a factor

1/ cos θ if it is tilted by an angle θ with regards to the radial lines. The exactly compensates the factor

(r/R)2 cos θ that the flux through dAAA is smaller, thus showing that the total flux is the same.
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Figure 8: Inertial coordinate system for describing the ocean tides caused by the moon’s gravity.

The acceleration of the mass point, as measured from the center of the earth, is then given

by

r̈rr = r̈rr′m − r̈rr′E = −GME

r2
r̂rr −GMM

(
R̂RR

R2
− D̂DD

D2

)
. (3.31)

The tidal force is

FFF t = −GmMM

(
R̂RR

R2
− D̂DD

D2

)
. (3.32)

Using that R2 = D2 + 2rD cos θ + r2 and hence

R3 = (D2 + 2rD cos θ + r2)3/2 = D3(1 + 2r/D cos θ + r2/D2)3/2

= D3 + 3D2r cos θ + . . . ,
(3.33)

we find

R̂RR

R2
− D̂DD

D2
=

RRR

R3
− DDD

D3
=

DDD + rrr

D3 + 3D2r cos θ
− DDD

D3

=
DDD + rrr

D3

(
1− 3

r

D
cos θ

)
− DDD

D3

=
r

D3

(
r̂rr − 3 cos θD̂DD

)
.

(3.34)

For instance, the tidal force on the earth’s surfaces closest to and farthest from the moon

is Ft,y = ∓2GmMMr/D
3
(here, cos θ = ∓1, while r̂rr and D̂DD point in the same or opposite

directions, respectively). At the “poles” (i.e. cos θ = 0) we have Ft,z = ±GmMMr/D
3
. More

generally, writing the unit vectors as D̂DD = (0, 1, 0) and r̂rr = (sin θ sinϕ, cos θ, sin θ cosϕ), we
have

Ft,x =
r

D3
sin θ sinϕ , (3.35)

Ft,y = − 2r

D3
cos θ , (3.36)
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Figure 9: Schematic sketch of tidal forces (from V. V. Beletskii, “Motion of an artificial satellite

about its center of mass”, Moscow 1966).

Ft,z =
r

D3
sin θ cosϕ . (3.37)

A cross section of this force field is sketched in Fig. 9. Of course, the Earth turns within

this force field, while the moon revolves around the earth, such that a fixed point on earth

experiences approximately two high tides per day. (Note also that the torques created by the

tidal force tend to align a non-spherical object along the earth-moon axis. This goes a long

way to explain why the moon always show the same side towards the earth.)

4 Variational calculus

In this section we discuss the mathematical formalism required for Lagrangian and Hamil-

tonian mechanics.

4.1 Euler’s equation

We want to find a function y(x) that extremizes (i.e., minimizes or maximizes) the functional

J [y] =

x2∫
x1

f{y(x), y′(x), x} dx . (4.1)

See Fig. 10. Here, y′(x) ≡ dy/dx. For the moment, we regard the integration boundaries

as fixed. A function y(x) minimizes (maximizes) J if any neighboring function increases
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Figure 10: Variation δy(x) of a path y(x)

(decreases) the value of J . We can parameterize the neighboring fuctions by writing y =
y(α, x), where α is some parameter such that y(0, x) = y(x); i.e., we write

y(α, x) = y(x) + αη(x) , (4.2)

where η(x) is an arbitrary smooth function that vanishes at x1 and x2. We can then regard

J as a function of the parameter α:

J(α) =

x2∫
x1

f{y(α, x), y′(α, x), x} dx . (4.3)

The condition that J be stationary is that J be independent of α to first order, or

dJ

dα

∣∣∣∣∣
α=0

= 0 , (4.4)

for arbitrary η(x). (This is only a necessary, not a sufficient condition.)

Example 4.1: Sinusoidal variation of a straight line. Consider the function f = (dy/dx)2,
and y(x) = x. We take η(x) = sin(x) as the variation, and aim to find the stationary value of

J between the point 0 and 2π.
We have

y(α, x) = x+ α sin(x) , (4.5)

and

dy(α, x)

dx
= 1 + α cos(x) . (4.6)

It follows that

f{y, y′, x} = (y′)2 = 1 + 2α cos(x) + α2 cos2(x) , (4.7)
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and
12

J(α) =

2π∫
0

(
1 + 2α cos(x) + α2 cos2(x)

)
dx = 2π + 0 + α2π . (4.8)

J is minimized by the straight line.

We now perform the differentiation in Eq. (4.4) explicitly:

dJ

dα
=

d

dα

x2∫
x1

f(y, y′, x) dx =

x2∫
x1

(
∂f

∂y

∂y

∂α
+
∂f

∂y′
∂y′

∂α

)
dx . (4.9)

Using Eq. (4.2) we have

∂y(α, x)

∂α
= η(x) ,

∂y′(α, x)

∂α
=
∂η(x)

∂x
, (4.10)

and we get

dJ

dα
=

x2∫
x1

(
∂f

∂y
η(x) +

∂f

∂y′
∂η(x)

∂x

)
dx . (4.11)

Next, we integrate the second term by parts:

x2∫
x1

∂f

∂y′
∂η(x)

∂x
dx =

∂f

∂y′
η(x)

∣∣∣∣∣
x2

x1

−
x2∫
x1

∂

∂x

(
∂f

∂y′

)
η(x) dx . (4.12)

The boundary term vanishes since we assumed η(x1) = η(x2) = 0, and we obtain finally

dJ

dα
=

x2∫
x1

[
∂f

∂y
− ∂

∂x

(
∂f

∂y′

)]
η(x) dx . (4.13)

Because η(x) is an arbitrary function, in order to satisfy the condition (4.4) we need

∂f

∂y
− ∂

∂x

(
∂f

∂y′

)
= 0 , (4.14)

where now α = 0, i.e. y and y′ are the original, unperturbed functions of x. Eq. (9.62) is
known as Euler’s equation.

Example 4.2: Brachistochrone. Consider a particle moving in a constant force field starting

at rest from some point (x1, y1) to some other point (x2, y2), with x2 ̸= x1 and y2 ̸= y1. See
Fig. 11, left panel. Which path allows the point to travel in the least possible time?

12d[sin(x) cos(x) + x]/dx = 2 cos2(x)
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Figure 11:The solution to the brachistochrone problem (left panel) is a cycloid (right panel).

Let’s choose the coordinate system such that the initial position of the particle is at the origin,

and the force is directed downwards along the x direction. We define the potential energy U to

be zero at the origin. Then the total energy is T + U = 0, or 1
2
mv2 = mgx. It follows that

v =
√
2gx. The time required for the transit is

t =

(x2,y2)∫
(0,0)

ds

v
=

(x2,y2)∫
(0,0)

√
dx2 + dy2√

2gx
=

1√
2g

x2∫
0

√
1 + y′2

x
dx . (4.15)

Hence, in our notation

f(y, y′, x) =

√
1 + y′2

x
= f(y′, x) , (4.16)

and Euler’s equation is just

∂

∂x

∂f

∂y′
= 0 , (4.17)

or

∂f

∂y′
= constant ≡ 1√

2a
. (4.18)

We have

∂f

∂y′
=

1

2

√
x

1 + y′2
· 2y′

x
, (4.19)

or

y′2

x(1 + y′2)
=

1

2a
. (4.20)

Solving for dy and integrating gives

y =

∫
xdx√

2ax− x2
. (4.21)

Now we change integration variables: x = a(1 − cos θ), dx = a sin θ dθ, and find (using the

initial conditions)

y =

∫
a(1− cos θ)dθ = a(θ − sin θ) . (4.22)
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These are the equations for the cycloid (see Fig. 11, right panel):

x = a(1− cos θ) , (4.23)

y = a(θ − sin θ) . (4.24)

If f does not explicitly depend on x, we can find a somewhat simpler version of Euler’s

equation. We have

df

dx
=
∂f

∂y

dy

dx
+
∂f

∂y′
dy′

dx
+
∂f

∂x
= y′

∂f

∂y
+ y′′

∂f

∂y′
+
∂f

∂x
. (4.25)

Now we substitute the relation

d

dx

(
y′
∂f

∂y′

)
= y′′

∂f

∂y′
+ y′

d

dx

∂f

∂y′
, (4.26)

into Eq. (4.25) and obtain

d

dx

(
y′
∂f

∂y′

)
=
df

dx
− ∂f

∂x
+ y′

(
d

dx

∂f

∂y′
− ∂f

∂y

)
, (4.27)

where the two terms in the parentheses cancel due to Euler’s equation (9.62). Therefore, we

have

∂f

∂x
− d

dx

(
f − y′

∂f

∂y′

)
= 0 . (4.28)

If f does not explicitly depend on x, this gives

f − y′
∂f

∂y′
= constant . (4.29)

Functions with several dependent variables

So far, we have considered the variational problem for a functional of a single function y(x).
Frequently, one encounters the case that several such functions yi(x) are present, i.e.

f = f{y1(x), y′1(x), y2(x), y′2(x), . . . ;x} ≡ f{yi(x), y′i(x);x} , (4.30)

where i = 1, . . . , n. We can derive the corresponding Euler equations in analogy to before

by defining

yi(α, x) = yi(x) + αηi(x) . (4.31)

Then, following the same steps as above, we obtain

dJ

dα
=

x2∫
x1

[∑
i

∂f

∂yi
− ∂

∂x

(
∂f

∂y′i

)]
ηi(x) dx . (4.32)

Because the individual variations ηi(x) are all independent, the condition that
dJ
dα

vanish at

α = 0 requires that each terms in the square brackets vanish separately:

∂f

∂yi
− ∂

∂x

(
∂f

∂y′i

)
= 0 , i = 1, . . . , n . (4.33)
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4.2 Euler’s equations with constraints

Often, the variables yi(x) are not all independent, i.e. they satisfy the equations of constraint

g{yi;x} = 0 . (4.34)

Let’s consider the case with two variables, y1 and y2. We write the variations again in the

form yi(x, α) = yi(x) + αηi(x), for i = 1, 2. The variation of J is then

dJ

dα
=

x2∫
x1

[(
∂f

∂y1
− d

dx

∂f

∂y′1

)
dy1
dα

+

(
∂f

∂y2
− d

dx

∂f

∂y′2

)
dy2
dα

]
dx . (4.35)

Because of the constraint (that must apply also to the varied functions)

g{y1, y2;x} = 0 , (4.36)

the variations dy1/dα = η1 and dy2/dα = η2 are no longer independent, and the two ex-

pressions in parentheses do not vanish separately. Differentiating Eq. (4.36) gives

dg

dα
=

∂g

∂y1

dy1
dα

+
∂g

∂y2

dy2
dα

=
∂g

∂y1
η1 +

∂g

∂y2
η2 = 0 , (4.37)

or

∂g

∂y1
η1(x) = − ∂g

∂y2
η2(x) . (4.38)

Thus, the variation of J becomes

dJ

dα
=

x2∫
x1

[(
∂f

∂y1
− d

dx

∂f

∂y′1

)
η1(x) +

(
∂f

∂y2
− d

dx

∂f

∂y′2

)
η2(x)

]
dx (4.39)

=

x2∫
x1

[(
∂f

∂y1
− d

dx

∂f

∂y′1

)
−
(
∂f

∂y2
− d

dx

∂f

∂y′2

)
∂g/∂y1
∂g/∂y2

]
η1(x) dx . (4.40)

From this we read off that(
∂f

∂y1
− d

dx

∂f

∂y′1

)(
∂g

∂y1

)−1

=

(
∂f

∂y2
− d

dx

∂f

∂y′2

)(
∂g

∂y2

)−1

. (4.41)

Since both sides of this equation are a function of x, we can write this as

∂f

∂y1
− d

dx

∂f

∂y′1
+ λ(x)

∂g

∂y1
= 0 ,

∂f

∂y2
− d

dx

∂f

∂y′2
+ λ(x)

∂g

∂y2
= 0 .

(4.42)
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Figure 12: Disc rolling on an inclined plane without slipping.

We now have three relations (Eq. (4.36) and Eq. (4.42)) for the three unknown functions y(x),
z(x), and λ(x). The function λ(x) is known as a Lagrange undetermined multiplier.

For the general case of several variables and constraints, we have the following set of

equations:

∂f

∂yi
− d

dx

∂f

∂y′i
+

m∑
j=1

λj(x)
∂gj
∂yi

= 0 , (4.43)

gj{yi;x} = 0 . (4.44)

If i = 1, . . . , n and j = 1, . . . ,m, these are n+m equations for n+m unknowns. Sometimes,

the equations of constraint can be given in differential or integral form. The conditions (4.44)

are equivalent to the differential equations∑
i

∂gj
∂yi

dyi = 0 . (4.45)

Frequently, it is more useful to represent the constraints in differential form, as we will see

later.

Example 4.3: Rolling disc on inclined plane.The relation between the coordinates is

y = Rθ , (4.46)

where R is the radius of the disc. The equation of constraint is thus

g(y, θ) = y −Rθ = 0 , (4.47)

and we have

∂g

∂y
= 1 ,

∂g

∂θ
= −R . (4.48)
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4.3 The δ notation

Frequently, another (somewhat less explicit) notation is used in variational calculus. Denot-

ing the variation of the functional J by δJ , the condition of stationarity becomes just δJ = 0.
The derivation of Euler’s equation looks then somewhat smoother:

δJ =

x2∫
x1

δf(y, y′;x) dx (4.49)

=

x2∫
x1

[
∂f

∂y
δy +

∂f

∂y′
δy′

]
dx (4.50)

=

x2∫
x1

[
∂f

∂y
δy +

∂f

∂y′
d

dx
δy

]
dx (4.51)

=

x2∫
x1

[
∂f

∂y
− d

dx

∂f

∂y′

]
δy dx . (4.52)

Since the variation δy is arbitrary, Euler’s equation follows as before.

5 Lagrangian and Hamiltonian mechanics

Newton’s laws are, in principle, sufficient to solve any problem in mechanics. However, in

practice it can become very difficult to obtain the solutions, if non-rectangular coordinates

or complicated constraints are involved. Lagrangian and Hamiltonian mechanics allows us

to efficiently deal with such problems.

5.1 Hamilton’s principle

Hamilton’s principle states: Of all the possible paths along which a dynamical system may

move from one point to another within a specified time interval (consistent with any constraints),

the actual path followed is that which minimizes the time integral of the difference between the

kinetic and potential energies. Using the variational calculus, we can formulate this principle

as follows:

δ

t2∫
t1

(T − U) dt = 0 . (5.1)

In general, the value of the integral need not be minimal, but only extremal (minimal or

maximal).

For instance, for a single particle in a conservative force field, and using rectangual coor-

dinates, we have

T = T (ẋi) , U = U(xi) . (5.2)
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We define the Lagrange function or Lagrangian as

L ≡ T − U = L(ẋi, xi) , (5.3)

and the condition (5.1) becomes

δ

t2∫
t1

L(ẋi, xi) dt = 0 . (5.4)

We can immediately write down the Euler equations by identifying

x→ t , (5.5)

yi(x) → xi(t) , (5.6)

y′i(x) → ẋi(t) , (5.7)

f{yi(x), y′i(x);x} → L(ẋi, xi) . (5.8)

This gives the Lagrange equations of motion

∂L

∂xi
− d

dt

∂L

∂ẋi
= 0 , i = 1, 2, 3 . (5.9)

As an example we consider the simple harmonic oscillator. We have

L = T − U =
1

2
mẋ2 − 1

2
kx2 , (5.10)

∂L

∂x
= −kx , (5.11)

∂L

∂ẋ
= mẋ , (5.12)

d

dt

∂L

∂ẋ
= mẍ , (5.13)

and the Lagrange equation is

mẍ+ kx = 0 , (5.14)

as before.

Next, we consider the mathematical pendulum. Starting with a rectangular coordinate

system (with the origin located at the support of the pendulum), we have

T =
1

2
mẋ2 +

1

2
mẏ2 , (5.15)

U = mgy , (5.16)

L = T − U =
1

2
mẋ21 +

1

2
mẋ22 −mgy . (5.17)

Let’s transform to polar coordinates, x = ℓ sin θ, y = −ℓ cos θ. We find ẋ = ℓθ̇ cos θ, ẏ =
ℓθ̇ sin θ, and so

L =
m

2
ℓ2θ̇2

(
sin2 θ + cos2 θ

)
+mgℓ cos θ =

m

2
ℓ2θ̇2 +mgℓ cos θ . (5.18)
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The Lagrange equation for the variable θ is

∂L

∂θ
= −mgℓ sin θ , (5.19)

∂L

∂θ̇
= mℓ2θ̇ , (5.20)

d

dt

∂L

∂ẋ
= mℓ2θ̈ ; (5.21)

θ̈ +
g

ℓ
sin θ = 0 . (5.22)

The method works even if the coordinates are not rectangular.

5.2 Generalized coordinates

Consider a mechanical system consisting of n point particles. We need n position vectors,

i.e. 3n numbers, to describe the the positions of all particles at a given time. These can

always be taken as the 3n Cartesian coordinates. However, these coordinates might not all

be independent (i.e. if the particles form a rigid body, or if they are constrained to move

on given trajectories). If there are m constraints, then only s = 3n − m coordinates are

independent, and we say that the system has 3n − m degrees of freedom. More generally,

these coordinates need not be rectangular or curvilinear. Any s independent coordinates are
allowed, as long as they uniquely specify the position of the system. They are called (proper)

generalized coordinates, denoted by qi = q1, q2, . . . qs. (“Proper” in this context means that the

coordinates are not restricted by constraints.) Associatedwith them are their time derivatives

or generalized velocities, q̇i = q̇1, q̇2, . . . .
For a system of n particles with Cartesian coordinates xa,i, a = 1, . . . , n, i = 1, 2, 3, the

relations are

xa,i = xa,i(qj, t) , (5.23)

ẋa,i = xa,i(qj, q̇j, t) . (5.24)

Note that these relations may depend on time. The expressions for ẋa,i may depend on both

qj and q̇j , while the expressions for xa,i cannot depend on the generalized velocities q̇j .

Example 5.1: Particle on sphere. Find the generalized coordinates for a particle on the sur-

face of a hemisphere.

Call the radiusR and choose the origin at the center of the sphere. The constraint in Cartesian

coordinates is

x21 + x22 + x23 −R2 = 0 , z ≥ 0 . (5.25)

As generalized coordinates we can choose the cosines between the position vector of the particle

and the coordinate axes:

q1 =
x1
R
, q2 =

x2
R
, q3 =

x3
R
. (5.26)

These are not all independent:

q21 + q22 + q23 = 1 ⇔ q3 =
√

1− q21 − q22 , (5.27)
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so we may choose q1 and q2 as our generalized coordinates.

The space of s = 3n −m independent coordinates is called configuration space. The time

history of a physical system can be represented by a path in the corresponding configuration

space. This “motion” is automatically consistent with any constraints.

5.3 Lagrange’s equations in generalized coordinates

We can now slightly reformulate Hamilton’s principle as follows:

Of all the possible paths along which a dynamical systemmaymove from one point to another

in configuration space within a specified time interval, the actual path followed is that which

minimizes the time integral of the Lagrangian function for the system.

The advantage of formulating the equations of motion in terms of a minimum principle

is that the minimization condition is independent of the choice of integration variables, i.e.,

coordinate transformations. We can therefore express the Lagrangian in equivalent ways,

L = T (ẋj)− U(xj) = T (ẋj(qj, q̇j, t))− U(xj(qj, t)) . (5.28)

We will then generally take the Lagrangian as a function of the generalized (independent)

coordinates,

L = L(q, q̇, t) ≡ L(q1, . . . , qs; q̇1, . . . , q̇s; t) . (5.29)

Hamilton’s principle becomes

δ

t2∫
t1

L(q, q̇, t) = 0 . (5.30)

We can now again translate the results of the previous section,

x→ t , (5.31)

yi(x) → qi(t) , (5.32)

y′i(x) → q̇i(t) , (5.33)

f{yi(x), y′i(x);x} → L(qj, q̇j, t) , (5.34)

and find the Lagrange equations

∂L

∂qj
− d

dt

∂L

∂q̇j
= 0 , j = 1, . . . , s . (5.35)

These equations are valid if all forces (apart from forces of constraint) can be derived from

a potential
13
, and if them = 3n− s equations of constraint are given in the form

fk(qj, t) = 0 , k = 1, . . . ,m . (5.36)

Such constraints are called holonomic. If the constraints do not explicitly depend on time,

they are called scleronomic, otherwise rheonomic.

13
This is the case, e.g., for conservative forces.
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Example 5.2: Particle in a cone. A particle of mass m is constrained to move on the inside

surface of a smooth cone of half angle α. The particle is subject to a constant gravitational force.

Determine a set of generalized coordinates and the corresponding constraints. Find Lagrange’s

equations.

We choose cylindrical coordinates, with the apex of the cone located at the origin. The con-

straint keeping the mass on the surface is

z = r cotα , (5.37)

so the system has two degrees of freedom and we need two proper generalized coordinates. We

eliminate z. Then

v2 = ṙ2 + r2ϕ̇2 + ż2 = ṙ2
(
1 + cot2 α

)
+ r2ϕ̇2 = ṙ2 csc2 α + r2ϕ̇2 , (5.38)

while the potential energy can be taken as

U = mgz = mgr cotα . (5.39)

The Lagrangian is

L =
m

2

(
ṙ2 csc2 α + r2ϕ̇2

)
−mgr cotα . (5.40)

L does not explicitly depend on ϕ, so ∂L/∂ϕ = 0, and the Lagrange equation for ϕ implies

d

dt

∂L

∂ϕ̇
= 0 , (5.41)

such that

∂L

∂ϕ̇
= mr2ϕ̇ = constant . (5.42)

This is the angular momentum about the z-axis. The Lagrange equation for r is

∂L

∂r
− d

dt

∂L

∂ṙ
= 0 , (5.43)

or

r̈ − rϕ̇ sin2 α + g sinα cosα = 0 . (5.44)

Example 5.3: Pendulum with rotating support. The point of support of a pendulum of

length b and mass m moves on a circle of radius a rotating with constant angular velocity ω
(Fig. 13). Find the equations of motion.

Choose the center of the circle as the origin. The Cartesian coordinates of the mass are then

x = a cos(ωt) + b sin θ ,

y = a sin(ωt)− b cos θ .
(5.45)

where θ is the angle between the string and the vertical. The velocities are

ẋ = −aω sin(ωt) + bθ̇ cos θ ,

ẏ = aω cos(ωt) + bθ̇ sin θ .
(5.46)
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Figure 13: Pendulum with rotating support.

Clearly, the single generalized coordinate is θ. The Lagrangian is

L = T − U =
m

2

(
ẋ2 + ẏ2

)
−mgy

=
m

2

[
a2ω2 + b2θ̇2 + 2aωbθ̇ sin(θ − ωt)

]
−mg

(
a sin(ωt)− b cos θ

)
.

(5.47)

To find the equations of motion, we calculate

d

dt

∂L

∂θ̇
= mb2θ̈ +mbaω(θ̇ − ω) cos(θ − ωt) , (5.48)

∂L

∂θ
= mbaωθ̇ cos(θ − ωt)−mgb sin θ , (5.49)

and find

θ̈ =
aω2

b
cos(θ − ωt)− g

b
sin θ . (5.50)

5.4 Lagrange’s equations with undetermined multipliers

Holonomic constraints, of the form (5.36), can always be solved to give a set of independent

generalized coordinates. Any set of constraints that involve the velocities are nonholonomic

unless the equations can be integrated to give holonomic constraints. This is the case for

constraints of the form ∑
j

∂fk
∂qj

dqj +
∂fk
∂t

dt = 0 , (5.51)

because this can be written as

dfk
dt

= 0 . (5.52)

48



If the constraints are given in differential form, we can alternatively incorporate them into

Lagrange’s equations using the method of undetermined multipliers. For constraints of the

form
14

s∑
j=1

∂fk
∂qj

dqj = 0 , k = 1, . . . ,m , (5.53)

the Lagrange equations are (see Eq. (4.43))

∂L

∂qj
− d

dt

∂L

∂q̇j
+
∑
k

λk(t)
∂fk
∂qj

= 0 . (5.54)

While the advantage of the Lagrangian formalism is that one does not need to specify the

forces of constraint, in certain circumstances these forces might be of interest. The method

of the undetermined multipliers allows to calculate these forces. It can be shown that the

generalized forces of constraint are

Qj =
∑
k

λk
∂fk
∂qj

. (5.55)

Example 5.4: Rolling disc. Find the equations of motion, the forces of constraint, and the

angular acceleration of a disc rolling down an inclined plane.

The kinetic energy is

T =
1

2
Mẏ2 +

1

2
Iθ̇2 =

1

2
Mẏ2 +

1

4
MR2θ̇2 , (5.56)

with M and R the mass and radius of the disc, respectively, and I = 1
2
MR2

its moment of

inertia about the central axis (see Sec. 9). The potential energy can be taken as

U =Mg(ℓ− y) sinα , (5.57)

with ℓ the length of the inclined plane and α its angle of inclination. The Lagrangian is

L = T − U =
1

2
Mẏ2 +

1

4
MR2θ̇2 −Mg(ℓ− y) sinα , (5.58)

while the equation of constraint is

f(y, θ) = y −Rθ = 0 . (5.59)

We could use this equation to eliminate either y or θ. Instead, let’s use the Lagrangian multiplier,

in which case the Lagrange equations are

∂L

∂y
− d

dt

∂L

∂ẏ
+ λ

∂f

∂y
= 0 , (5.60)

∂L

∂θ
− d

dt

∂L

∂θ̇
+ λ

∂f

∂θ
= 0 . (5.61)

14
This is equivalent to the form Eq. (5.51), since in the variation of L we hold the time fixed at the endpoints.
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Using the Langrangian above, this gives

Mg sinα−Mÿ + λ = 0 , (5.62)

−1

2
MR2θ̈ −Rλ = 0 . (5.63)

Differentiating the equation of constraint gives

θ̈ =
ÿ

R
, (5.64)

and inserting this into Eq. (5.63) we find

λ = −1

2
Mÿ . (5.65)

Using this in Eq. (5.62) gives the equation of motion

ÿ =
2g sinα

3
, (5.66)

and, hence, the constraint

λ = −Mg sinα

3
. (5.67)

Moreover, we then find

θ̈ =
2g sinα

3R
. (5.68)

The rolling of the disc reduces the acceleration by a factor 2/3 compared to sliding without

friction. The magnitude of force of friction prevent the disc from sliding and forcing it to roll is

just λ = −(Mg/3) sinα.
The generalized forces of constraint are

Qy = λ
∂f

∂y
= λ = −Mg sinα

3
, (5.69)

Qθ = λ
∂f

∂θ
= −Rλ =

MgR sinα

3
. (5.70)

Of course, we could have used the relation θ̇ = ẏ/R to eliminate θ̇ from the Lagrangian, to

obtain

L =
3

4
Mẏ2 −Mg(ℓ− y) sinα , (5.71)

which immediately leads to Eq. (5.66) via Lagrange’s equation. However, this does not give us

the forces of constraint.
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5.5 The method of similarity

We start with proving a theorem. The kinetic energy of a system of n particles of mass ma

is given in rectangular coordinates as

T =
1

2

n∑
a=1

3∑
i=1

maẋ
2
a,i . (5.72)

Next, we express the system in terms of generalized coordinates and velocities, i.e., we write

xa,i = xa,i(qj, t) , j = 1, . . . , s , (5.73)

ẋa,i =
∑
j

∂xa,i
∂qj

q̇j +
∂xa,i
∂t

. (5.74)

The kinetic energy becomes

T =
∑
a

ma

2

[∑
ijk

∂xa,i
∂qj

∂xa,i
∂qk

q̇j q̇k + 2
∑
ij

∂xa,i
∂qj

∂xa,i
∂t

q̇j +
∑
i

(
∂xa,i
∂t

)2]
. (5.75)

If the relations between the coordinates do not explicitly depend on time, this has the form

T =
∑
jk

ajkq̇j q̇k , (5.76)

the kinetic energy is quadratic in the generalized velocities.

Example 5.5: Kepler’s third law. The gravitational potential has spatial dependence 1/r.
What is the relation between the size of the planetary orbits and the times of revolution around

the sun?

The gravitational potential energy scales as

U(αr) =
1

α
U(r) . (5.77)

If a planet moves along a curve γ, then the rescaled curveαγ is also an allowed planetarymotion.

If we now also rescale time by t → βt, we have ẋ → (α/β)ẋ, and the kinetic energy scales as

T → (α/β)2T . The Lagrangian will be invariant up to an irrelevant global factor if α3/β2 = 1,
i.e. if the squares of the revolution times are proportional to the cubes of the sizes of the planetary

orbits. This is Kepler’s third law.

Now we will prove a useful theorem. Taking the derivative w.r.t. q̇l then gives

∂T

∂q̇l
=
∑
k

alkq̇k +
∑
j

ajlq̇j , (5.78)

and multiplying by q̇l and summing over l gives∑
l

q̇l
∂T

∂q̇l
=
∑
lk

alkq̇lq̇k +
∑
jl

ajlq̇j q̇l = 2
∑
jk

ajkq̇j q̇k = 2T . (5.79)
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This is a special case of Euler’s theorem: For a homogeneous function f(yk) of degree n, we
have

15 ∑
k

yk
∂f

∂yk
= nf . (5.82)

5.6 Conservation laws and symmetry

5.6.1 Conservation of energy

Assume that the motion of a system is invariant under time translations, i.e. the Lagrangian

does not explicitly depend on time:

∂L

∂t
= 0 . (5.83)

(Note how this is phrased: This does not mean that the system is static, but that, given fixed

initial conditions at some time t, the subsequent motion is the same regardless of the value

of t.) In this case, the total time derivative of L becomes

dL

dt
=
∑
j

∂L

∂qj
q̇j +

∑
j

∂L

∂q̇j
q̈j . (5.84)

Using the Lagrange equations gives

dL

dt
=
∑
j

q̇j
d

dt

∂L

∂q̇j
+
∑
j

∂L

∂q̇j
q̈j =

∑
j

d

dt

(
q̇j
∂L

∂q̇j

)
, (5.85)

or

d

dt

(∑
j

q̇j
∂L

∂q̇j
− L

)
= 0 . (5.86)

The quantity in the parentheses is constant in time; it is conventionally denoted by H :∑
j

q̇j
∂L

∂q̇j
− L ≡ H = constant . (5.87)

Let us now assume that ∂U/∂q̇j = 0. Then

∂L

∂q̇j
=
∂(T − U)

∂q̇j
=
∂T

∂q̇j
. (5.88)

15
This is actually easy to prove. If f(λyk) = λnf(yk), then

∂

∂λ
f(λyk) = nλn−1f(yk) , (5.80)

but also

∂

∂λ
f(λyk) =

∑
k

∂f

∂yk

∂(λyk)

∂λ
=
∑
k

∂f

∂yk
yk . (5.81)

Eq. (5.82) follows from setting λ = 1.
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In this case, Eq. (5.87) becomes ∑
j

q̇j
∂T

∂q̇j
− T + U = H . (5.89)

Using Eq. (5.79), this becomes finally

2T − T + U = T + U = H = E = constant . (5.90)

The function H , defined in Eq. (5.87), will be discussed in detail in Sec. 5.7. The relation

E = H is valid if (a) the kinetic energy is homogeneous of degree 2 in the generalized

velocities, and if (b) the potential is independent of the generalized velocities.

5.6.2 Conservation of linear momentum

Now assume that the motion of a system is not affected by a spatial translation. We consider

an infinitesimal translation of the each position vector (i.e. the whole system), rrra → rrra+ δrrr.
Writing δrrr =

∑
i δxieeei, the shift of the Lagrangian L = L(xa,i, ẋa,i) is

δL =
∑
a,i

∂L

∂xa,i
δxi = 0 (5.91)

(we assume that the displacement is time independent, i.e. δẋa,i = 0). Because the three δxi
are independent, it follows that ∑

a

∂L

∂xa,i
= 0 . (5.92)

Usinge Lagrange’s equations, this is equivalent to

d

dt

∑
a

∂L

∂ẋa,i
= 0 , (5.93)

so ∑
a

∂L

∂ẋa,i
=
∑
a

∂(T − U)

∂ẋa,i
=
∑
a

∂T

∂ẋa,i
=
∑
a

∂

∂ẋa,i

(
ma

2

∑
j

ẋ2a,j

)
=
∑
a

maẋa,j =
∑
a

pa,j = constant .
(5.94)

It follows that the total momentum

∑
a pppa of the system is conserved. (If the system is in-

variant only under translation along a particular direction, then only the momentum in that

direction is conserved.)
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5.6.3 Conservation of angular momentum

Now assume that the motion of a system is not affected by a (fixed) rotation. We will again

consider an infinitesimal rotation, denoted by δθ. Then all position vectors change according

to rrra → rrra + δrrra, where now
δrrra = δθ × rθ × rθ × ra . (5.95)

Now, also the velocity vectors will change, according to

δṙ̇ṙra = δθ×θ×θ× ṙ̇ṙra . (5.96)

The corresponding change in the Lagrangian must vanish:

δL =
∑
a,i

∂L

∂xa,i
δxa,i +

∑
a,i

∂L

∂ẋa,i
δẋa,i = 0 . (5.97)

Using Eq. (5.94) and the Lagrange equations, we can write this as

δL =
∑
a,i

ṗa,iδxa,i +
∑
a,i

pa,iδẋa,i = 0 , (5.98)

or ∑
a

(
ṗ̇ṗpa · δrrra + pppa · δṙ̇ṙra

)
= 0 . (5.99)

Using Eqs. (5.95) and (5.96), this becomes∑
a

[
ṗ̇ṗpa · (δθ × rθ × rθ × ra) + pppa · (δθ×θ×θ× ṙ̇ṙra)

]
=
∑
a

δθθθ ·
[
rrra××× ṗ̇ṗpa + ṙ̇ṙra××× pppa

]
= δθθθ · d

dt

∑
a

(rrra××× pppa) = 0 .
(5.100)

Because δθθθ is arbitrary, we have

d

dt

∑
a

(rrra××× pppa) = 0 , (5.101)

and hence ∑
a

(rrra××× pppa) =
∑
a

LLLa = constant . (5.102)

The total angular momentum of the system of particles is conserved. Again, if the system is

rotationally invariant only about one axis, then the angular momentum about this symmetry

axis is conserved.

These seven constants (or first integrals) are the only ones that are additive. They are

intimately related to the homogeneity of time and the homogeneity and isotropy of space.

The discovery of the connection between symmetry and conservation laws goes back to

Amalie Emmy Noether (1882 - 1935). See Fig. 14.
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Figure 14: Commemorative plaque for Amalie Emmy Noether on her birth house in Erlangen,

Germany. (The instructor happened to be born in the same town.)

5.7 Canonical equations – Hamiltonian dynamics

In Lagrangian mechanics, the generalized velocities are the time derivatives of the gener-

alized coordinates and thus not strictly independent. In Hamiltonian dynamics, one uses

generalized momenta instead of the generalized velocities. The generalized momenta are on

equal footing to the generalized coordinates. This allows for more general coordinate trans-

formations, the so-called canonical transformations. This is the strength of the Hamiltonian

formulation.

In analogy to Eq. (5.94) one defines the generalized momentum by

pj ≡
∂L

∂q̇j
. (5.103)

The equation (5.87) defining the Hamiltonian can then be written as

H =
∑
j

pj q̇j − L . (5.104)

The Lagrangian is (as always) considered as a function of the generalized coordinates and

velocities, and possibly time: L = (qj, q̇j, t). We can solve Eq. (5.103) for the generalized

velocities, q̇j = q̇j(qk, pk, t). The Hamiltonian is always considered to be a function of the

generalized coordinates and momenta (and possibly time): H = H(qj, pj, t).
With these conventions, the total differential of the Hamiltonian is

dH =
∑
j

(
∂H

∂qj
dqj +

∂H

∂pj
dpj

)
+
∂H

∂t
dt . (5.105)
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On the other hand, using Eq. (5.104) we can write

dH =
∑
j

(
q̇jdpj + pjdq̇j −

∂L

∂qj
dqj −

∂L

∂q̇j
dq̇j

)
− ∂L

∂t
dt . (5.106)

The second and forth terms in the parentheses cancel, and we find

dH =
∑
j

(
q̇jdpj − ṗjdqj

)
− ∂L

∂t
dt . (5.107)

Comparing Eqs. (5.105) and (5.111) give Hamilton’s equations of motion

q̇j =
∂H

∂pj
, (5.108)

ṗj = −∂H
∂qj

, (5.109)

as well as

∂H

∂t
= −∂L

∂t
. (5.110)

These 2s first-order differential equations are equivalent to the s second-order Lagrange

equations.

Moreover, using Eqs. (5.108) and (5.109) in the total time derivative of the Hamiltonian

gives

dH

dt
=
∑
j

(
∂H

∂qj
q̇j +

∂H

∂pj
ṗj

)
+
∂H

∂t
=
∑
j

(
− ṗj q̇j + q̇j ṗj

)
+
∂H

∂t
=
∂H

∂t
. (5.111)

The Hamiltonian is constant in time if it does not explicitly depend on time.

Example 5.6: Particle in cylinder. A particle of mass m is subject to a force FFF = −krrr and
is constrained to move on the surface of a cylinder defined by x2 + y2 = R2

.

The potential corresponding to the force is given by

U =
1

2
kr2 =

1

2
k
(
x2 + y2 + z2

)
=

1

2
k
(
R2 + z2

)
. (5.112)

The squared velocity is

v2 = Ṙ2 +R2θ̇2 + ż2 . (5.113)

Because Ṙ = 0, the kinetic energy is

T =
m

2

(
R2θ̇2 + ż2

)
, (5.114)

and we find the Lagrangian

L = T − U =
m

2

(
R2θ̇2 + ż2

)
− 1

2
k
(
R2 + z2

)
. (5.115)
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The generalized momenta corresponding to θ and z are

pθ =
∂L

∂θ̇
= mR2θ̇ , (5.116)

pz =
∂L

∂ż
= mż . (5.117)

The Hamiltonian is equal to the total energy (why?), and we find

H = T + U =
p2θ

2mR2
+

p2z
2m

+
1

2
kz2 . (5.118)

(We have dropped the irrelevant constant kR2/2.) Hamilton’s equations are

ṗθ = −∂H
∂θ

= 0 , (5.119)

ṗz = −∂H
∂z

= −kz , (5.120)

θ̇ =
∂H

∂pθ
=

pθ
mR2

, (5.121)

ż =
∂H

∂pz
=
pz
m
. (5.122)

It follows from Eq. (5.119) that pθ is conserved, and using Eq. (5.121)

pθ = mR2θ̇ = constant . (5.123)

This is the angular momentum about the z axis. Eqs. (5.120) and (5.122) give

mz̈ + kz = 0 . (5.124)

This is the equation for a simple harmonic oscillator.

The generalized coordinates qj and momenta pj are called canonically conjugated variables.
We have seen that if the Hamiltonian does not depend on one of the coordinates, the corre-

sponding momentum is conserved. Such a coordinate is called cyclic. It follows from

ṗk =
∂L

∂qk
= −∂H

∂qk
(5.125)

that a cyclic coordinate will also be absent in the Lagrangian, and Lagrange’s equations

then imply that a cyclic coordinate leads to a conserved momentum. However, in Lagrangian

mechanics, the corresponding generalized velocity is still present, while in Hamiltonina me-

chanics we can completely eliminate the corresponding two equations, thus reducing the

number of first-order equations to 2s − 2. We can determine the value for the conserved

momentum from the initial conditions, say pk ≡ αk. The equation of motion for the cyclic

coordinate qk is

q̇k =
∂H

∂pk

∣∣∣∣
pk=αk

≡ ωk , (5.126)
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with solution

qk =

∫
dt ωk . (5.127)

From the example above it would seem that there is no advantage of Hamilton’s over

Lagrange’s method, since we resubstituted the equations to obtain a second-order equation.

However, Hamiltonian mechanics admits a larger class of coordinate transformation (the

canonical transformations). It turns out to be always possible to find a coordinate system

where all coordinates are cyclic (Hamilton-Jacobi method).

5.8 Derivation of Hamilton’s equations from a variational principle

Hamilton’s equation of motion can be derived from a minimum principle. Using Eq. (5.104),

we can write Eq. (5.30) as

δ

t2∫
t1

(∑
j

pj q̇j −H

)
dt = 0 . (5.128)

Performing the variation, we find

t2∫
t1

∑
j

(
pjδq̇j + q̇jδpj −

∂H

∂qj
δqj −

∂H

∂pj
δpj

)
dt = 0 . (5.129)

We regard the qj and pj as independent. Integrating by parts gives

t2∫
t1

∑
j

{(
q̇j −

∂H

∂pj

)
δpj −

(
ṗj +

∂H

∂qj

)
δqj

}
dt = 0 , (5.130)

and Hamilton’s equations follow.

5.9 Liouville’s theorem
∗

The 2s-dimensional space consisting of the qj and pj is called phase space. The motion of a

system corresponds to a unique path in phase space. No two paths can ever intersect, due to

the uniqueness of the solutions to the equations of motion for given initial conditions.

Frequently (e.g., in statistical mechanics) one considers the density ρ of points in phase

space. We will prove that a given volume in phase space is invariant under the phase flow

(motion according to the equations of motion).

The number N of “particles” within a phase-space volume dv is given by

N = ρ(qqq,ppp) dv = ρ(qqq,ppp) dq1dq2 . . . dqsdp1dp2 . . . dps . (5.131)
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Now consider a volume element dqkdpk.
16

The number of particles entering (or leaving)

through the “left” side per unit time is

dNl

dt
= ρ(. . . , qk, pk, . . .)

qk
dt
dpk . (5.132)

The number of particles leaving (or entering) through the “right” side per unit time is

dNr

dt
= ρ(. . . , qk + dqk, pk, . . .)(q̇k + dq̇k)dpk

=

(
ρ+

∂ρ

∂qk
dqk + . . .

)(
q̇k +

∂q̇k
∂qk

dqk

)
dpk

= ρq̇kdpk +

(
∂ρ

∂qk
q̇k +

∂q̇k
∂qk

ρ

)
dqkdpk + . . . .

(5.133)

Hence, the total change in particles (per unit time) in qk direction is

dNqk

dt
=
dNr

dt
− dNl

dt
=

(
∂ρ

∂qk
q̇k +

∂q̇k
∂qk

ρ

)
dqkdpk . (5.134)

In a similar way, we find the total change in particles (per unit time) in pk direction as

dNpk

dt
=
dNu

dt
− dNd

dt
ṗk =

(
∂ρ

∂pk
+
∂ṗk
∂pk

ρ

)
dqkdpk . (5.135)

The net change of particles per unit time in the volume is of course the rate of change per

unit time of the density in the fixed volume element dqkdpk, or

∂ρ

∂t
dqkdpk =

(
∂ρ

∂qk
q̇k +

∂q̇k
∂qk

ρ+
∂ρ

∂pk
ṗk +

∂ṗk
∂pk

ρ

)
dqkdpk , (5.136)

or, dividing by dqkdpk and summing over all k,

∂ρ

∂t
=
∑
k

(
∂ρ

∂qk
q̇k +

∂q̇k
∂qk

ρ+
∂ρ

∂pk
ṗk +

∂ṗk
∂pk

ρ

)
. (5.137)

Now

∂q̇k
∂qk

+
∂ṗk
∂pk

=
∂2H

∂qk∂pk
− ∂2H

∂pk∂qk
= 0 , (5.138)

where we used Hamilton’s equations, so we have

0 =
∂ρ

∂t
−
∑
k

(
∂ρ

∂qk
q̇k +

∂ρ

∂pk
ṗk

)
=
dρ

dt
. (5.139)

This result is known as Liouville’s theorem.

16
I.e., with corners (qk, pk), (qk + dqk, pk), (qk, pk + dpk), (qk + dqk, pk + dpk). This is a volume element

“fixed in phase space”, not a moving element of the phase space “fluid”.
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6 Central-force motion

In this section, we study systems of two particles affected only by forces directed along the

line connecting the two particles (“central forces”).

6.1 Reduced mass

We need six coordinates rrr1, rrr2 to fully specify the state of a two-particle system. For central

forces, three out of the six coordinates are uninteresting. The potential energy will only

depend on r ≡ |rrr2 − rrr1|, and the Lagrangian for the system is

L =
m1

2
|ṙ̇ṙr1|2 +

m2

2
|ṙ̇ṙr2|2 − U(r) . (6.1)

As a preparation, let us figure out how the total momentum of the two particles changes

if we go to a different inertial system moving with relative velocity VVV . The relation between

the velocities is vvvi = vvv′i+VVV , i = 1, 2. Here, the prime denotes the moving system. Therefore,

we have the relation ∑
i

mivvvi =
∑
i

mivvv
′
i + VVV

∑
i

mi . (6.2)

The total momenta in the two systems are PPP =
∑

imivvvi, PPP
′ =

∑
imivvv

′
i, and we find the

relation between the momenta in the two systems

PPP = PPP ′ + VVV
∑
i

mi . (6.3)

Therefore, we can find a system in which the total momentum vanishes, e.g. PPP ′ = 0. The

corresponding relative velocity is

VVV =
PPP∑
imi

=
m1vvv1 +m2vvv2
m1 +m2

. (6.4)

We can write this as the derivative of

RRR =
m1rrr1 +m2rrr2
m1 +m2

(6.5)

This is the center of mass (CM) of the system.

Instead of rrr1 and rrr2, we can describe our system by the location of the CM, RRR, and the

relative distance of the particles, rrr = rrr2 − rrr1. Now we choose the origin of our coordinate

system to be at the center of mass; i.e., we haveRRR = 0 or

m1rrr1 +m2rrr2 = 0 . (6.6)

Combining this with rrr = rrr2 − rrr1 gives

rrr1 = − m2

m1 +m2

rrr ,

rrr2 =
m1

m1 +m2

rrr .
(6.7)
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The Lagrangian becomes

L =
µ

2
|ṙ̇ṙr|2 − U(r) , (6.8)

where

µ ≡ m1m2

m1 +m2

(6.9)

is the reduced mass. We see that for central forces, the two-body problem can be reduced to

the motion of a single “particle” of mass µ. If desired, the individual motions of the particles

can always be obtained using Eq. (6.7).

6.2 Conservation theorems

The central force field is spherically symmetric, hence the angular momentum is conserved:

LLL = r × pr × pr × p = constant . (6.10)

It follows that themotion of the system is restricted to the plane orthogonal toLLL. The problem

is effectively two-dimensional, and it is convenient to choose polar coordinates:

L =
µ

2

(
ṙ2 + r2φ̇2

)
− U(r) . (6.11)

We see that the coordinate φ is cyclic, so the corresponding conjugate momentum is con-

served:

ṗφ =
∂L

∂φ
= 0 =

d

dt

∂L

∂φ̇
, (6.12)

or

pφ =
∂L

∂φ̇
= µr2φ̇ ≡ l = constant . (6.13)

The constant l is called a first integral of the motion; it has allowed us to integrate one of

the e.o.m. immediately. It has a simple geometric interpretation. The area swept out by the

radius vector in a time interval dt is

dA =
1

2
r2dφ , (6.14)

and so

dA

dt
=

1

2
r2φ̇ =

l

2µ
= constant . (6.15)

The radius vector sweeps out equal areas in equal times. This result depends only on the

central nature of the force, and not on the 1/r2 behavior. This result was first obtained by

Johannes Kepler from observations of planetary motions.

We had eliminated the uniform motion of the CM by our choice of coordinates, so conser-

vation of linear momentum does not add any new information to the solution of the problem.

Energy conservation, however, gives a further non-trivial restriction on the motion:

E =
µ

2

(
ṙ2 + r2φ̇2

)
+ U(r) =

µ

2
ṙ2 +

1

2

l2

µr2
+ U(r) = constant . (6.16)
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6.3 Equations of motion, orbits, and effective potential

We have seen in Sec. 1.3.2 how to use the conservation of energy to solve the general one-

dimensional mechanical problem. For the present case, Eq. (??) gives

dr

dt
= ±

√
2

µ

(
E − U − l2

2µr2

)
. (6.17)

This equation can be integrated to give r(t).
If we are interested in the trajectory, we need the functional relation between r and φ.

Using

dφ =
dφ

dt

dt

dr
dr =

φ̇

ṙ
dr , (6.18)

substituting φ̇ = l/(µr2) and Eq. (6.17), and integrating, we find

φ(r) = ±
∫
dr

l/r2√
2µ
(
E − U − l2

2µr2

) . (6.19)

The case U(r) ∝ r2 is the harmonic oscillator (see Sec. 2.2). The case U(r) ∝ 1/r will be
treated in Sec. 6.4.

The radial velocity of the motion is given by Eq. (6.17). The vanishing of the left side, ṙ,
corresponds to a turning point of the motion; the condition is

E − U(r)− l2

2µr2
= 0 . (6.20)

If one chooses the angle φ to be zero at a turning point, Eq. (6.19) shows that the motion is

symmetric about the turning point: we only have to choose the plus or minus sign accord-

ing to whether r increases or decreases. (Note that, according to Eq. (6.13), φ increases or

decreases monotonically.)

The existence and type of turning points depends on the form of the potential. If this

equation has two solutions, rmin and rmax, the motion happens in that annular region. It may

happen that ṙ = 0 for all times, corresponding to circular motion. There may be only a single

condition, r ≥ rmin, in which case the particles comes from and escapes to infinity.

The motion might be periodic, in which case the orbits are closed; otherwise, the orbits are

open. Eq. (6.19) allows us to calculate the change in the polar angle when the particle moves

from rmin to rmax and back. Because of the symmetry of the motion about the turning point,

that angle is given by

∆φ = 2

rmax∫
rmin

dr
l/r2√

2µ
(
E − U − l2

2µr2

) . (6.21)

The path is closed if ∆φ is a rational fraction of 2π. This is the case for U(r) ∝ rn, with
n = −1 or n = 2.
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Eq. (6.16) shows that we can regard the radial part of the motion as an one-dimensional

motion with the effective potential energy

Veff(r) ≡ U(r) +
l2

2µr2
, (6.22)

such that Eq. (6.17) becomes

dr

dt
= ±

√
2

µ

(
E − Veff(r)

)
. (6.23)

We see that we can ontain the turning points by finding the roots of the equationE−Veff(r) =
0.

6.4 Planetary motion: Kepler’s problem

Writing the the potential for a central force with 1/r2 dependence in the general form

U(r) = −k
r
, (6.24)

the trajectory for a particle moving in that force field is given by

φ(r) =

r∫
rmin

dr′
l/r′2√

2µ
(
E + k

r′
− l2

2µr′2

) . (6.25)

To solve the integral, we change the integration variable to u = l/r′. This gives (du =
−ldr′/r′2; I will be sloppy with the variable names)

φ = −
∫

du√
2µE + 2µku

l
− u2

= −
∫

du√
k2µ2

l2
+ 2µE − (u− kµ/l)2

. (6.26)

Now we introduce v = u− kµ/l, so we get

φ = −
∫

dv√
k2µ2

l2
+ 2µE − v2

, (6.27)

and finally w = v/
√
k2µ2/l2 + 2µE, so17

φ = −
∫

dw√
1− w2

= arccos(w) + constant , (6.28)

17
We have cos(arccos(x)) = x, so using the chain rule 1 = − sin(arccos(x)) arccos(x)

′
, and using sin2 =

1− cos2, we obtain arccos(x)
′
= −1/

√
1− x2

.
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or

cosφ =
v√

k2µ2/l2 + 2µE
=

u− kµ
l√

k2µ2/l2 + 2µE
=

l
r
− kµ

l√
k2µ2/l2 + 2µE

. (6.29)

This can be simplified to give the final answer

cosφ =

l2

kµ
1
r
− 1√

1 + 2El2

k2µ

. (6.30)

Now we define

p ≡ l2

kµ
, e ≡

√
1 +

2El2

k2µ
, (6.31)

and we can write the solution as

p

r
= 1 + e cosφ . (6.32)

This is the equation for a conic section. We have chosen the constant such that φ = 0 corre-
sponds to the minimal value of r. The parameter e is called the eccentricity of the orbit. In

Cartesian coordinates, the equation is

(1− e2)x2 + 2epx+ y2 = p2 . (6.33)

For x = 0 we obtain y = ±p. The minimum and maximum values of x for y = 0 are

xmin,max =
p(e± 1)

e2 − 1
=

{
− p

1−e
p

1+e

(6.34)

The case e = 0 is a circle of radius p, as can also be seen from Eq. (6.33). For the special case

e = 1, xmin diverges. Eq. (6.33) shows that this is a parabola, x = (p2 − y2)/(2p). The case

0 < e < 1 corresponds to an ellipse (see Fig. 15), with length of the semimajor axis

a =
xmax − xmin

2
=

p

1− e2
=

k

2|E| . (6.35)

(Note that E < 0 for the elliptic orbit.) xmax is also called the pericenter (or perihelion for

the solar system), xmin is called the apocenter (or aphelion for the solar system). The distance

between the focal points of the ellipse and the center of the ellipse is

a− xmax =
p

1− e2
− p

1 + e
=

pe

1− e2
= ae . (6.36)

The length of the semiminor axis is obtained by setting x = −ae in Eq. (6.33) and solving

for y:

b =

√
p2 − (1− e2)

p2e2

(1− e2)2
+ 2ep

pe

1− e2
=

p√
1− e2

=
√
pa =

l√
2µ|E|

. (6.37)
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Figure 15: Ellipse.

Going back to polar coordinates, we can now write the minimum and maximum distance of

the orbit from the focal point as rmin = a(1− e) and rmax = a(1 + e).
The discussion of the hyperbola is left as an exercise for the students. In summary, the

different eccentricities correspond to:

e > 1 E > 0 Hyperbola,

e = 1 E = 0 Parabola,

0 < e < 1 Vmin < E < 0 Ellipse,

e = 0 E = Vmin Circle.

Here, Vmin is the minimum of the effective potential (6.22); for U(r) = k/r we have r =
l2/(µk) and thus

Vmin = −kµ
2l2

. (6.38)

So much for the geometry of the orbit. To obtain the period for the elliptic motion, we use

the expression for the areal velocity, Eq. (6.15), in the form

dt =
2µ

l
dA , (6.39)

or

τ =
2µ

l
A , (6.40)

with A = abπ the area of the ellipse. Thus, we have

τ =
2µ

l

k

2|E|
l√
2µE

π = πk

√
µ

2|E|3 . (6.41)

Alternatively, we can write this as

τ 2 =
4µ2

l2
a2b2π2 =

4π2µ

k
a3 , (6.42)
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where we used p = b2/a = l2/(kµ).
For the case of Newton’s law,

F (r) = −GmM
r2

, (6.43)

we read off k = GmM . With the definition of the reduced mass, we can rewrite Eq. (6.42) as

τ 2 =
4π2a3

G(m+M)
≈ 4π2a3

GM
for m≪M . (6.44)

The above discussion can be summarized in Kepler’s laws:

1. The planets move around the sun in elliptical orbits, with the sun in one of the focal

points.

2. The radius vector pointing from the sun to the planet sweeps out equal areas in equal

times.

3. The squares of the planets periods are proportional to the cubes of the planets semi-

major axes.

6.5 Time dependence of planetary motion
∗

Finally, we want to discuss the time dependence of the motion of the planets around the sun.

Our starting point is Eq. (6.17), which we can write as (recall that E < 0 for closed orbits)

t =

∫
dr√

2
µ
(E − U)− l2

µ2r2

=

√
µ

2|E|

∫
rdr√

−r2 + k
|E|r − l2

2µ|E|

=

√
µa

k

∫
rdr√

−r2 + 2ar − b2
=

√
µa

k

∫
rdr√

a2e2 − (r − a)2
.

(6.45)

where we used U = −k/r, a = k/(2|E|), b2 = l2/(2µ|E|), a = p/(1− e2), b = p/
√
1− e2.

We substitute r = a(1−e cos ξ) (the parameter ξ is called the eccentric anomaly for historical

reasons) and find

t =

√
µa3

k

∫
(1− e cos ξ)dξ =

√
µa3

k
(ξ − e sin ξ) + τ ∗ , (6.46)

where τ ∗ is the time of perihelion passage. Setting the clock such that τ ∗ = 0, the parameter-

ization of the trajectory is

r = a(1− e cos ξ) , t =

√
µa3

k
(ξ − e sin ξ) . (6.47)

From this result, we can also obtain the Cartesian coordinates x = r cosφ, y = r sinφ, of
the trajectory in dependence on ξ. Using Eq (6.32), we can write

e x = p− r = a(1− e2)− a(1− e cos ξ) = a e (cos ξ − e) , (6.48)
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and y =
√
r2 − x2, so

x = a(cos ξ − e) , y = a
√
1− e2 sin ξ = b sin ξ . (6.49)

The magnitude of the radial velocity is given (after some algebra) by Eq. (6.17):

vr = ṙ =

√
2|E|
µ

e√
1− e2

sinφ =

√
k

µp
e sinφ , (6.50)

while the magnitude of the transversal velocity is given by

vt = rφ̇ = r
dφ

dr

dr

dt
. (6.51)

Using Eq. (6.19) (and even more algebra) we find

vt =

√
k

µp
(1 + e cosφ) . (6.52)

The total velocity is

v =
√
v2r + v2t =

√
k

µp

√
1 + e2 + 2e cosφ . (6.53)

It is maximal at perihelion (φ = 0) and minimal at aphelion (φ = π).

6.6 The Laplace-Runge-Lenz vector
∗

We show that the vector

lll = vvv×××LLL− krrr

r
(6.54)

is constant in time:

d

dt
lll = v̇̇v̇v×××LLL− kvvv

r
+
krrr(vvv ··· rrr)

r3
. (6.55)

We insert LLL = µrrr××× vvv and obtain

d

dt
lll = µrrr(v̇̇v̇v ··· vvv)− µvvv(v̇̇v̇v ··· rrr)− kvvv

r
+
krrr(vvv ··· rrr)

r3
. (6.56)

Inserting the e.o.m. µv̇̇v̇v = −krrr/r3 shows that this expression vanishes.

The lenght of lll is most easily evaluated at perihelion, where v = vπ =
√
k/µp(1 + e) and

r = rπ = p/(1+e). Moreover, by definition |LLL| = √
kpµ, so |lll| =

√
v2|LLL|2 + k2 − 2v|LLL|k =√

k2(1 + e)2 + k2 − 2k2(1 + e) = ke.
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6.7 Perihelion shifts
∗

The elliptic orbits for a single planet in a Kepler potential U(r) = −k/r are closed and the

locations of the perihelions are fixed. The influence of other planets, the oblateness of the

sun, and the effects of General Relativity can be taken into account by small corrections δU
of the Kepler potential; these corrections result in a constant shift of the perihelion. We will

calculate this shift approximately for

U(r) = −k
r
+ δU , (6.57)

with (a) δU = β/r2, and (b) δU = γ/r3. We have

∆φ =

rmax∫
rmin

dr
2l

r2
√

2µ
(
E − U(r)− l2

2µr2

) = −2
d

dl

rmax∫
rmin

dr

√
2µ
(
E − U(r)− l2

2µr2

)
. (6.58)

We expand the integrand:

∆φ = −2
d

dl

rmax∫
rmin

dr

√
2µ
(
E +

k

r
− δU − l2

2µr2

)

= −2
d

dl

rmax∫
rmin

dr

√
2µ
(
E +

k

r
− l2

2µr2

)√√√√1− 2µδU

2µ
(
E + k

r
− l2

2µr2

)
= −2

d

dl

rmax∫
rmin

dr

√
2µ
(
E +

k

r
− l2

2µr2

)1− µδU

2µ
(
E + k

r
− l2

2µr2

)
 .

(6.59)

The first term gives 2π for the unperturbed Kepler orbit, so the second term induces the shift

δφ = 2
d

dl

rmax∫
rmin

dr

√
2µ
(
E +

k

r
− l2

2µr2

) µδU

2µ
(
E + k

r
− l2

2µr2

)


= 2
d

dl

rmax∫
rmin

dr
µδU√

2µ
(
E + k

r
− l2

2µr2

) .
(6.60)

Now we use

dφ(r) = dr
l

r2
√
2µ
(
E − U(r)− l2

2µr2

) (6.61)

and obtain

δφ(r)2
d

dl

π∫
0

r2µδU

l
dφ . (6.62)
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For case (a) we obtain

δφ(r) = 2
d

dl

π∫
0

µβ

l
dφ = −2πµβ

l2
, (6.63)

and for case (b) (recall l2 = pkµ)

δφ(r) = 2
d

dl

π∫
0

µγ

rl
dφ = 2

d

dl

π∫
0

dφ
µγ

l

1 + e cosφ

p

= 2
d

dl

(
µγ

l

π

p

)
= 2

d

dl

(
πkµ2γ

l3

)
= −6πkµ2γ

l4
.

(6.64)

Using p = a(1− e2), the shifts for cases (a) and (b) are

δφ = − 2πβ

a(1− e2)k
, δφ = − 6πγ

a2(1− e2)2k
. (6.65)

7 Systems of particles

We will first generalize some of the concepts introduced in Sec. 6.1 to the case of n particles.

We will then discuss collisions of two particles.

7.1 Linear momentum and center of mass

We repeat and generalize the analysis of Sec. 6.1. Consider a system on n particles. The

relation of momenta in two different inertial systems, related by the relative velocity VVV , is∑
a

mavvva =
∑
a

mavvv
′
a + VVV

∑
a

ma , (7.1)

where now a = 1, . . . , n. The total momenta in the two systems are PPP =
∑

amavvva, PPP
′ =∑

amavvv
′
a, and again we find the relation between the momenta in the two systems

PPP = PPP ′ + VVV
∑
a

ma . (7.2)

Therefore, we can find a system in which the total momentum vanishes, e.g. PPP ′ = 0. The

corresponding relative velocity is

VVV =
PPP∑
ama

= Ṙ̇ṘR , (7.3)

where

RRR =

∑
amarrra∑
ama

(7.4)
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is the location of the center of mass (CM) of the system. If there are no external forces acting

on the system, the CM is either at rest (CM system) or moves with constant velocity. For a

continuous mass distribution, the CM is given by

RRR =
1

M

∫
rrrdm , (7.5)

withM the total mass of the system (M =
∫
dm).

Example 7.1: CM of a hemisphere. Find the CM of a hemisphere with constant density.

Let a be the radius of the sphere, ρ =M/(2πa3/3),RRR = (0, 0, Z) by a suitable choice of the
coordinate system. Then

Z =
1

M

a∫
0

z dm , (7.6)

and we choose dm = ρdV = ρπ(a2 − z2)dz, so

Z =
1

M

a∫
0

dzρπ(za2 − z3) =
πρa4

4M
=

3a

8
. (7.7)

In some situations it may be useful to separate a subsystem, which is then acted upon by

external forces. The force fffa on particle a that is part of the subsystem can be split into a sum

of contributions fffab arising from all other particles b in the subsystem, and a net resultant

external force FFF a:

fffa =
∑
b ̸=a

fffab +FFF a . (7.8)

Newton’s second law for particle a is

d

dt
pppa =

∑
b̸=a

fffab +FFF a . (7.9)

Summing over all particles a in the subsystem (and assuming constant masses), we find

d

dt
PPP =

∑
a

∑
b̸=a

fffab +
∑
a

FFF a , (7.10)

where PPP =
∑

a pppa is the total momentum of the subsystem. If we use the CM system and

assume for the moment that all external forces vanish, FFF a = 0, we know the the right side

of the equation must vanish, and thus∑
a

∑
b ̸=a

fffab = 0 . (7.11)

(This result follows also directly from Newton’s third law.) Therefore, in the presence of

external forces, the total momentum changes according to

d

dt
PPP =

∑
a

FFF a . (7.12)
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Using the definition of the CM, we can write this also as

MR̈̈R̈R = FFF , (7.13)

whereM =
∑

ama is the total mass of the subsystem, and FFF =
∑

aFFF a is the total external

force. The center of mass of a (sub)system moves as if it were a single particle of massM , acted

on by the total external forceFFF . (Note that, in the presence of external forces, the CM system

is no longer an inertial system.)

7.2 Angular momentum

Let us calculate how the angular momentum of a system of particles transforms under a

change of the coordinate system. Writing

rrra = RRR + rrr′a , (7.14)

we obtain

LLL =
∑
a

(rrra××× pppa) =
∑
a

(rrra×××maṙ̇ṙra) (7.15)

=
∑
a

ma

[
(rrr′a +RRR)××× (ṙ̇ṙr′a + Ṙ̇ṘR)

]
. (7.16)

Because in the CM system

∑
amarrr

′
a = 0 and

∑
amaṙ̇ṙr

′
a = 0, we have

LLL =
∑
a

ma

(
rrr′a××× ṙ̇ṙr′a +RRR××× Ṙ̇ṘR

)
=
∑
a

rrr′a××× ppp′a +RRR×××PPP . (7.17)

The total angular momentum does not depend of the choice of the origin of the coordinate

system only if the whole system is at rest. In general, the total angular momentum about

an origin is the sum of the angular momentum of the center of mass about that origin and the

angular momentum of the system about the position of the center of mass.

If all internal forces between particles are central (along the line connecting the two par-

ticles), then no interal torque arises and the only change in total angular momentum is due

to the external torque present. To see this, we write the time derivative of the angular mo-

mentum of particle a
L̇̇L̇La = rrra××× ṗ̇ṗpa . (7.18)

Expressing the change in momentum in terms of internal and external forces, this gives

L̇̇L̇La = rrra×××
(∑
b ̸=a

fffab +FFF a

)
. (7.19)

Summing over a gives the total angular momentum,

L̇̇L̇L =
∑
a

L̇̇L̇La =
∑
a

rrra×××FFF a +
∑
a;b ̸=a

rrra××× fffab . (7.20)
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The last term can be written∑
a;b ̸=a

rrra××× fffab =
∑
a<b

[
rrra××× fffab + rrrb××× fff ba

]
=
∑
a<b

[
(rrra − rrrb)××× fffab

]
, (7.21)

where we used Newton’s third law in the last step. If the forces are central, this expression

vanishes, and we have

L̇̇L̇L =
∑
a

rrra×××FFF a =
∑
a

NNNa ≡NNN , (7.22)

where NNNa is the external torque on particle a, and NNN is the total external torque. If the

resultant external torque about a given axis vanishes, then the total angular momentum about

that axis is conserved.

7.3 Energy

How does the total energy transform if we change into another inertial system that moves

with relative velocity VVV ? As before, we write vvva = vvv′a + VVV , so

E =
1

2

∑
a

mavvv
2
a + U =

1

2

∑
a

ma(vvv
′
a + VVV )2 + U

=
M

2
VVV 2 + V ·V ·V ·

∑
a

mavvv
′
a +

∑
a

mavvv
′2
a

2
+ U ,

(7.23)

or

E = E ′ + V · PV · PV · P ′ +
M

2
VVV 2 . (7.24)

If the “primed” system is the CM system, thenPPP ′ = 0, andE ′ = Eint, the internal energy. The

total energy of the system is equal to the sum of kinetic energy of a particle of massM moving

with the velocity of the CM and the internal energy of the individual particles moving relative

to the CM.

We can calculate the work done on the system as it evolves in time as

W12 =
∑
a

2∫
1

FFF tot

a ··· drrra , (7.25)

whereFFF tot

a is the total force (internal and external) acting on particle a. As we did before, we
can write

FFF tot

a ···drrra =
dpppa
dt

···drrra = ma
dvvva
dt

··· drrra
dt
dt = ma

dvvva
dt

···vvvadt =
ma

2

d

dt

(
vvv2a
)
dt =

ma

2
d
(
vvv2a
)
, (7.26)

and so

W12 =
∑
a

2∫
1

FFF tot

a ··· drrra = T2 − T1 . (7.27)
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On the other hand, explicitly splitting the forces into internal and external as above, we can

write the work as

W12 =
∑
a

2∫
1

FFF tot

a ··· drrra =
∑
a

2∫
1

(
FFF a +

∑
b ̸=a

fffab

)
··· drrra . (7.28)

As before, fffab is the force originating from particle b and acting on particle a. We will assume

that this force does only on the relative distance between the particles and acts along the line

connecting the two particles, i.e., we have (using Newton’s third law) fffab = −fff ba = fabr̂̂r̂rab,
with fab = fba and r̂̂r̂rab = (rrrb − rrra)/|rrrb − rrra| the unit vector from rrra to rrrb. Then we can

derive this force from a potential. Consider, first, the force between a and b only, Uab =
Uab(|rrrb − rrra|). Then we have

fffab = −∂Uab(|rrrb − rrra|)
∂rrra

= −∂Uab(|rrrb − rrra|)
∂|rrrb − rrra|

∂|rrrb − rrra|
∂rrra

= −∂Uab(r)
∂r

r̂̂r̂rab = fab(r)r̂̂r̂rab ,

(7.29)

where in the second-to-last step we denoted r ≡ |rrrb − rrra|, and used

∂|rrrb − rrra|
∂rrra

=
∂
√

(rrrb − rrra)2

∂rrra
= − rrrb − rrra√

(rrrb − rrra)2
= −r̂̂r̂rab . (7.30)

We see that we can derive this force from a potential of the form

Uab(rrra) =

rrra∫
rrrb

fab(r)dr . (7.31)

The total internal potential is then just Uint =
∑

a<b Uab. If also the external forces can be

derived from a potential, FFF a = −∂Ua/∂rrra, then the total potential energy is U = Ua +∑
a<b Uab. Then

W12 =
∑
a

2∫
1

FFF tot

a ··· drrra = −
2∫

1

∑
a

∂

∂rrra

(
Ua +

∑
a<b

Uab

)
drrra = −

2∫
1

dU = U1 − U2 . (7.32)

It follows that

T2 − T1 = U1 − U2 , (7.33)

or

T1 + U1 = T2 + U2 . (7.34)

The total energy of the system is conserved.

Example 7.2: Exploding satellite. A satellite of massM explodes while in flight into three

fragments. One mass (m1 = M/2) travels in the original direction of the satellite, mass m2 =
M/6 travels in the opposite direction, and massm3 =M/3 comes to rest. The energyE released
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in the explosion is equal to five times the satellites kinetic energy at explosion. What are the

velocities?

Let the velocity of the satellite be vvv. The three fragments have the following masses and

veocities:

m1 =
M

2
, vvv1 = k1vvv ; (7.35)

m2 =
M

6
, vvv2 = −k2vvv ; (7.36)

m3 =
M

3
, vvv3 = 0 . (7.37)

Conservation of momentum and energy give

Mv =
M

2
k1v −

M

6
k2v , (7.38)

E +
M

2
v2 =

1

2

M

2
v2 +

1

2

M

6
v2 . (7.39)

We have k2 = 3k1 − 6, and so

5

(
M

2
v2
)
+
M

2
v2 =

Mv2

4
k21 +

Mv2

12
(3k1 − 6)2 , (7.40)

or k1(k1 − 3) = 0. We must have k1 > 0, so

vvv1 = 3vvv , vvv2 = −3vvv , vvv3 = 0 . (7.41)

7.4 Decay of particles

Frequently, conservation of momentum and energy allows to draw important conclusions

about the properties of various mechanical processes, independently of the precise nature of

the underlying interactions. Prime examples are decays and collisions of particles.

We start with discussing the decay of a particle into two particles. Wewill use two different

inertial frames to describe the process: the “center-of-mass” (CM) frame and the “laboratory”

(LAB) frame. We will generally denote quantities in the CM frame with primes and in the

LAB frame without primes.

The discussion is simplest in the CM frame, where the decaying particle is at rest. Mo-

mentum conservation implies that the momenta of the two outgoing particles add to zero:

ppp′1 = −ppp′2. We denote the absolute value by p′ = |ppp′1| = |ppp′2|. We can determine p′ using
energy conservation. Denote the masses of the two final particles by m1, m2, their internal

energies by E1i, E2i, and the internal energy of the decaying particle by Ei. Energy conser-

vation gives

Ei = E1i +
m1v

′2
1

2
+ E2i +

m2v
′2
2

2
= E1i +

p′2

2m1

+ E2i +
p′2

2m2

. (7.42)
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Let

∆E = Ei − E1i − E2i > 0 (7.43)

be the energy released in the decay. It will be converted into the kinetic energy of the final-

state particles:

∆E =
p′2

2

(
1

m1

+
1

m2

)
=
p′2

2µ
, (7.44)

with the reduced mass µ = m1m2/(m1 + m2). Their speeds are given by v′1 = p′/m1,

v′2 = p′/m2.

We now describe the process in the LAB frame, in which the decaying particle is moving

with velocity VVV . We consider particle 1 and denote its velocity in the CM frame by vvv′1 and in
the LAB frame by vvv1. We have vvv1 = vvv′1 + VVV . It follows

v′21 = v21 + V 2 − 2v1V cos θ , (7.45)

where v′1 = |vvv′1|, v1 = |vvv1|, V = |VVV |, and θ is the angle between the vvv1 and VVV (in the LAB

frame). This relation allows to calculate the velocity vvv1 in the LAB frame (if θ is known). It
can be illustrated in a diagram as shown in Fig. 16. Because vvv1 = vvv′1 + VVV , we can obtain vvv1vvv1vvv1

Figure 16: Disintegration of a particle into two particles. Left panel: v′1 > V ; right panel:

v′1 < V .

by drawing a circle of radius v′1 around the tip of VVV . The velocity vvv1 will point from point A
to any point on the circle (or, rather, the sphere whose intersection with the drawing plane

is shown). We distinguish two cases: v′1 > V and v′1 < V . In the first case, any angle θ
is allowed. In the second case, the particle can be emitted in the forward direction with an

angle θ that does not exceed

sin θmax =
v′1
V
. (7.46)

For the relation between the emission angles θ and θ′ in the LAB and CM frames, we read

off

tan θ =
v′1 sin θ

′

v′1 cos θ
′ + V

. (7.47)
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We can solve this expression for cos θ′:

tan θ =
sin θ

cos θ
=
v′1
√
1− cos2 θ′

v′1 cos θ
′ + V

, (7.48)

or

sin2 θ(v′1 cos θ
′ + V )2 = v′21 (1− cos2 θ′) cos2 θ , (7.49)

or

cos2 θ′ + 2
V

v′1
sin2 θ cos θ′ +

V 2

v′21
sin2 θ − cos2 θ = 0 , (7.50)

so

cos θ′ = −V
v′1

sin2 θ ± cos θ

√
1− V 2

v′21
sin2 θ . (7.51)

As can be seen from Fig. 16, the relation between θ and θ′ is unique for v′1 > V , and we have

to choose the positive sign such that θ′ = 0 for θ = 0. For v′1 < V , however, the relation is

not unique; for given θ, there are two possible endpoints for vvv1 on the circle (points B and

C in Fig. 16, right panel), corresponding to two different values for θ′.

7.5 Elastic collision of two particles

An elastic collision involves no change in the internal energies of the scattering particles.

Accordingly, the internal energy may be neglected when applying the law of conservation

of energy.

The scattering process is most easily described in the CM frame. We denote the initial and

final velocities of the two particles in the CM frame by u′1, u
′
2 and v

′
1, v

′
2, respectively, and

the corresponding velocities in the LAB frame by u1, u2 and v1, v2. The relation of the initial

velocities in the CM and LAB frames is

uuu′1 =
m2uuu

m1 +m2

, uuu′2 = − m1uuu

m1 +m2

, (7.52)

where uuu = uuu1 − uuu2 (see Eq. (6.7)).
Momentum conservation implies that the momenta of the two particles remain equal and

opposite after the collision, while energy conservation implies that their magnitudes also do

not change.
18

The result of the collision is simply a rotation of the velocity vectors. If we

18
This can be seen as follows: The condition of energy conservation can be written as

m2
1(u

′
1)

2

2m1
+

m2
2(u

′
2)

2

2m2
=

m2
1(v

′
1)

2

2m1
+

m2
2(v

′
2)

2

2m2
. (7.53)

In the CM frame we have m1u
′
1 = m2u

′
2 andm1v

′
1 = m2v

′
2, so

m2
1(u

′
1)

2

(
1

m1
+

1

m2

)
= m2

1(v
′
1)

2

(
1

m1
+

1

m2

)
, (7.54)

or u′
1 = v′1, and hence also u′

2 = v′2.
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denote by nnn a unit vector in the direction of vvv′1 (velocity of particle 1 after the collision), the
final velocities are given by

vvv′1 =
m2

m1 +m2

unnn , vvv′2 = − m1

m1 +m2

unnn , (7.55)

with u = |uuu|. To obtain the final velocities in the LAB frame, we have to add the velocity VVV
of the center of mass:

vvv1 =
m2

m1 +m2

unnn+
m1uuu1 +m2uuu2
m1 +m2

, vvv2 = − m1

m1 +m2

unnn+
m1uuu1 +m2uuu2
m1 +m2

. (7.56)

No further information can be obtained from energy and momentum conservation. The di-

rection of nnn depends on the relative position of the particles before the collision, as well as

on the nature of the interaction.

We can again interpret these results geometrically; this will allow us to obtain some useful

relations. To this end, we use momenta rather than velocities. We denote the initial momenta

in the LAB frame by qqq1, qqq2 and the final momenta by ppp1, ppp2. Momenta in the CM frame will be

denoted by an additional prime. Multiplying the relations (7.56) bym1 andm2, respectively,

gives

ppp1 = µunnn+
m1

m1 +m2

(qqq1 + qqq2) , ppp2 = −µunnn+
m2

m1 +m2

(qqq1 + qqq2) . (7.57)

(As usual, µ = m1m2/(m1 +m2) is the reduced mass.) The relation between the momenta

qqqi and pppi is shown in Fig. 17. There, we have the following relations:

Figure 17: Elastic collision of two particles.

−→
OC = µunnn ,

−→
AO =

m1

m1 +m2

(qqq1 + qqq2) ,
−−→
OB =

m2

m1 +m2

(qqq1 + qqq2) , (7.58)

(and therefore

−→
AB = qqq1 + qqq2). The final momenta ppp1, ppp2 are then given by the vectors

−→
AC

and

−−→
CB, according to Eq. (7.57). Given qqq1 and qqq2, the points A and B are fixed; the point C ,

on the other hand, can lie anywhere on the circle.
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We will now study the case that particle 2 is initially at rest. In this case, the length

OB = m2

m1+m2
qqq1 = µu equals the radius of the circle; i.e., the point B is located on the circle.

The vector

−→
AB represents qqq1, the momentum before the collision. The point A is located

inside the circle form1 < m2 and outside the circle form1 > m2. See Fig. 18. The angles of

Figure 18: Elastic collision of two particles, with particle 2 initially at rest. Left panel:m1 < m2;

right panel: m1 > m2.

deflection w.r.t. qqq1 are denoted by θ1, θ2; the angle χ, giving the direction of nnn, is the angle
of deflection of the first particle in the CM system. From Fig. 18 we read off that

tan θ1 =
m2 sinχ

m1 +m2 cosχ
, θ2 =

π − χ

2
(7.59)

(note that AO = m1q1/(m1 + m2) and OC = OB = m2q1/(m1 + m2)). Using (m1 +
m2)

2|ppp1|2 = (m1m2unnn+m
2
1uuu)

2
and (m1+m2)

2|ppp2|2 = (m1m2unnn−m1m2uuu)
2 = 2m2

1m
2
2u

2(1−
cosχ) (from Eq. (7.57) with qqq2 = 0, so uuu = uuu1), we obtain the absolute values of the final

velocities as

v1 =

√
m2

1 +m2
2 + 2m1m2 cosχ

m1 +m2

u , v2 =
2m1u

m1 +m2

sin
χ

2
. (7.60)

The angle between the velocities after the collision is given by the sum θ1 + θ2. Fig. 18
shows that θ1 + θ2 > π/2 form1 < m2, and θ1 + θ2 < π/2 form1 > m2.

The case that both particle move along a straight line after the collision (in the LAB frame)

corresponds to χ = π (central collision). In this case, C is located either to the left of A
(Fig. 18, left panel; ppp1 and ppp2 point in opposite directions), or to the right of A (Fig. 18, right

panel; ppp1 and ppp2 point in the same direction). The final velocities are then

vvv1 =
m1 −m2

m1 +m2

uuu , vvv2 =
2m1

m1 +m2

uuu . (7.61)
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The absolute value of vvv2 is maximal in this case. It follows that the maximal energy that can

be transferred to the particle initially at rest is

E2,out,max =
m2v

2
2,max

2
=

4m1m2

(m1 +m2)2
E1,in , (7.62)

where E1,in = m1u
2
1/2 is the energy of the initially moving particle.

Example 7.3: Scattering of dark matter on atomic nuclei. Let’s assume we have a dark

matter particle of mass mχ = 100mp (where mp = 1.67 × 10−27
kg = 938MeV is the proton

mass), scattering off an atomic xenon nucleus (mass roughlymA = 130mp). The escape velocity

of our galaxy is about 500 km/s, or in units of speed of light 500 km/s/(299792 km/s) ∼ 0.002.
This is the maximal speed of dark matter in the galactic halo – dark matter moves with nonrel-

ativistic speeds.

Let’s calculate the maximum transferred energy in the lab frame, scattering on a nucleus at

rest. We have |qqq1| = 0.002mχ = 0.2GeV, |qqq2| = 0. The maximal energy transferred to the

nucleus is then

EA,out,max =
4mAmχ

(mA +mχ)2
Eχ,in . (7.63)

Using Eχ,in = |qqq1|2/(2mχ), this gives EA,out,max ∼ 2 keV. That is the energy of a typical X-ray

photon.

For m1 < m2, the velocity of the first particle after the collision can have any direction.

Form1 < m2, the maximal scattering angle is given by

sin θ1,max =
OC

AO
=
m2

m1

. (7.64)

The collision is particularly simple if the masses of the participating particles are equal. In

this case, both points A and B are located on the circle (see Fig. 19). We have

θ1 =
χ

2
, θ2 =

π − χ

2
, (7.65)

and so

v1 = u cos
χ

2
, v2 = u sin

χ

2
. (7.66)

Note that θ1 + θ2 = π/2. For a central collision (χ = π), we have v1 = 0 and v2 = u; i.e. the
first (moving) particle stops and the second particle (initially at rest) moves with the velocity

of the first particle.

7.6 Scattering cross sections

So far, all information obtained about the elastic collision of two particles was kinematic –

no information on the value of the scattering angle χ was available. This information is

provided by the dynamics of the collision, i.e. by specifying the forces between the colliding

particles. Here, we will only consider the case of central forces. As usual, we will consider the
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Figure 19: Elastic collision of two particles with equal masses.

equivalent problem of the motion of a single particle (with reduced mass µ = m1m2/(m1 +
m2)) in a fixed force field (as we did in Sec. 6).

We have seen in Sec. 6 that the trajectory of particle in a central force field is symmetric

about the line that connects the force center with the point of closest approach (see Fig. 20).

Therefore, the two asymptotes subtend the same angle, ϕ0, with that line. The scattering

Figure 20: Scattering of a particle in a central force field.

angle is then given by χ = |π − 2ϕ0|. Using Eq. (6.19), we calculate the angle ϕ0 as

ϕ0 =

∞∫
rmin

dr
l/r2√

2µ
[
E − U(r)

]
− l2

r2

(7.67)
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(recall that rmin is a root of the radical in the denominator in Eq. (7.69)).

It will turn out to be useful instead of the constantsE and l to use the velocity “at infinity”
v∞ and the impact parameter b. The impact parameter b is the distance to the force center at
which the particle would pass if the force were absent. With the usual convention that the

potential energy vanishes at infinity, the relations between these parameters are

E =
µv2∞
2

, l = µbv∞ , (7.68)

and we have

ϕ0 =

∞∫
rmin

dr
b/r2√

1− b2

r2
− 2U

µv2∞

. (7.69)

Using this result, we can calculate the scattering angle χ.
In practice, one usually considers the scattering of a beam of equal particles that move

towards the scattering center with the same velocity v∞. Different particles in the beam will

have different impact parameters and will therefore be scattered with different angles χ. We

denote by dR the scattering rate – the number of particles dN that will be scattered by an

angle between χ and χ + dχ within a unit time intervall T , i.e. dR = dN/T (we used the

fact that the scattering is symmetric under rotations about the beam axis). The quantity dR
is inconvenient as it depends not only on the interaction, but also on the experimental setup

(namely, the density of particles in the beam). Therefore, one defines the (differential) cross

section

dσ =
dR

Φ
, (7.70)

where the flux Φ is the number of particles that passes per unit time interval T through

the cross section of the beam. dσ has units of an area and is completely determined by the

interaction (force).

If the relation between χ and b is unique, then only those particles with impact parameter

in an intervall between b(χ) and b(χ) + db(χ) will be deflected by an angle between χ and

χ+dχ. The number of these particles (per unit time interval) is equal to the product ofΦ and

the area of the annular region between the circles with radius b and b + db: dR = 2πb dbΦ,
and the cross section becomes

dσ = 2πb db . (7.71)

To obtain the dependence of the cross section on the scattering angle, we write this as

dσ = 2πb(χ)

∣∣∣∣db(χ)dχ

∣∣∣∣dχ . (7.72)

Frequently, one relates the differential scross section to the solid angle element dΩ instead

of the planar angle element dχ. The solid angle between two cones with opening angles χ
and χ+ dχ is dΩ = 2π sinχdχ, so

dσ =
b(χ)

sinχ

∣∣∣∣db(χ)dχ

∣∣∣∣dΩ . (7.73)
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If one is interested in the actual scattering of one particle on another, one can use the

relations (7.59) to obtain the cross section in terms of the scattering angles in the LAB frame.

Example 7.4: Scattering of hard spheres. We consider the scattering of two hard spheres

with radii R1 and R2, and masses m1 and m2, respectively. We start with the scattering in

Figure 21: Scattering of hard spheres.

the CM system. In this case, we have to consider the scattering of a sphere of reduced mass

µ = m1m2/(m1 +m2) on a (fixed) sphere (see Fig. 21).

The impact parameter is given by

b = (R1 +R2) cosα . (7.74)

To obtain b(χ), we observe that 2π = π/2+3β+χ+α. We know already that β = (π−χ)/2,
so α = 3π/2− 3β − χ = χ/2, so

b(χ) = (R1 +R2) cos
χ

2
, (7.75)

and

db(χ) = −R1 +R2

2
sin

χ

2
dχ . (7.76)

Inserting into Eq. (7.72) gives

dσ = π(R1 +R2)
2 cos

χ

2
sin

χ

2
dχ =

π

2
(R1 +R2)

2 sinχdχ . (7.77)

Expressing this result in terms of the solid angle element (see Eq. (7.73)) gives

dσ =
1

4
(R1 +R2)

2dΩ . (7.78)
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The total cross section is obtained by integrating this expression over the whole sphere. We haved∫
dΩ =

∫ π
0
2π sinχdχ = 4π, so the total cross section is

σ = π(R1 +R2)
2 , (7.79)

as expected.

To obtain the differential cross section in the LAB frame where on of the spheres is initially at

rest, we need to use the relations (7.59) to relate the scattering angles θ1 and θ2 to the scattering
angle χ in the CM frame. The differential cross section is

dσ = π(R1 +R2)
2 sinχdχ

2
. (7.80)

Solving

tan θ1 =
m2 sinχ

m1 +m2 cosχ
(7.81)

for cosχ gives

cosχ = −m1

m2

sin2 θ1 ± cos θ1

√
1− m2

1

m2
2

sin2 θ1 . (7.82)

(see Sec. 7.4). Form2 > m1 the solution is unique and we need to choose the positive sign. Using

sinχdχ = −d cosχ and

d cosχ = sin θ1dθ1

(
− 2

m1

m2

cos θ1 −
√

1− m2
1

m2
2

sin2 θ1 +
−m2

1

m2
2
cos2 θ1√

1− m2
1

m2
2
sin2 θ1

)

= − sin θ1dθ1

(
2
m1

m2

cos θ1 +
1 +

m2
1

m2
2
cos 2θ1√

1− m2
1

m2
2
sin2 θ1

)
,

(7.83)

we find

dσ = π(R1 +R2)
2 sin θ1dθ1

2

(
2
m1

m2

cos θ1 +
1 +

m2
1

m2
2
cos 2θ1√

1− m2
1

m2
2
sin2 θ1

)
. (7.84)

For m1 > m2 we need to take the difference between the two solutions (as one of the LAB

scattering angles increases and the other decreases with χ) and find

dσ = π(R1 +R2)
2 sin θ1dθ1

1 +
m2

1

m2
2
cos 2θ1√

1− m2
1

m2
2
sin2 θ1

. (7.85)

7.7 The Rutherford cross section
∗

One of the most important applications of the general expressions for the cross section is the

scattering of charged particles is a Coulomb field, i.e. U(r) = k/r. We insert the potential
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into Eq. (7.69) and obtain

ϕ0 =

∞∫
rmin

dr
b/r2√

1− b2

r2
− 2k

rµv2∞

. (7.86)

Here,

rmin =
k

µv2∞
+

√
k2

µ2v4∞
+ b2 . (7.87)

Integration gives (u = 1/r, du = −dr/r2)

ϕ0 = −b
0∫

umax

du
1√

1− u2b2 − 2k
µv2∞

u
= −

0∫
umax

du
1√

1
b2
−
(
u+ k

b2µv2∞

)2
+ k2

b4µ2v4∞

. (7.88)

where umax = 1/rmin. Shifting the integration variable y = u+ k
b2µv2∞

gives

ϕ0 = −

k

b2µv2∞∫
ymax

dy
1√

1
b2
+ k2

b4µ2v4∞
− y2

(7.89)

where ymax = umax +
k

b2µv2∞
. Next, we rescale w = y/

√
1/b2 + k2/(b4µ2v4∞). This gives

ϕ0 = −
w∞∫
1

dw
1

1− w2
= arccos(w)

∣∣∣∣w∞

1

, (7.90)

where wmax = ymax/
√

1/b2 + k2/(b4µ2v4∞) = 1 and w∞ = k/
√
v4∞µ

2b2 + k2. Therefore

ϕ0 = arccos

k
µbv2∞√

1 + k2

b2µ2v4∞

. (7.91)

This implies

b2 =
k2

µ2v4∞
tan2 ϕ0 (7.92)

and with χ = |π − 2ϕ0|
b2 =

k2

µ2v4∞
cot2

χ

2
. (7.93)

Differientiating gives

db

dχ
= − k

2µv2∞

1

sin2 χ
2

. (7.94)

Inserting into Eq. (7.73) and using sinχ = 2 sin(χ/2) cos(χ/2)

dσ =
k2

4µ2v4∞

1

sin4 χ
2

dΩ . (7.95)

84



8 Motion in a noninertial reference frame

In certain circumstances, it is convenient to use non-inertial coordinate frames to describe

the motion of a system. Examples are motion on the earth (taking into account the earths

own motion within, e.g., the solar system) and the motion of rigid bodies.

8.1 Angular velocity

Accelerated coordinate systems are typically associated with extended, rigid bodies. It is

therefore useful to distinguish between translations and rotations. (For instance, at a given

time, the translational movement could be associated with the CM, and the remainingmotion

can be described as a rotation about an axis through the CM (why?).) How dowe describe this

motion? Let us focus on the rotational motion. We denote the position vector of a moving

particle by rrr and its instantaneous velocity by vvv. Denote the angle between the position

vector and the axis of rotation by α (see Fig. 22). If within the time interval dt the polar angle

Figure 22: Particle rotating about an axis.

changes by an amount dθ, the instantaneous speed of the particle is v = |vvv| = Rdθ/dt =
|rrr|ω sinα, where ω = θ̇. Because vvv is orthogonal to both rrr and the axis of rotation, we can

write

vvv = ω × rω × rω × r . (8.1)

This defines the angular velocity ωωω.
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If we denote the velocity of the translational motion by VVV and include that motion for our

particle, we have, more generally,

vvv = VVV +ωωω × rrr . (8.2)

What happens if we choose another origin Õ of our coordinate system at distance aaa fromO?
We denote the translational velocity in this system by Ṽ̃ṼV and the angular velocity by ω̃̃ω̃ω. The

relation between the two position vectors is rrr = r̃̃r̃r + aaa, and we obtain

vvv = VVV +ωωω × aaa+ωωω × r̃̃r̃r ≡ Ṽ̃ṼV + ω̃̃ω̃ω × r̃̃r̃r . (8.3)

We see that

Ṽ̃ṼV = VVV +ωωω × aaa , ω̃̃ω̃ω = ωωω . (8.4)

The angular velocity does not depend on the choice of origin of the coordinate system.

8.2 Accelerating coordinate systems

First, we consider a coordinate system that moves w.r.t. an inertial frame with a time-

dependent translational velocity VVV (t), i.e. there is no rotation of the coordinates axes; the

fixed and moving coordinate axes stay parallel (or at fixed angles) to each other, see Fig. 23

(left panel). We consider the motion of a single particle in either coordinate system. The

velocity in the inertial frame, vvv0, and the velocity in the accelerated frame, vvv′, are related by

vvv0 = vvv′ + VVV (t) . (8.5)

How does the Lagrangian change if we change from the inertial to the accelerated frame?

The Lagrangian in the inertial frame can be chosen as

L0 =
mvvv20
2

− U . (8.6)

Inserting the relation (8.5), we find

L′ =
mvvv′2

2
+mvvv′ ·V·V·V +

m

2
VVV 2 − U . (8.7)

To simplify this expression, we point out that adding to the Lagrangian the total time deriva-

tive of an arbitrary function of time and coordinates does not change the equations of mo-

tion.
19
Since VVV 2(t) is an arbitrary function of time, it can be written as the time derivative of

19
This can be seen as follows: Let us write

L′(q, q̇, t) = L(q, q̇, t) +
d

dt
f(q, t) . (8.8)

Then

S′ =

t2∫
t1

dtL′(q, q̇, t) =

t2∫
t1

dtL(q, q̇, t) +

t2∫
t1

dt
d

dt
f(q, t) = S + f(q(t2), t2)− f(q(t1), t1) . (8.9)

Since q(t1) and q(t2) are held fixed in the variation of the action, the equations of motions resulting from

S and S′
are the same.
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another arbitrary function and thus can be dropped from the Lagrangian. Similarly, we can

write

vvv′·V·V·V = V ·V ·V · d
dt
rrr′ =

d

dt

(
V · rV · rV · r′

)
− rrr′ ··· d

dt
VVV , (8.10)

and drop the total derivative. The resulting Lagrangian is

L′ =
mvvv′2

2
−mrrr′ ·V̇·V̇·V̇ −U , (8.11)

and the resulting equations of motion are

m
dvvv′

dt
= −∂U

∂rrr′
−mV̇̇V̇V . (8.12)

WritingVVV = Ṙ̇ṘR, we can interpret the last term as an additional force fffa = −mR̈̈R̈R that appears

in the accelerated frame. We write the final version of the equations of motion, expressed in

the accelerating coordinate system, as

mr̈̈r̈r′ = −∂U
∂rrr′

−mR̈̈R̈R . (8.13)

Figure 23: Fixed, accelerating, and rotating coordinate systems.

Now, we consider a (possibly time-dependent) rotation of the coordinate system, see Fig. 23.

We neglect the translational acceleration for the moment and further assume that the origins

of the two coordinate systems coincide (i.e. RRR = 000, and hence rrr′ = rrr, see Fig. 23, right panel).
The relation between velocities in the non-rotating and rotating coordinate systems is given

by
20 (

ṙ̇ṙr
)
fixed

=
(
ṙ̇ṙr
)
rotating

+ωωω × rrr . (8.14)

20
There is somewhat of a notational dilemma here. As the origins of the two coordinate systems coincide,

the position of the particle is described by the same position vector. However, this vector has different

coordinate representations in the two different systems. We try to indicate this explicitly whereever it is

not clear from context.
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Generally, the relation between the time rate of change in the non-rotating and rotating

frames of any vector qqq is given by(
dqqq

dt

)
fixed

=

(
dqqq

dt

)
rotating

+ωωω × qqq . (8.15)

We could proceed by inserting Eq. (8.14) into the Lagrangian (8.11), and then derive the

equations of motion (see App. D). However, in this case it is actually easier to consider New-

ton’s equations of motion directly. Newton’s equation in the inertial frame is simply given

by

m
(
r̈̈r̈r
)
fixed

= FFF . (8.16)

Here,FFF ≡ −∇∇∇U corresponds to the actual “physical” forces. Using the general relation (8.15)

to take the time derivative of the relation (8.14) gives the relation between the accelerations

in the fixed and rotating frames:

(
r̈̈r̈r
)
fixed

≡
(
d

dt

)
fixed

(
drrr

dt

)
fixed

=

(
d

dt

)
fixed

[(
drrr

dt

)
rotating

+ωωω × rrr

]
=
(
r̈̈r̈r
)
rotating

+ωωω ×
(
ṙ̇ṙr
)
rotating

+
(
ω̇̇ω̇ω
)
rotating

× rrr +ωωω ×
[(
ṙ̇ṙr
)
rotating

+ωωω × rrr
]
.

(8.17)

Newton’s equation (8.16) becomes (all time derivatives are evaluated in the rotating system,

so I drop the corresponding subscripts)

mr̈̈r̈r = FFF −mω̇̇ω̇ω × rrr −mωωω ×
(
ωωω × rrr

)
− 2mωωω × ṙ̇ṙr . (8.18)

The last two terms on the right side are called the centrifugal force and the Coriolis force,

respectively.
21

Until now, we assumed that the origins of the two coordinate systems coincide. We obtain

the general case by simply adding the translational motion of the CM, according to Eq. (8.13),

and get

m
(
r̈̈r̈r
)
rotating

= FFF −m
(
R̈̈R̈R
)
fixed

−mω̇̇ω̇ω × rrr −mωωω ×
(
ωωω × rrr

)
− 2mωωω ×

(
ṙ̇ṙr
)
rotating

. (8.19)

Note that the time derivatives in R̈̈R̈R are still evaluated in the fixed frame, as indicated by the

explicit notation.

8.3 Motion relative to the earth

We here assume the earth to be spherical and isotropic. We neglect any motion of the earth

related to the motion of the solar system as a whole, or any small disturbances (precession

of the earth’s axis etc.). We locate the “fixed” (non-rotating) coordinate system at the center

21
Gaspard-Gustave de Coriolis (1792 - 1843) discovered this effect during his study of water wheels. Only at

the end of the nineteenth century it became known under his name.
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of the earth, with the z axis pointing towards the North pole. The force on any particle of

massm near the surface of the earth in this fixed system is then

FFF = mggg0 + fff , (8.20)

where

ggg0 = −GMe

R2
e

eeeR (8.21)

is the earth’s gravitational field (Me its mass and Re its radius), while fff denotes any other

forces acting on the particle. eeeR is an unit vector in the radial direction.

The earth’s period of rotation w.r.t. the stellar background is τe = 23h 56m 4s = 86164 s
(sidereal day), so |ω| = 2π/τe = 7.29 × 10−5/s. The force FFF acting on the particle, as

expressed in a rotating and accelerating system that is attached to the earth’s surface is given

by Eq. (8.19). To express (R̈̈R̈R)fixed in terms of time derivatives in the moving frame, note that

RRR is here the vector pointing from the center of the earth towards the position of the rotating

frame on the earth’s surface, and its only motion is a constant rotation (as measured in the

fixed frame) with the same angular velocityωωω, i.e. (Ṙ̇ṘR)rotating = 0 and hence (Ṙ̇ṘR)fixed = ωωω×RRR.
Using Eq. (8.15), we find (

R̈̈R̈R
)
fixed

= ωωω ×
(
ωωω ×RRR

)
, (8.22)

and the equations of motion become

mr̈̈r̈r = fff +mggg0 −mωωω ×
[
ωωω × (rrr +RRR)

]
− 2mωωω × ṙ̇ṙr , (8.23)

where all time derivatives are evaluated in the rotating frame. The second and third terms

on the right side are the effective gravitational force on the earth’s surface; we define the

effective gravitational acceleration as

ggg = ggg0 −ωωω ×
[
ωωω × (rrr +RRR)

]
. (8.24)

Near the surface of the earth we can neglect rrr ≪ RRR, so

ggg = ggg0 −ωωω ×
(
ωωω ×RRR

)
. (8.25)

This is a correction of order Rω2/g = 0.35%. Away from the poles and the equator, the

gravitational acceleration is not strictly directed toward the center of the earth. In total, we

now have

FFF = fff +mggg − 2mωωω × ṙ̇ṙr . (8.26)

For instance, a body moving on the Northern hemisphere is deflected by the Coriolis force

towards its right, and towards the left on the Southern hemisphere.

Example 8.1: SURF. A careless physicist drops a stone into the mine shaft at Sanford Un-

derground Research Facility (SURF; 1478m depth). How far is the stone deflected from vertical

fall?

We need to solve the equation

r̈̈r̈r = ggg − 2ωωω × ṙ̇ṙr . (8.27)
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We choose the z axis of the rotating frame in direction −ggg, and the x and y axes South and

East, respectively. SURF is located at Lead, SD (44◦21′3′′ Northern latitude), so the polar angle

is θ = 0.77 ≈ π/4. We have

ωx = −ω cos θ ,

ωy = 0 ,

ωz = ω sin θ .

The equation of motion in z direction is

z̈ = −g − 2(ωxẏ − ωyẋ) = −g + 2ẏω cos θ . (8.28)

We can clearly neglect the second term, and obtain z(t) = −gt2/2 if the stone starts falling

from rest. The time for falling a distance −h is then t =
√

2h/g.
The remaining equations of motion are

ẍ = −2(ωyż − ωzẏ) = 2ẏω sin θ . (8.29)

and
22

ÿ = −2(ωzẋ− ωxż) = −2żω cos θ − 2ẋω sin θ . (8.32)

The gravitational acceleration acts in direction of z, so we will neglect ẋ and ẏ. This leaves

ÿ = −2żω cos θ = −2(−gt)ω cos θ , (8.33)

so y = 2gω cos θ(t3/6), or

y =
ω cos θ

3

√
8h3

g
= 14 cm . (8.34)

Example 8.2: Foucault’s pendulum.We use coordinate systems similar to those in the

previous example. The origin of the rotating system is located at the equilibrium point of the

pendulum. The equations of motion are

r̈̈r̈r = ggg +
TTT

m
− 2ωωω × ṙ̇ṙr , (8.35)

22
Note that we can write the equations of motion in the following form: ẍ

ÿ
z̈ + g

 =

 0 2ω sin θ 0
−2ω sin θ 0 −2ω cos θ

0 2ω cos θ 0

ẋ
ẏ
ż

 (8.30)

with an antisymmetric coefficient matrix. This implies energy conservation: if we take the scalar product

of Eq. (8.30) with the vector m(ẋ, ẏ, ż), the right side vanishes due to the antisymmetry and we obtain

mẋẍ+mẏÿ +mżz̈ +mgż =
m

2

d

dt

(
ẋ2 + ẏ2 + ż2

)
+

d

dt
(mgz) = 0 , (8.31)

or T + V = constant. The reason is that the Coriolis force acts in a direction orthogonal to the velocity

and, thus, no work is done on the particle.
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whereTTT is the tension in the string of length ℓ.23 We consider only small angles, such that motion

in the z direction can be neglected and the pendulum bob moves only in the x-y plane. We then

have T ≈ Tz = mg, and

Tx = −T x
ℓ
, Ty = −T y

ℓ
. (8.36)

Reutilizing our results from above, we then find the equations of motion

ẍ = −g
ℓ
x+ 2ẏω sin θ , (8.37)

ÿ = −g
ℓ
y − 2ẋω sin θ . (8.38)

We can solve this coupled system of differential equations by adding i times the second equation

to the first:

ẍ+ iÿ +
g

ℓ
(x+ iy) = 2ω sin θ(ẏ − iẋ) = −2iω sin θ(ẋ+ iẏ) , (8.39)

Writing s = x+ iy, this is
s̈+ 2iωz ṡ+ α2s = 0 , (8.40)

where we defined α2 = g/ℓ. This is the equation for a damped harmonic oscillator, with solution

(see Eq. (2.38), with β → iωz , ω
2
0 → α2

)

s(t) = e−iωzt

[
A exp

(
i
√
ω2
z + α2t

)
+B exp

(
−i
√
ω2
z + α2t

)]
. (8.41)

Since (for reasonable length of the pendulum) α2 ≫ ω2
z , we can approximate this as

s(t) = e−iωzt
[
Aeiαt +Be−iαt

]
. (8.42)

We denote the (hypothetical) solution for ωz = 0 by

s′(t) = x′(t) + iy′(t) = Aeiαt +Be−iαt , (8.43)

or s(t) = e−iωzts′(t). This gives

x+ iy =
[
cos(ωzt)− i sin(ωzt)

]
(x′ + iy′)

= x′ cos(ωzt) + y′ sin(ωzt) + i(−x′ sin(ωzt) + y′ cos(ωzt)) ,
(8.44)

or, finally, (
x(t)
y(t)

)
=

(
cos(ωzt) sin(ωzt)
− sin(ωzt) cos(ωzt)

)(
x′(t)
y′(t)

)
. (8.45)

We see that the plane of oscillation of the pendulum rotates with angular frequencyωz = ω sin θ.

23
In some sense, Foucault’s pendulum is analogous to the falling particle of the previous problem, only that

the “leading” motion in −z direction is prohibited by the mass being fixed to a string. Alternatively to the

method followed here, we could implement the constraint x2 + y2 + z2 = ℓ2 using Lagrange multipliers.

Solving for z = ℓ
√
1− x2/ℓ2 − y2/ℓ2 then allows for a more systematic expansion in small parameters.
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9 Dynamics of rigid bodies

9.1 The inertia tensor

We want to find an expression for the kinetic energy of a rigid body that takes into account

both the translational and rotational motion. If the rigid body consists of n discrete massive

particles, its kinetic energy is given by
24

T =
n∑
a=1

mavvv
2
a

2
. (9.1)

We now use the relation (8.2) to express the vvva in terms of a coordinate system that is fixed

w.r.t. the rigid body (i.e., which might have translational and rotational motion w.r.t. to the

fixed coordinate system of Eq. (9.1)) and find

T =
n∑
a=1

ma

2

(
VVV +ωωω × rrra

)2
=

n∑
a=1

ma

2
VVV 2 +

n∑
a=1

maVVV ···
(
ωωω × rrra

)
+

n∑
a=1

ma

2

(
ωωω × rrra

)2
. (9.2)

The first time on the right side is just MVVV 2/2, where M =
∑

ama is the total mass of the

rigid body. We can write the second term on the right side as

n∑
a=1

maVVV ···
(
ωωω × rrra

)
=

n∑
a=1

marrra ···
(
VVV ×ωωω

)
=MRRR ···

(
VVV ×ωωω

)
, (9.3)

whereRRR is the position of the CM. Hence, this term vanishes if we choose the origin of the

moving system in the CM. To rewrite the last term in Eq. (9.2), we use the identity(
A×BA×BA×B

)
···
(
A×BA×BA×B

)
= A2B2 −

(
A ·BA ·BA ·B

)2
, (9.4)

and find

n∑
a=1

ma

2

(
ω × rω × rω × ra

)2
=

n∑
a=1

ma

2

[
ω2r2a −

(
ω · rω · rω · ra

)2]
=

n∑
a=1

ma

2

[(∑
i

ω2
i

)(∑
k

x2a,k

)
−
(∑

i

ωixa,i

)(∑
j

ωjxa,j

)]
=

n∑
a=1

ma

2

∑
ij

[
ωiωjδij

∑
k

x2a,k − ωiωjxa,ixa,j

]
=
∑
ij

ωiωj

n∑
a=1

ma

2

[
δij
∑
k

x2a,k − xa,ixa,j

]
.

(9.5)

Defining the inertia tensor

Iij ≡
n∑
a=1

ma

[
δij
∑
k

x2a,k − xa,ixa,j

]
, (9.6)

24
For a “continuous” body, the sum has to be replaced by an integral.
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we can write the total kinetic energy as

T =
1

2
MVVV 2 +

1

2

∑
ij

Iijωiωj . (9.7)

Note that the inertia tensor is symmetric and, hence, has six independent components. For

a continuous mass distribution, it is given by

Iij =

∫
V

ρ(rrr)
[
δij
∑
k

x2k − xixj

]
. (9.8)

Example 9.1: Dumbbell. Consider a dumbbell, with two (point-like) weights of equal mass

m = 1 kg separated by a massless stick of length 1m.

We locate the weights on the z axis, symmetric about the origin, and find (in units of kgm
2
):

I11 = 1(1/2)2 + 1(−1/2)2 =
1

2
= I22 , (9.9)

I33 = 1[(1/2)2 − (1/2)2] + 1[(−1/2)2 − (−1/2)2] = 0 , (9.10)

I12 = I13 = I23 = 0 . (9.11)

Example 9.2: Cube. Consider a homogeneous cube of density ρ and side length b. Locate the
origin at the CM, and the coordinate axes through the centers of the sides of the cube.

Because of an obvious symmetry, we need only calculate I11 and I12. We find

I11 = ρ

b/2∫
−b/2

dx

b/2∫
−b/2

dy

b/2∫
−b/2

dz(y2 + z2) = ρb

b/2∫
−b/2

dy

(
by2 +

b3

12

)

= ρb

(
b4

12
+
b4

12

)
=

1

6
ρb5 =

1

6
Mb2 ,

(9.12)

and

I12 = −ρ
b/2∫

−b/2

dx

b/2∫
−b/2

dy

b/2∫
−b/2

dz xy = 0 . (9.13)

We can write the result in matrix form,

I =


1
6
β 0 0

0 1
6
β 0

0 0 1
6
β

 , (9.14)

with β ≡Mb2.
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9.2 Steiner’s theorem

The result (9.7) is only valid if the origin of the moving coordinate system is located at the

CM. However, in some occasions it is simpler to calculate the inertia tensor in a different

coordinate system. How does the inertia tensor transform under a shift of coordinates?

Assume we are given (or have calculated) the inertia tensor in a general (non-CM) co-

ordinate system. We denote the position vector by capital letters, RRRa, with components

Xa,1, Xa,2, Xa,3. The inertia tensor is then

Jij =
n∑
a=1

ma

[
δij
∑
k

X2
a,k −Xa,iXa,j

]
. (9.15)

We denote the coordinates of the CM system with small letters, as before. Assume that the

CM is located at aaa, such thatRRR = rrr + aaa. Then

Jij =
n∑
a=1

ma

[
δij
∑
k

(xa,k + ak)
2 − (xa,i + ai)(xa,j + aj)

]
=

n∑
a=1

ma

[
δij
∑
k

x2a,k − xa,ixa,j

]
+

n∑
a=1

ma

[
δij
∑
k

(2xa,kak + a2k)− (aixa,j + ajxa,i + aiaj)
]

= Iij +
n∑
a=1

ma

[
δij
∑
k

a2k − aiaj

]
+

n∑
a=1

ma

[
2δij

∑
k

xa,kak − aixa,j − ajxa,i

]
.

(9.16)

However, the last terms on the right side vanish in the CM system. Using

∑n
a=1ma = M

and

∑
k a

2
k = a2, we find our final result

Iij = Jij −M
(
δija

2 − aiaj
)
. (9.17)

Example 9.3: Cube, again. Consider again a homogeneous cube of density ρ and side length
b, but now locate the origin at one edge of the cube, and the coordinate axes along the sides of

the cube.

Because of an obvious symmetry, we need only calculate J11 and J12. We find

J11 = ρ

b∫
0

dX

b∫
0

dY

b∫
0

dZ(Y 2 + Z2) = ρb

b∫
0

dY

(
bY 2 +

b3

3

)

= ρb

(
b4

3
+
b4

3

)
=

2

3
ρb5 =

2

3
Mb2 ,

(9.18)

and

J12 = −ρ
b∫

0

dX

b∫
0

dY

b∫
0

dZ XY = −ρb
b∫

0

dX
b2

2
X = −ρb

5

4
= −1

4
Mb2 . (9.19)
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We can write the result in matrix form,

J =


2
3
β −1

4
β −1

4
β

−1
4
β 2

3
β −1

4
β

−1
4
β −1

4
β 2

3
β

 , (9.20)

with β ≡Mb2.
To obtain the inertia tensor in the CM frame, we need aaa = (b/2, b/2, b/2), a2 = 3b2/4, and

calculate

I11 = J11 −M

(
3

4
− 1

4

)
b2 =

2

3
Mb2 − 1

2
Mb2 =

1

6
Mb2 , (9.21)

I12 = J12 −M

(
− 1

4

)
b2 = −1

4
Mb2 +

1

4
Mb2 = 0 . (9.22)

The kinetic energy of a rigid body can be expressed solely in terms of the inertia tensor

even if the origin is not located at the center of origin, as long as the origin of the system

fixed to the rigid body is not moving as seen from the inertial system (e.g. the origins of the

two system may be chosen to coincide at all times).

In this case, if we keep the convention that rrra denotes the position vector as measured

from the CM, and denote the position of the CM again by aaa, we should setVVV = 0 and replace
rrra → rrra + aaa in Eq. (9.2). This gives

T =
n∑
a=1

ma

2

(
ωωω × rrra +ωωω × aaa

)2
=

n∑
a=1

ma

2

(
ωωω × rrra

)2
+

n∑
a=1

ma

(
ωωω × aaa

)
···
(
ωωω × rrra

)
+

n∑
a=1

ma

2

(
ωωω × aaa

)2
.

(9.23)

As before, the second term in the last line vanishes
25
, and we have for the total kinetic energy

T =
n∑
a=1

ma

2

(
ωωω × rrra

)2
+

n∑
a=1

ma

2

(
ωωω × aaa

)2
=

1

2

∑
ij

Iijωiωj +
M

2

(
ωωω × aaa

)2
. (9.24)

In fact, this must be the same as just using the inertia tensor in the non-CM frame Jij instead
of Iij in Eq. (9.7), as we can easily verify, using Steiner’s theorem:

T =
1

2

∑
ij

Jijωiωj

=
1

2

∑
ij

Iijωiωj +
M

2

∑
ij

(
δija

2 − aiaj
)
ωiωj

=
1

2

∑
ij

Iijωiωj +
M

2

[
ω2a2 − (ωωω ··· aaa)2

]
=

1

2

∑
ij

Iijωiωj +
M

2
(ωωω × aaa)2 .

(9.25)

25
Use (AAA×××BBB) ··· (AAA×××CCC) = AAA2(BBB ···CCC)− (AAA ···CCC)(AAA ···BBB).
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Example 9.4: “Fixed” double pendulum. Consider a planar pendulum of length ℓwithmass

m1 fixed at its end and massm2 at half length.

We take the x3 direction of the coordinate system fixed to the rigid body along the (positive)

angular velocity ωωω, i.e.,
ωωω = ωeee3 = θ̇ eee3 , (9.26)

and the x1 direction along the pendulum. The inertia then tensor has components

Jij ≡
2∑

a=1

ma

[
δij
∑
k

x2a,k − xa,ixa,j

]
. (9.27)

We have xa,2 = xa,3 = 0, x1,1 = b, x2,1 = b/2, so

J22 = J33 = m1b
2 +m2

b2

4
, (9.28)

with all other components zero. According to the discussion above, this gives the kinetic energy

T =
1

2
θ̇2
(
m1b

2 +m2
b2

4

)
. (9.29)

The Lagrangian for the system is then

L =
1

2
θ̇2
(
m1b

2 +m2
b2

4

)
+m1gb cos θ +

1

2
m2gb cos θ , (9.30)

and the equations of motion are

θ̈b2
(
m1 +

m2

4

)
= −gb sin θ

(
m1 +

m2

2

)
. (9.31)

The frequency for small oscillations is given by

ω2
0 =

g

b

m1 +
m2

2

m1 +
m2

4

. (9.32)

9.3 Principal axes of inertia
∗

By a suitable orientation of the rotating coordinate system (see Fig. 31 for an elementary

example), the inertia tensor can be brought in a form where only the diagonal elements are

non-zero.

Consider the rotational part of the kinetic energy,

Trot =
1

2

∑
ij

Iijωiωj . (9.33)

Obviously, Trot does not change if we just choose a different orientation of our coordinate

system. In such a rotated system, the components of the angular momentum ωωω′
will be
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Figure 24: Rotation of coordinate system. The components of the vector rrr (in red) can be

obtained by orthogonal projection in the primed and unprimed coordinate systems. Their

relations are given by trigonometric identities. For instance, projecting the components of rrr
along the x′, y′ axes onto the x, y axes gives x = x′ cos θ−y′ sin θ and y = x′ sin θ+y′ cos θ.

linear combinations of the components of the angular momentum ωωω in the original frame.

For instance, ω′
1 = R11ω1 +R12ω2 +R13ω3, or, more generally,

ω′
i =

3∑
j=1

Rijωj . (9.34)

In matrix notation we write this as

ωωω′ = RRRωωω . (9.35)

Of course, the length (the absolute value) of the angular momentum should not change under

such a rotation:

ω2 = ωωωTωωω
!
=
(
ωωω′)Tωωω′ = ωωωTRRRTRRRωωω , (9.36)

so we must have

RRRTRRR = 111 . (9.37)

Here, the superscript T denotes the transpose of the matrix.

The condition that Trot be invariant under a rotation of the coordinate system is then

Trot =
1

2
ωωωTIII ωωω =

1

2

(
ωωω′)TIII ′ωωω′ =

1

2
ωωωTRRRTIII ′RRRωωω , (9.38)

so we must have

III = RRRTIII ′RRR , (9.39)
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or, using the orthogonality relation (9.37),

III ′ = RRRIIIRRRT = RRRIIIRRR−1 . (9.40)

This is the transformation law for the inertia tensor.

We now want to find a coordinate system, or equivalently, a rotation matrixRRR, such that

III ′ =DDD is a diagonal matrix:

DDD =

I1 0 0
0 I2 0
0 0 I3

 . (9.41)

Multiplying Eq. (9.40) on the right byRRR and using Eq. (9.37), we get

RRRIII =DDDRRR , (9.42)

or

RRRIII −DDDRRR = 0 . (9.43)

We can interpret this equation as a set of three linear systems of equations, one for each row

of the matrixRRR. Denoting the rows by vvvi, the three systems are

(III − Ii111)vvvi = 0 , i = 1, 2, 3 , (9.44)

one system of equations for each of the vvvi. Solving the systems will allow us to determine

the three rows vvvi, and hence the matrix RRR. The systems will have a non-trivial solution if

and only if the determinant of the coefficient matrix vanishes:

det(III − λ111) = 0 . (9.45)

The three roots of this cubic equation in λ are the three principal moments of inertia Ii, and
solving the corresponding systems (9.44) gives the explicit form of the transformationmatrix.

Since we start with a Cartesian (rectangular) coordinate and perform a pure rotation, we see

that the three principal axes of inertia are orthogonal to each other.

We did not prove that Eq. (9.45) always has three real solutions. This is a general result of

linear algebra. In practice, this is only relevant for a completely asymmetric rigid body. If a

rigid body has (at least) one axis of symmetry, we can always choose the x3 direction along

this symmetry axis, and it is straighforward to see that the inertia tensor then takes the form

I1 = I2, and Iij = 0 for i ̸= j.

9.4 Angular momentum

The angular momentum of a rigid body is defined as

LLL =
∑
a

(rrra × pppa) . (9.46)
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Recall that LLL depends on the choice of origin of the coordinate system; a frequent choice is

the CM system. With this choice, the velocity of the rigid body arises from pure rotation,

and we can write

LLL =
∑
a

ma(rrra × vvva) =
∑
a

ma(rrra × (ωωω × rrra)) . (9.47)

Now we use the identity

AAA× (BBB ×AAA) = A2BBB −AAA(AAA ···BBB) (9.48)

to write

LLL =
∑
a

ma

[
r2aωωω − rrra(rrra ···ωωω)

]
. (9.49)

This result can also be expressed in terms of the inertia tensor, as follows:

Li =
∑
a

ma

[
ωi
∑
k

x2a,k − xa,i
∑
j

xa,jωj

]
=
∑
j

ωj
∑
a

ma

[
δij
∑
k

x2a,k − xa,ixa,j

]
, (9.50)

or

Li =
∑
j

Iijωj . (9.51)

In matrix notation,

LLL = III ωωω . (9.52)

In general, the angular velocity and the angular momentum need not point in the same

direction (if the inertia tensor is not proportional to the unit matrix). They only point in the

same direction if the body rotates about one of its principle axes of inertia.

Finally, we derive an alternative expression for the rotational energy. Wemultiply Eq. (9.51)

by ωi/2 and sum over i; this gives

1

2

∑
i

Liωi =
1

2

∑
j

Iijωiωj = Trot . (9.53)

In matrix notation,

Trot =
1

2
ωωωTIIIωωω =

1

2
ωωωTLLL . (9.54)

9.5 Euler angles

In the discussion of the motion of rigid bodies, we will not be interested in the motion of the

system as a whole (one exception will be the top with a fixed point). In this case it is most

useful to locate the origin of both the fixed and the rotating coordinate system into the CM.

The relation between the two systems is then a pure rotation. A useful way to parameterize

this rotation is using the Euler angles (Fig. 25). We denote the coordinate of the fixed system

byX , Y , Z , and the coordinates of the rotating system by x1, x2, x3. The moving x1x2 plane
intersects the fixed XY plane along the line ON , called the line of nodes. The line of nodes
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Figure 25: Euler angles.

is orthogonal to both the x3 and Z axes. We choose its direction such that it corresponds to

the vector product eeeZ×eeex3 . To determine the position of the other axes, we choose the angle

θ between the Z axis and the x3 axis, the angle ϕ between the X axis and the line of nodes,

and the angle ψ between the line of nodes and the x1 axis. The angle θ runs from 0 until π,
while ϕ and ψ vary between 0 and 2π.

We want to express the angular velocity of the rigid body, ωωω, w.r.t. to the rotating axes x1,
x2, x3. The projections of the angular velocities θ̇̇θ̇θ, ϕ̇̇ϕ̇ϕ, ψ̇̇ψ̇ψ are

θ̇1 = θ̇ cosψ , θ̇2 = −θ̇ sinψ , θ̇3 = 0 ; (9.55)

ϕ̇1 = ϕ̇ sin θ sinψ , ϕ̇2 = ϕ̇ sin θ cosψ , ϕ̇3 = ϕ̇ cos θ ; (9.56)

ψ̇1 = 0 , ψ̇2 = 0 , ψ̇3 = ψ̇ . (9.57)

Therefore, we find for the components of ωωω:

ω1 = ϕ̇ sin θ sinψ + θ̇ cosψ , (9.58)

ω2 = ϕ̇ sin θ cosψ − θ̇ sinψ , (9.59)

ω3 = ϕ̇ cos θ + ψ̇ . (9.60)

9.6 Euler’s equations for a rigid body

Wehave at our disposal (at least) two different methods for obtaining the equations of motion

for the rigid body: Newton’s laws, and Lagrange’s method. Direct application of Newton’s

laws leads to a set of equations called Euler’s equations that we will derive here. We will

discuss the Lagrangian method in the context of the heavy top in Sec. 9.8.
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Starting with our well-known relation (8.15), we can express the time rate of change of

the angular momentum, as given in the fixed system, in terms of the angular velocity of the

rotating system. If there is no torque applied to the rigid body, the angular momentum is

conserved:

dLLL

dt
+ωωω ×LLL = 0 , (9.61)

where the time derivative is taken in the rotating system. We now express the angular mo-

mentum in terms of the inertia tensor and the angular velocity, using Eq. (9.51). To simplify

the expressions, we choose the axes of the rotating coordinate system along the principal

axes of inertia, such that Li = Iiωi, and find

I1
dω1

dt
+ ω2ω3(I3 − I2) = 0 ,

I2
dω2

dt
+ ω3ω1(I1 − I3) = 0 ,

I3
dω3

dt
+ ω1ω2(I2 − I1) = 0 .

(9.62)

Here, the subscripts denote the components along the rotating x1, x2, x3 axes. The equa-

tions (9.62) are called Euler’s equations for the rigid body. If there is an external torque

acting on the body, its components would appear on the right side, instead of the zeros.

9.7 Force-free motion of a symmetric top

As an example,
26
we consider the motion of a free symmetric top. Symmetric here means

that two of the moments of inertia coincide: I1 = I2 ̸= I3. Inserting this into Euler’s

equations (9.62) gives

I1ω̇1 + ω2ω3(I3 − I2) = 0 ,

I2ω̇2 + ω3ω1(I1 − I3) = 0 ,

I3ω̇3 = 0 .

(9.65)

26
In fact, the motion of the force-free top can be determined from the conservation of angular momentum

alone, without the use of Euler’s equations. Because the top is symmetric about the x3 axis, we can choose

the x2 direction orthogonal to the plane spanned by the angular momentumLLL and the current direction of

x3, such that L2 = 0 and therefore also ω2 = 0. It follows thatLLL, ωωω and the x3 direction all lie in the same

plane. The rotation of the top about its symmetry axis is given by the projection of ωωω onto the x3 axis:

ω3 =
L3

I3
=

L cos θ

I3
. (9.63)

To find the angular velocity of the precession ΩPr, we need to decompose ωωω into a component along the

direction of x3, which does not contribute to the precession, and a component along the direction of LLL,
which will give the desired velocity of precession. We have ω1 = ΩPr sin θ = L1/I1 = L/I1 sin θ, and so

ΩPr =
L

I1
. (9.64)
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The last of these equations tells us that ω3 is constant. Setting I1 = I2, the first two equations
become

ω̇1 = −
(
I3 − I1
I1

ω3

)
ω2 , ω̇2 =

(
I3 − I1
I1

ω3

)
ω1 . (9.66)

The terms in parentheses are equal and constant, and we define

Ω ≡ I3 − I1
I1

ω3 . (9.67)

Then

ω̇1 = −Ωω2 , ω̇2 = Ωω1 . (9.68)

We can solve the system by adding i times the second equation to the first:

ω̇1 + iω̇2 = iΩ(ω1 + iω2) , (9.69)

or, defining η = ω1 + iω2,

η̇ = iΩη , (9.70)

with solution η = AeiΩt, or

ω1 = A cos(Ωt) , ω2 = A sin(Ωt) . (9.71)

It follows that the projection of the angular momentum onto the x1x2 plane (orthogonal to
the symmetry axis of the top), has constant length, ω2

1 + ω2
2 = A2

. Since also ω3 (and hence

the length |ωωω| =
√
A2 + ω2

3) is constant, the angular velocityωωω rotates or precesses about the

symmetry axis x3 with constant angular velocity Ω. The cone traced out by ωωω is called the

body cone (see Fig. (26)).

Figure 26: Space and body cones for the force-free top.
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For force-free motion, the total energy (in the CM system) is equal to the rotational kinetic

energy and is conserved:

Trot =
1

2
ωωω ···LLL = constant . (9.72)

The angular momentumLLL is conserved, so the projection of ωωω ontoLLLmust be constant as ωωω
evolves in time. That means that ωωω precesses about LLL.

We can show that ωωω, LLL, and the figure axis x3 always lie in a plane, by showing that

LLL ··· (ωωω × eee3) vanishes:

LLL ··· (ωωω × eee3) =
∑
i

Li(ωωω × eee3)i = L1ω2 − L2ω1 = I1ω1ω2 − I2ω1ω2 = 0 (9.73)

since I1 = I2. If we choose (as is conventional) the Z axis of the fixed system in direction

of LLL, then ωωω traces out a cone about the Z axis, called the space cone, and the figure axis

precesses about the Z axis accordingly. During this motion, the body and space cones just

“roll on each other”.

For the earth, ω3 ≈ ω, and we have I3 ≳ I1, so the rate of precession Ω = (I3/I1 − 1)ω3

is small. Numerically, (I3/I1 − 1) ≈ 1/300. Because 2π/ω is one day, we obtain a period of

precession 2π/Ω of about 300 days or 10 months. The observed precession has a period of

about 14 months, which is interpreted as a deviation of the earth from being a homogeneous

rigid body (the earth has an elasticity comparable to that of steel).

To interpret the motion in the rotating frame, we express the angular velocity in terms of

the Euler angles. We choose the Z axis of the fixed coordinate system in direction of the

conserved angular momentum LLL. The components of LLL are related to the angular velocity

via Eq. (9.51), so we have

L1 = I1ω1 = I1A cos(Ωt) ,

L2 = I1ω2 = I1A sin(Ωt) ,

L3 = I3ω3 .

(9.74)

Projecting LLL onto the moving axes, we find

L1 = L sin θ sinψ ,

L2 = L sin θ cosψ ,

L3 = L cos θ ,

(9.75)

where L = |LLL| =
√
I21A

2 + I23ω
2
3 . Comparing the expressions for L3 we see that ω3 =

L3/I3 = (L cos θ)/I3, which implies that θ is constant. Let us use the symmetry about the x3
axis and choose the x2 direction orthogonal to the plane containing the angular momentum

LLL and the symmetry axis of the top, i.e., let us choose ψ = π/2. Then

L1 = L sin θ , L2 = 0 , L3 = L cos θ , (9.76)

and we see that this corresponds to t = 0. The angular velocity in the rotating frame becomes

ω1 = ϕ̇ sin θ , ω2 = 0 , ω3 = ϕ̇ cos θ + ψ̇ . (9.77)
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Using L1 = I1ω1, we find the angular velocity of precession

ΩPr = ϕ̇ =
L

I1
, (9.78)

and the angular velocity of the rotation of the top about its axis (as viewed in the moving

frame)

ψ̇ = ω3 − ϕ̇ cos θ =

(
1

I3
− 1

I1

)
L cos θ . (9.79)

9.8 Motion of a symmetric top with one point fixed

We will solve this problem using the Lagrangian method. It is useful to locate the origin of

both the fixed and the rotating coordinate systems at the fixed point of the top, such that

there is no translational motion of the system. As we will see, the motion is composed of the

three periodic motions rotation, precession, and nutation.

As before, we assume I1 = I2 ̸= I3. Since the origin of the coordinate system is not located

at the CM, we use Steiner’s theorem (9.17) (with a1 = a2 = 0, a3 = l, where l is the distance
from the CM to the lowest point of the top) to obtain the kinetic energy

T =
1

2
(I1 +Ml2)(ω2

1 + ω2
2) +

1

2
I3ω

2
3 . (9.80)

whereM is the mass of the top. Denoting I ′1 ≡ I1 +Ml2, expressing the angular velocities

in terms of Euler angles,

ω2
1 + ω2

2 = ϕ̇2 sin2 θ + θ̇2 , ω2
3 = (ϕ̇ cos θ + ψ̇)2 , (9.81)

and subtracting the potential energy, we obtain the Lagrangian

L =
1

2
I ′1(ϕ̇

2 sin2 θ + θ̇2) +
1

2
I3(ϕ̇ cos θ + ψ̇)2 −Mgl cos θ . (9.82)

We see that the angles ϕ and ψ are cyclic, so we immediately find the two first integrals

pϕ =
∂L

∂ϕ
= I ′1ϕ̇ sin

2 θ + I3(ϕ̇ cos θ + ψ̇) cos θ = LZ , (9.83)

pψ =
∂L

∂ψ
= I3(ϕ̇ cos θ + ψ̇) = ω3I3 = L3 . (9.84)

We can solve this to find

ϕ̇ =
LZ − L3 cos θ

I ′1 sin
2 θ

, (9.85)

ψ̇ =
L3

I3
− cos θ

LZ − L3 cos θ

I ′1 sin
2 θ

. (9.86)
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Furthermore, the total energy

E =
1

2
I ′1(ϕ̇

2 sin2 θ + θ̇2) +
1

2
I3(ϕ̇ cos θ + ψ̇)2 +Mgl cos θ (9.87)

is conserved. Using the relations above, we can write this as

E =
(LZ − L3 cos θ)

2

2I ′1 sin
2 θ

+
I ′1
2
θ̇2 +

L2
3

2I3
+Mgl cos θ . (9.88)

The combination E ′ = E − L2
3/(2I3) is equally conserved. We can write

E ′ =
I ′1
2
θ̇2 + Ueff(θ) , (9.89)

with the effective potential

Ueff(θ) =
(LZ − L3 cos θ)

2

2I ′1 sin
2 θ

+Mgl cos θ . (9.90)

Eq. (9.89) yields

t =

∫
dθ√

2
I′1

(
E ′ − Ueff(θ)

) . (9.91)

Together with Eqs. (9.85) and (9.86) this solves the problem (in principle).

Instead, we discuss the motion qualitatively. We introduce the notation

cos θ = u ,
LZ
I ′1

= a ,
L3

I ′1
= b ,

2E ′

I ′1
= α ,

2Mgl

I ′1
= β . (9.92)

We have u̇ = −θ̇ sin θ, or u̇2 = θ̇2 sin2 θ = θ̇2(1− u2). Then Eq. (9.89) becomes

α = θ̇2 +
(a− bu)2

1− u2
+ βu , (9.93)

or, multiplying by 1− u2,

u̇2 = (α− βu)(1− u2)− (a− bu)2 ≡ f(u) . (9.94)

Formally, f is a polynomial of degree 3 in u, with f(+∞) = +∞ and f(±1) = −(a∓b)2 < 0.
Of course, any actual motion of the top corresponds to values for a, b, α, β such that f(u) ≥ 0
for some range −1 < u1 ≤ u ≤ u2 < 1. It follows that f(u) has two real roots for u1 ≤
u ≤ u2. The inclination θ of the axis changes periodically between two values θ1 and θ2; this
periodic motion is called nutation.

The angular velocity ϕ̇ can be expressed as

ϕ̇ =
a− bu

1− u2
. (9.95)
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If the root of this equation, u′ = b/a, lies outside the interval [u1, u2], then (a−bu)/(1−u2) >
0 or (a−bu)/(1−u2) < 0 for all allowed values of u, and ϕ varies monotonically. The axis of

the top traces out a sinusoidal curve (Fig 27, left panel). If u′ lies inside the interval [u1, u2],
then ϕ̇ is in opposite directions for θ = θ1 and θ = θ2, and the axis traces out a looping

curve (Fig 27, middle panel). If u′ = u2, then the axis traces out a curve with cusps (Fig 27,

right panel). The last (exceptional) case is the one usually encountered when releasing a

top at inclination θ2 without initial velocity ϕ̇. The top first falls, and then rises again. The

Figure 27: Path of the top’s axis on the unit sphere.

azimuthal motion of the top is called precession. Together with the rotation of the top about

its own axis, nutation and precession determine the complete motion of the top.

9.8.1 Motion without nutation

We will show that for specific initial conditions, motion with constant θ0 ̸= 0 is possible

(the “trivial” case θ0 ≡ 0 is discussed in the next subsection). The condition for the motion

without nutation follows from Eq. (9.94):

0 = (α− βu)(1− u2)− (a− bu)2 , (9.96)

or

(α− βu) =
(a− bu)2

1− u2
= (a− bu)ϕ̇ , (9.97)

where we used Eq. (9.95) in the second step. In addition, we need to require that the zero is

of multiplicity two or, equivalently, a local maximum of f(u). This gives the condition

0 = −β(1− u2)− 2(α− βu)u+ 2b(a− bu) , (9.98)

or

β

2
=
b(a− bu)

1− u2
− (α− βu)u

1− u2
. (9.99)

Using Eq. (9.97) and Eq. (9.95), this gives a quadratic equation for ϕ̇,

β

2
= bϕ̇− cos θ0ϕ̇

2 , (9.100)
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where θ0 is the constant polar angle of the motion. Reinserting the constants b and β, and
using Eq. (9.60), this becomes

Mgℓ = I3ψ̇0ϕ̇+ (I3 − I ′1)ϕ̇
2 cos θ0 . (9.101)

For the special case θ = π/2, this collapses to a linear equation, and we have

ϕ̇ =
β

2b
=
Mgℓ

I3ψ̇
. (9.102)

If θ ̸= π/2, the solution of Eq. (9.101) still determines the values of ϕ̇ for which the motion

without nutation is possible. The two solutions of Eq. (9.101) are

ϕ̇1,2 =
I3ψ̇ ±

√
I23 ψ̇

2
0 − 4Mgℓ(I ′1 − I3) cos θ0

2(I ′1 − I3) cos θ0
. (9.103)

They are real as long as

I23 ψ̇
2
0 ≥ 4Mgℓ(I ′1 − I3) cos θ0 . (9.104)

There is just one solution in the case of equality, and two solutions otherwise. Note that for

θ0 > π/2 and I ′1 > I3, as well as for θ0 < π/2 and I ′1 < I3, this condition is satisfied for any

value of ψ̇, while for the other cases, we must have

ψ̇0 >
2

I3

√
Mgℓ(I ′1 − I3) cos θ0 . (9.105)

Finally, we note that for very large ψ̇, the two (fast and slow) solutions of Eq. (9.103) read

ϕ̇1 ≈
I3ψ̇

(I ′1 − I3) cos θ0
, ϕ̇2 ≈

Mgℓ

I3ψ̇
. (9.106)

9.8.2 The sleeping top

We now consider the special solution in which the axis of the top is always vertical, i.e.,

θ = 0, and the angular velocity is constant. In this case, LZ = L3 = I3ω3. Under what

condition will this motion be stable?

We expand the effective potential for small angles,

Ueff(θ) =
(LZ − L3 cos θ)

2

2I ′1 sin
2 θ

+Mgl cos θ = C + Aθ2 + . . . , (9.107)

with

A =
ω2
3I

2
3

8I ′1
− Mgl

2
. (9.108)

The equilibrium position θ = 0 is stable if A > 0, and not stable otherwise. The condition

for stability is therefore

ω2
3 >

4MglI ′1
I23

. (9.109)

The top wakes up when friction reduces the angular velocity to below this limit.
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9.9 Stability of rigid-body rotations

Finally, we want to discuss some aspects of the free motion of a rigid body with a general in-

ertia tensor. This problem can be solved in general using Euler’s equations, but the solution

is “difficult”. However, we can obtain some qualitative information about the motion from

the conservation laws.

For definiteness, we assume I3 > I2 > I1. Energy and momentum conservation imply

I1ω
2
1 + I2ω

2
2 + I3ω

2
3 = 2E , (9.110)

I21ω
2
1 + I22ω

2
2 + I23ω

2
3 = L2 . (9.111)

We can also write this as

L2
1

I1
+
L2
1

I2
+
L2
1

I3
= 2E , (9.112)

L2
1 + L2

2 + L2
3 = L2 . (9.113)

These two equations define an ellipsoid with semimajor axes√
2EI1 ,

√
2EI2 ,

√
2EI3 , (9.114)

and a sphere with radius L in the “three-dimensional angular momentum vector space”. The

“motion” ofLLL is restricted to lie on the intersection of the ellipsoid and the sphere. See Fig. 28.

Starting from L2 = 2EI1 and increasing L, the allowed curves are closed curves around the

L1 poles, then ellipses crossing the L2 poles, then closed curves around the L3 poles. For

L2 ≳ 2EI1 or L
2 ≲ 2EI3, the angular momentum vector performs a periodic motion. Note

that the closed curves around the L1 and L3 poles stay close to these poles: this motion is

“stable”. However, the curves through the L2 poles, on the other hand, are unstable.

9.10 Theory of Billiard
∗

Here, we give a brief introduction to the theory of billiard. We first consider a horizontal hit

in the symmetry plane. First, we calculate at what height the cue needs to hit the billiard

ball such that pure rolling motion follows. Let’s call the transferred linear momentum p.
The transferred angular momentum w.r.t. the center of mass is then ph, with h the distance

above the CM. The linear momentum of the billiard ball after the hit isMv = p. The angular

momentum is Isphereω = ph, with Isphere = 2MR2/5 the moment of inertial of a sphere. The

corresponding velocity of the touching point is u = Rω and is in opposite direction if h > 0.
It follows, for u = v,

p =Mv =
2

5h
MR2 v

R
, (9.115)

or

1 =
2

5

R

h
, (9.116)

so

h =
2

5
R . (9.117)
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Figure 28: Ellipsoid of inertia.

This corresponds to a height 7R/5 above the table.

Next, for a general height of the contact point, how long does it take until pure rolling

motion occurs? Denote by v the CM velocity and by u the radial velocity of the lowest point

of the billiard ball (counted in the opposite direction as v). The velocity of the contact point

relative to the table is u − v and is opposite in direction to v for h > 2R/5. Let µ be the

friction coefficient (independent of velocity). For high hits (h > 2R/5), the friction opposes

the motion of the center of mass; for low hits (h < 2R/5), the friction accelerates the motion

of the center of mass. Therefore, we have

dv

dt
= ±µg . (9.118)

The rotation of the ball is also reduced by the friction; the friction force f exerts a torque

such that Ispheredω/dt = RµMg, or, with Rω = u (and taking the signs into account),

du

dt
= ∓5

2
µg . (9.119)

Again, the upper sign is for h > 2R/5, the lower sign for h < 2R/5. The speed of the (center

of mass of the) billiard ball right after the hit is v0 = p/M , and hence v(t) = v0 ± µgt. The

speed of the lowest point of the ball right after the hit is u0 = 5ph/2RM = 5hv0/2R, and
u(t) = u0 ∓ 5µgt/2. Pure rolling occurs when u(τ) = v(τ), or

5h

2R
v0 ∓

5

2
µgτ = v0 ± µgτ ⇔ ∓7

2
µgτ =

2R− 5h

2R
v0 , (9.120)
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Figure 29: Motion of billiard balls with friction.

so

τ = ±5h− 2R

7R

v0
µg

. (9.121)

After that time, the motion is pure rolling. The difference in the center-of-mass velocity is

given by Eq. (9.118) as ∆v = ±µgτ , so the final velocity is

v0 +∆v =
5

7

R + h

R
v0 , (9.122)

proportional to the height above the table. See Fig. 29.

Next, we would like to discuss what happens if the first billiard ball hits a second billiard

ball at rest in an elastic, central collision. The first ball will transfer its linear momentum (and

hence its instantaneous velocity), as well as its translational kinetic energy to the second ball.

Since the contact point between the two balls is at height R above the table, the first ball

will not transfer angular momentum. The second ball will move according to the discussion

above, for h = 0, so it will reach a final velocity

v2,final =
5

7
v(τ0) (9.123)

(unless, of course, it hits a third ball first). Here, v(τ0) is the speed of the first ball when it

hits the second ball. Depending on whether u is positive or negative at the time of collision,

the first ball will follow or recoil from the second ball after the collision.

Nachläufer (“follow shot”). Assume the motion of the first ball is such that, at the time of

collision τ0, the velocity of the balls lowest point is positive (i.e. opposite the direction of v).
Note that this might occur either during pure rolling motion, during the accelerating phase

with a hit h > 0, or after some time during the decelerating phase after a hit with h < 0.
After the collision, the first ball will be momentarily at rest and then accelerate. Its u(t) will
decrease, according to Eq. (9.119). Pure rolling will occur at time τ1, given by

u(τ0)−
5

2
µgτ1 = µgτ1 , (9.124)

or

τ1 =
2

7

u(τ0)

µg
, (9.125)
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with u(τ0) given explicitly by

u(τ0) =
5h

2R
v0 −

5

2
µgτ0 (9.126)

for τ0 < τ (i.e. before pure rolling occurs), and

u(τ0) = v(τ) =
5

7

R + h

R
v0 (9.127)

for τ0 > τ . It follows that

v1,final = v(τ1) = µgτ1 =
2

7
u(τ0) . (9.128)

Rückzieher (“draw shot”). Assume the ball is hit very low and hits another billiard ball at

a time τ0 < τ , such that u(τ0) < 0 is still negative. Again, the first ball transfers its linear

momentum, i.e. its velocity v(τ0) to the second ball. The second ball will move as discussed

above. The first ball will accelerate from rest, but now in the opposite (backward) direction.

Its u(t) will increase, according to Eq. (9.119), until it becomes positive and equal to the

center-of-mass velocity. Pure rolling will occur at time τ1, given now by

u(τ0) +
5

2
µgτ1 = −µgτ1 , (9.129)

or

τ1 =
2

7

|u(τ0)|
µg

, (9.130)

with u(τ0) given explicitly by

u(τ0) =
5h

2R
v0 +

5

2
µgτ0 . (9.131)

It follows that

v1,final =
2

7
u(τ0) =

5h

7R
v0 +

5

7
µgτ0 (9.132)

(now in the opposite direction).

Parabolic motion of the billiard ball. Now assume the hit is not horizontally, but instead

with an angle between the cue and the horizontal plane. The ball will be hit on its upper

hemisphere. Choose the x direction along the horizontal component, and the z direction

along the vertical. Then the components of ppp are (px, 0, pz), and the transmitted angular

momentum w.r.t. to the CM (origin of the coordinate system) has components

Lx = ypz , Ly = zpx − xpz , Lz = −ypx . (9.133)

where (x, y, z) is the point where the cue hits the ball. This will induce the following com-

ponents of angular momentum

ωx =
5

2

Lx
MR2

, ωy =
5

2

Ly
MR2

(9.134)
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(ωz is irrelevant for the motion). The corresponding components of the CM velocity v and

the velocity of the contact point u are

vx =
px
M

, vy = 0 , (9.135)

and

ux = −Rωy , uy = Rωx . (9.136)

The sliding motion of the contact point with the table has components

vx − ux = ρ cosα , vy − uy = ρ sinα . (9.137)

This induces a frictional forceRRR of magnitude µMg whose direction subtends an angle π+α
with the x axis, i.e.

Rx = −µgM cosα , Ry = −µgM sinα . (9.138)

For t > 0 it modifies the motion according to

Mv̇x = Rx , Mv̇y = Ry , (9.139)

Isphereω̇x = RRy , Isphereω̇y = −RRx . (9.140)

It follows

v̇x = µg cosα , v̇y = µg sinα , (9.141)

and

u̇x = −Rω̇y =
5

2
µg cosα , u̇y = Rω̇x =

5

2
µg sinα . (9.142)

Therefore,

v̇x − u̇x =
d

dt
(ρ cosα) = ρ̇ cosα + ρα̇ sinα =

7

2
µg cosα , (9.143)

v̇y − u̇y =
d

dt
(ρ sinα) = ρ̇ sinα− ρα̇ cosα =

7

2
µg sinα . (9.144)

From these equation we find

α̇ = 0 , ρ̇ =
7

2
µg (9.145)

(recall that in our coordinates, the initial CM velocity is negative). The frictional force is

constant in both direction andmagnitude, so the billiard ball will follow a parabolic trajectory

until purely rolling motion occurs. This will happen after time τ , determined by

0 = ρ(τ) = ρ0 +
7

2
µgτ , (9.146)

or τ = −2ρ0/7µg (again, recall that ρ0 < 0).
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10 Small oscillations

10.1 Two coupled harmonic oscillators

We start with an example: two (one-dimensional) harmonic oscillators with masses m1 =
m2 = m are connected with a spring of spring constant κ12, and connected to two walls

by two springs of spring constant κ. We denote the displacements of m1 and m2 from their

equilibrium positions by x1 and x2, respectively. The kinetic energy of the system is

T =
m

2

(
ẋ21 + ẋ22

)
, (10.1)

and the potential energy
27

U =
1

2

[
κ(x21 + x22) + κ12(x1 − x2)

2
]
. (10.3)

Lagrange’s method then gives the two equations of motion

mẍ1 + (κ+ κ12)x1 − κ12x2 = 0 , (10.4)

mẍ2 + (κ+ κ12)x2 − κ12x1 = 0 . (10.5)

The ansatz xi(t) = Ai cos(ωt+ δ) leads to the system of equations

(κ+ κ12 −mω2)A1 − κ12A2 = 0 ,

−κ12A1 + (κ+ κ12 −mω2)A2 = 0 .
(10.6)

Non-trivial solutions for A1, A2 exist only if the determinant of the coefficient matrix van-

ishes:

det

(
κ+ κ12 −mω2 −κ12

−κ12 κ+ κ12 −mω2

)
= 0 . (10.7)

This gives the condition

(κ+ κ12 −mω2)2 − κ212 = 0 . (10.8)

It follows that

κ+ κ12 −mω2 = ±κ12 , (10.9)

with solutions

ω1 =

√
κ

m
, ω2 =

√
κ+ 2κ12

m
. (10.10)

Inserting ω1 into Eq. (10.6) gives A1 = A2 ≡ C1, while inserting ω2 gives A1 = −A2 ≡ C2.

We can write the two solutions as(
x11(t)
x12(t)

)
=

(
1
1

)
C1 cos(ω1t− δ1) ,

(
x21(t)
x22(t)

)
=

(
1
−1

)
C2 cos(ω2t− δ2) , (10.11)

27
The corresponding forces are (as we will see)

F1 = −κx1 − κ12(x1 − x2) , F2 = −κx2 − κ12(x2 − x1) . (10.2)

113



and the general solution is given by(
x1(t)
x2(t)

)
=

(
1
1

)
C1 cos(ω1t− δ1) +

(
1
−1

)
C2 cos(ω2t− δ2) . (10.12)

It depends on four integration constants, C1, C2, δ1, δ2 that need to be determined from the

initial conditions.

For instance, if x1(0) = x2(0) and ẋ1(0) = ẋ2(0), we find only the oscillation with fre-

quency ω1, while for x1(0) = −x2(0) and ẋ1(0) = −ẋ2(0), only the oscillation with fre-

quency ω2 is generated.

A slightly more interesting case is x1(0) = A, x2(0) = ẋ1(0) = ẋ2(0) = 0. The conditions

lead to

A = C1 cos(δ1) + C2 cos(δ2) , (10.13)

0 = C1 cos(δ1)− C2 cos(δ2) , (10.14)

0 = C1ω1 sin(δ1) + C2ω2 sin(δ2) , (10.15)

0 = C1ω1 sin(δ1)− C2ω2 sin(δ2) . (10.16)

It follows, in particular, A = 2C1 cos(δ1) = 2C2 cos(δ2), and C1 sin(δ1) = C2 sin(δ2) = 0.
On the other hand, we can use trigonometric identities to write

x1(t) = C1

[
cos(ω1t) cos(δ1) + sin(ω1t) sin(δ1)

]
+ C2

[
cos(ω2t) cos(δ2) + sin(ω2t) sin(δ2)

]
,

(10.17)

x2(t) = C1

[
cos(ω1t) cos(δ1) + sin(ω1t) sin(δ1)

]
− C2

[
cos(ω2t) cos(δ2) + sin(ω2t) sin(δ2)

]
,

(10.18)

which become

x1(t) =
A

2

[
cos(ω1t) + cos(ω2t)

]
, (10.19)

x2(t) =
A

2

[
cos(ω1t)− cos(ω2t)

]
. (10.20)

Using again trigonometric identities, we can write this as
28

x1(t) = A cos

(
ω2 − ω1

2
t

)
cos

(
ω2 + ω1

2
t

)
, (10.21)

x2(t) = A sin

(
ω2 − ω1

2
t

)
sin

(
ω2 + ω1

2
t

)
. (10.22)

If κ12 ≪ κ, the difference ω2 − ω1 is small. This is the phenomenon of beats.

28
We have cos

(
ω2∓ω1

2 t
)
= cos

(
ω2

2 t
)
cos
(
ω1

2 t
)
± sin

(
ω2

2 t
)
sin
(
ω1

2 t
)
, as well as cos

(
ω
2 t
)2

= (1 + cos(ωt))/2,

and sin
(
ω
2 t
)2

= (1− cos(ωt))/2.
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10.2 General theory of small oscillations

Let us now consider a general system of N coupled oscillators. As in the one-dimensional

case, such a system arises naturally as an approximation to any conservative system near an

equilibrium point.

We assume that any existing constraints are time independent; as we have seen in Sec. 5.5,

the kinetic energy is then of the form

T =
∑
ij

aij(qk)q̇iq̇j . (10.23)

Near equilibrium, all qk and q̇k will be small. We can therefore Taylor-expand the coefficients

about the equilibrium positions q0k, and keep only the leading (constant) pieces; we will

denote them bymij ≡ 2aij(q0k). The kinetic energy is then

T =
1

2

∑
ij

mij q̇iq̇j . (10.24)

Similarly, we will expand the potential energy about the equilibrium position q0k = 0:

U(qk) = U(q0k) +
∑
i

∂U

∂qi

∣∣∣∣
qk=0

qi +
1

2

∑
ij

∂2U

∂qi∂qj

∣∣∣∣
qk=0

qiqj + . . . . (10.25)

The first derivatives vanish in an equilibrium position, and we can drop the constant term,

such that the potential energy near the equilibrium becomes, to first approximation,

U =
1

2

∑
ij

Uijqiqj , (10.26)

where we defined

Uij ≡
∑
ij

∂2U

∂qi∂qj

∣∣∣∣
qk=q0k

. (10.27)

The Lagrangian

L =
1

2

∑
ij

mij q̇iq̇j −
1

2

∑
ij

Uijqiqj (10.28)

then yields the equations of motion∑
j

[
mij q̈j + Uijqj

]
= 0 , i = 1, . . . , N . (10.29)

We could now proceed in analogy to above. The ansatz qk(t) = Ak cos(ωt+ δk) would
yield a homogeneous system of N linear equations that we would need to solve. The condi-

tion for a non-trivial solution leads to an equation that allows, in principle, to solve for the

possible eigenfrequencies.
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It is, however, simpler to first perform a coordinate transformation in order to bring the

equations of motion in diagonal form. They will then correspond to N decoupled equations

for N simple harmonic oscillators, for which we already know the solutions.

From our example above, we know that the general solution for the coordinate qj is given
by a linear combination of the solutions

qjr(t) = Ajr cos(ωrt− δr) . (10.30)

Inserting this into the equations of motion Eq. (10.29) gives∑
j

UijAjr = ω2
r

∑
j

mijAjr . (10.31)

Choosing a different solution qjs(t) gives similarly∑
j

UijAjs = ω2
s

∑
j

mijAjs . (10.32)

(For now, we assume that all eigenfrequencies are different.) We multiply the first equation

by Ais, the second by Air, sum over the index i, and take the difference of the two equations.
Sincemij = mji and Uij = Uji, we obtain

0 = (ω2
r − ω2

s)
∑
ij

mijAirAjs . (10.33)

It follows that ∑
ij

mijAirAjs = 0 for r ̸= s . (10.34)

For r = s we consider the kinetic energy of the rth oscillation

1

2

∑
ij

mij q̇irq̇jr =
1

2
ω2
r sin

2(ωr + δr)
∑
j

mijAirAjr > 0 , (10.35)

and so ∑
ij

mijAirAjr > 0 . (10.36)

By possibly rescaling the coordinates, we can always achieve∑
ij

mijAirAjr = 1 . (10.37)

Together, Eqs. (10.34) and (10.37) just say that∑
ij

mijAirAjs = δrs , (10.38)
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or, defining the matrixMMM with matrix elementsmij ,

AAATMMMAAA = 111 . (10.39)

Writing

ΩΩΩ2 =


ω2
1 0 0 0
0 ω2

2 0 0

0 0
.
.
. 0

0 0 0 ω2
N

 , (10.40)

the equations of motion Eq. (10.31) can then be written as

UUUAAA =MMMAAAΩΩΩ2 . (10.41)

Multiplying on the left byAAAT and using Eq. (10.39) gives
29

AAATUUUAAA = ΩΩΩ2 . (10.42)

We can introduce normal coordinates Qi via

qi =
∑
r

AirQr . (10.43)

Using these coordinates yields the equations of motion in decoupled form: the Lagrangian is

L(Qi, Q̇i) =
1

2

∑
ij

∑
rs

[
mijAirAjsQ̇rQ̇s−UijAirAjsQrQs

]
=

1

2

∑
r

[
Q̇2
r−ω2

rQ
2
r

]
, (10.44)

and the equations

Q̈2
r + ω2

rQr = 0 , r = 1, . . . , N , (10.45)

follow.

Example 10.1: Two coupled oscillators, revisited. Let us re-examine the example in Sec. 10.1.

We have the kinetic energy

T =
1

2

(
q̇1 q̇2

)(m 0
0 m

)(
q̇1
q̇2

)
, (10.46)

29
Mathematically, the ω2

i are the eigenvalues of the “potential energy matrix” UUU with respect to the “kinetic

energy matrix”MMM , i.e. the quadratic form defined by U is diagonalized by a basis that is orthogonal with

respect to the inner product defined by the kinetic energy T . In more detail, if we write the kinetic energy

as T = 1
2 (qqq,MMMqqq) and the potential energy as U = 1

2 (qqq,UUUqqq), where (·, ·) denotes the usual scalar product,
then general theorems of linear algebra tell us that we can first find a coordinate transformation qqq = AAAQQQ,

with AAA ∈ GL(N) such that AAATMMMAAA = 111 (since MMM is positive definite). Then T = 1
2 (QQQ,QQQ) and U =

1
2 (QQQ,AAATUUUAAAQQQ). Since AAATUUUAAA is symmetric, it can be diagonalized with an orthogonal transformation

SSS ∈ O(N) that leaves T invariant; i.e. SSSTAAATUUUAAASSS =DDD is diagonal, and SSSTSSS = 111.
Now the characteristic equation for the diagonalization of AAATUUUAAA is det

(
AAATUUUAAA− λ111

)
= 0, which in

view of the above can be written as det
(
AAATUUUAAA− λAAATMMMAAA

)
= det

[
AAAT (UUU − λMMM)AAA

]
= 0. Using the

multiplication theorem for determinants, this is equivalent to det(UUU − λMMM) = 0 – the same condition we

found above, but without the necessity to insert the ansatz for solving the equations of motion.
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and the potential energy

U =
1

2

(
q1 q2

)(κ+ κ12 −κ12
−κ12 κ+ κ12

)(
q1
q2

)
. (10.47)

According to the general theory, there will be two independent solutions (see Eq. (10.30))

qi(t) =
∑
j

Aij cos(ωjt− δj) .
(10.48)

Inserting this into the equation of motion leads to the system of equations (10.31):(
κ+ κ12 − ω2m −κ12

−κ12 κ+ κ12 − ω2m

)(
A1j

A2j

)
= 0 . (10.49)

This system will have non-trivial solutions if the determinant of the coefficient matrix vanishes,

0 =

∣∣∣∣κ+ κ12 − ω2m −κ12
−κ12 κ+ κ12 − ω2m

∣∣∣∣ = (κ+ κ12 − ωm)2 − κ212 , (10.50)

with solutions ω2
1 = κ/m, ω2

2 = (κ + 2κ12)/m. These two solutions give two systems of equa-

tions, one for ω2
1 (

κ12 −κ12
−κ12 κ12

)(
A11

A21

)
= 0 , (10.51)

with solution Aj1 = (a, a), and one for ω2
2(

−κ12 −κ12
−κ12 −κ12

)(
A12

A22

)
= 0 , (10.52)

with solution Aj2 = (b,−b). The coefficient matrix therefore looks like

AAA =

(
a b
a −b

)
. (10.53)

We choose values for a and b such that Eq. (10.38) is satisfied. The conditions here read

mAAATAAA = 1 , (10.54)

or

2ma2 = 1 , 2mb2 = 0 . (10.55)

It follows that we can choose the coefficients as a = b = 1/
√
2m. One can easily check that(

1√
2m

1√
2m

1√
2m

− 1√
2m

)(
m 0
0 m

)( 1√
2m

1√
2m

1√
2m

− 1√
2m

)
=

(
1 0
0 1

)
, (10.56)

and(
1√
2m

1√
2m

1√
2m

− 1√
2m

)(
κ+ κ12 −κ12
−κ12 κ+ κ12

)( 1√
2m

1√
2m

1√
2m

− 1√
2m

)
=

1

m

(
κ 0
0 κ+ 2κ12

)
. (10.57)
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Hence, we have the two decoupled equations of motion

Q̈1 +
κ

m
Q1 = 0 , Q̈2 +

κ+ 2κ12
m

Q2 = 0 , (10.58)

where q1 = (Q1 + Q2)/
√
2m, q2 = (Q1 − Q2)/

√
2m (see Eq. (10.43)). This is the same result

that we obtained previously.

Example 10.2: Coupled pendulumwith two different masses. Let’s calculate a less triv-

ial example with two pendula (length ℓ, bob masses m and 2m) that are coupled with a spring

with spring constant k. As dynamical parameters we will take the two angles measured as

deviations from the vertical.

The kinetic energy is here

T =
1

2

(
q̇1 q̇2

)(mℓ2 0
0 2mℓ2

)(
q̇1
q̇2

)
. (10.59)

The potential energy can be chosen asU = mgℓ(1−cos θ1+1−cos θ2)+
1
2
κ(ℓ sin θ1−ℓ sin θ2)2,

which for small angles (cos θ ≈ 1− θ2/2, sin θ ≈ θ) gives

U =
1

2

(
q1 q2

)(mgℓ+ κℓ2 −κℓ2
−κℓ2 mgℓ+ κℓ2

)(
q1
q2

)
. (10.60)

Again there will be two independent solutions,

qi(t) =
∑
j

Aij cos(ωjt− δj) ,
(10.61)

whose coefficients satisfy the system of equations(
mg/ℓ+ κ− ω2m −κ

−κ mg/ℓ+ κ− 2ω2m

)(
A1j

A2j

)
= 0 . (10.62)

The condition for the existence of non-trivial solutions is

(α + β − ω2)(α + β − 2ω2)− α2 = 0 , (10.63)

where we defined α ≡ κ/m and β ≡ ℓ/g.

2ω4 − 3ω2(α + β) + (α + β)2 − α2 = 0 , (10.64)

with solutions

ω2
1,2 =

3

4
(α + β)± 1

4

√
(α + β)2 + 8α2 . (10.65)

To simplify the following calculation, let’s take α = β = 1, such that

ω2
1,2 =

3±
√
3

2
. (10.66)

Solving the corresponding two linear systems of equations gives the coefficient matrix

AAA =

(
−1−

√
3 −1 +

√
3

1 1

)
. (10.67)

A straightforward calculation shows that this diagonalizes both the kinetic and potential energy

matrices.
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10.3 Continuous systems – the wave equation

Consider a linear arrangement of oscillators that are coupled to their neighbors. If we in-

crease the number of these oscillators per unit length, and decrease their masses such that

the mass per unit length remains constant, we obtain the limiting case of a vibrating string.

10.3.1 Three coupled oscillators

We consider three equal masses m that are connected to each other and to two walls via

four equal springs with spring constant k. Let ℓ0 be the distance between the masses in

equilibrium.

We first consider longitudinal motion only. Denoting by qj the displacement of mass i
from the equilibrium position, the Lagrangian is

L =
m

2

3∑
i=1

q̇2i −
k

2

(
q21 + (q2 − q1)

2 + (q3 − q2)
2 + q23

)
. (10.68)

We can write this in a somewhat more symmetric way by including the displacements of the

two walls (which are, of course, identically zero), calling them q0 ≡ 0 and q4 ≡ 0. Then the

Lagrangian becomes

L =
m

2

4∑
i=1

q̇2i −
k

2

4∑
i=1

(qi − qi−1)
2 , (10.69)

and we find the equations of motion

mq̈j + k(2qj − qj−1 − qj+1) = 0 , j = 1, 2, 3 , (10.70)

and q0(t) = q4(t) = 0 for all t.
The case of vertical oscillations is only slightly more complicated if we restrict ourselves

to planar oscillations. If in the equilibrium position for the masses the springs are also in

equilibrium, there will be no restoring force due to small vertical displacements; therefore,

we will assume that the springs (in equilibrium as well as for small vertical displacements) all

exert the same tensionF on all themasses. (If there is no tension in the springs in equlibrium,

the vertical oscillations are not harmonic.) Then, denoting by αj the angle that the jth spring
subtends with the horizontal, the restoring force due to spring j is F sinαj ≈ Fαj for small

displacements. The angles are given by (qj − qj−1)/ℓ0 = tanαj ≈ αj , so the Lagrangian is

L =
m

2

4∑
i=1

q̇2i −
F

2ℓ0

4∑
i=1

(qi − qi−1)
2 , (10.71)

where the qj now denote the vertical displacements, and q0(t) = q4(t) = 0 for all t. The La-

grangian (and, hence, the equations of motion) are the same as before upon the replacement

k → F/ℓ0.
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To solve the equations of motion, we make the ansatz qj(t) = aj cos(ωt− δ) and obtain

the following system of equations:

(2k −mω2)a1 − ka2 = 0 ,

−ka1 + (2k −mω2)a2 − ka3 = 0 ,

−ka2 + (2k −mω2)a3 = 0 .

(10.72)

It has non-trivial solutions if the determinant of the matrix

D =

2k −mω2 −k 0
−k 2k −mω2 −k
0 −k 2k −mω2

 (10.73)

vanishes; this gives the condition

(2k −mω2)3 − 2k2(2k −mω2) = 0 , (10.74)

with solutions ω2
1 = (2 −

√
2)k/m, ω2

2 = 2k/m, ω2
3 = (2 +

√
2)k/m. The corresponding

amplitudes can be found by solving the system of equations for each ω2
i . For ω

2
2 :

−a2 = 0 , −a1 − a3 = 0 , −a2 = 0 , (10.75)

so a1 = −a3 and a2 = 0; for the other two cases,

±
√
2a1 − a2 = 0 , −a1 ±

√
2a2 − a3 = 0 , −a2 ±

√
2a3 = 0 , (10.76)

so a1 = a3 = ±a2/
√
2. The general solution is thenq1(t)q2(t)

q3(t)

 = c1 cos(ω1t− δ1)

 1√
2

1
1√
2

+ c2 cos(ω2t− δ2)

 1
0
−1

+ c3 cos(ω3t− δ3)

 1√
2

−1
1√
2

 .

(10.77)

Note that the coefficients aj follow a sine function: For the first normal mode, we have

aj = sin(jπ/4); for the second normal mode, we have aj = sin(2jπ/4); and for the third

normal mode, we have aj = sin(3jπ/4).

10.3.2 n coupled oscillators

Now we generalize the example to the case of n oscillators with equal masses, fixed between

two walls. With the boundary conditions

q0(t) = 0 , qn+1(t) = 0 (10.78)

for all t, the equations of motion are just of the same form as before:

mq̈j + k(2qj − qj−1 − qj+1) = 0 , j = 1, . . . , n . (10.79)
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Inspired by our example, we choose the following ansatz for the solution:

qj(t) = C sin(αj) cos(ωt− δ) . (10.80)

We can determine α using the boundary conditions Eq. (10.78):

0 = sin(α(n+ 1)) ⇒ α(n+ 1) = rπ , (10.81)

for any r = 1, 2, . . ., so α = rπ/(n + 1). Inserting this into the equations of motion gives

the equations for the eigen frequencies

−mω sin

(
rjπ

n+ 1

)
+ 2k sin

(
rjπ

n+ 1

)
− k sin

(
r(j − 1)π

n+ 1

)
− k sin

(
r(j + 1)π

n+ 1

)
=

[
−mω + 2k

[
1− cos

( −rπ
n+ 1

)]]
sin

(
rjπ

n+ 1

)
= 0 .

(10.82)

This gives

ω2 =
2k

m

[
1− cos

( −rπ
n+ 1

)]
=

4k

m
sin2

(
rπ

2(n+ 1)

)
, (10.83)

so the frequencies of the normal modes are

ωr = 2ω0 sin

(
rπ

2(n+ 1)

)
, r = 1, . . . , n , (10.84)

with ω0 =
√
k/m. (For n = 3 this reproduces our earlier results: ω2

1 = 4k/m sin2(π/8) =

2k/m(1−cos(π/4)) = (2−
√
2)k/m, ω2

2 = 4k/m sin2(π/4) = 2k/m, ω2
3 = 4k/m sin2(3π/8) =

2k/m(1− cos(3π/4)) = (2 +
√
2)k/m.) The amplitudes are given by

ajr = sin

(
rjπ

n+ 1

)
, j, r = 1, . . . , n . (10.85)

The general solution of the equation of motion is, therefore,

qj =
n∑
r=1

Cr sin

(
rjπ

n+ 1

)
cos(ωrt+ δr) . (10.86)

The 2n constants Cr and δr are determined by the initial conditions.

10.3.3 Transition to the continuum

In the continuum limit, ℓ0 → 0, m → 0, n → ∞, such that the length ℓ = (n + 1)ℓ0 of the
oscillating chain, the mass density ρ = m/ℓ0, and the restoring force kℓ0 remain constant.

The equation of motion in the continuum limit is obtained from Eq. (10.79) in the form

m

kℓ20
q̈j =

1

ℓ0

(
qj+1 − qj

ℓ0
− qj − qj−1

ℓ0

)
. (10.87)
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We write x = jℓ0 and qj(t) = q(x, t). Then the limit of the right side is

lim
ℓ0→0

1

ℓ0

(
q(x+ ℓ0, t)− q(x, t)

ℓ0
− q(x, t)− q(x− ℓ0, t)

ℓ0

)
= lim

ℓ0→0

1

ℓ0

(
∂q(x, t)

∂x

∣∣∣∣
x

− ∂q(x, t)

∂x

∣∣∣∣
x−ℓ0

)
=
∂2q(x, t)

∂x2
.

(10.88)

The factorm/kℓ20 ≡ 1/v2 remains constant in this limit. We obtain the wave equation

1

v2
∂2q(x, t)

∂t2
=
∂2q(x, t)

∂x2
. (10.89)

10.4 Solutions of the wave equation

We will only consider “standing-wave” (or stationary) solutions of the wave equation. (The

general solution can be expressed as a superposition of the stationary solutions.)

10.4.1 The oscillating string

We seek a solution of the form q(x, t) = g(x)h(t). Inserting this into the wave equa-

tion (10.89) gives

g(x)

v2
∂2h(t)

∂t2
= h(t)

∂2g(x)

∂x2
. (10.90)

Denoting time derivatives by dots and derivatives with respect to x by primes, we can write

this as

1

v2
ḧ

h
=
g′′

g
. (10.91)

Since the left side depends only on t and the right side only on x, both sides must be equal

to some constant −k2. It follows that h and g satisfy the equations

ḧ = −k2v2h , g′′ = −k2g , (10.92)

with solutions

h(t) = h1 cos(kvt) + h2 sin(kvt) , (10.93)

g(x) = g1 cos(kx) + g2 sin(kx) . (10.94)

If both ends of the string (length ℓ) are fixed, then the boundary conditions are

g(0) = g(ℓ) = 0 . (10.95)

This gives

g1 = 0 , k =
rπ

ℓ
≡ kr , (10.96)

for r = 1, 2, . . . . The allowed frequencies are then

ωr = krv =
rπv

ℓ
. (10.97)
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Thus, the partial solutions are standing waves

qr(x, t) = sin(krx)
[
h1,r cos(ωrt) + h2,r sin(ωrt)

]
, (10.98)

while the general solution is given by the superposition

q(x, t) =
∞∑
r

sin(krx)
[
h1,r cos(ωrt) + h2,r sin(ωrt)

]
. (10.99)

We can use the orthogonality relations of the trigonometric functions to express the initial

conditions as a Fourier series. Eq. (10.99) tells us that at t = 0

q(x, 0) =
∞∑
r

h1,r sin(krx) , (10.100)

q̇(x, 0) =
∞∑
r

ωrh2,r sin(krx) . (10.101)

Multiplying Eq. (10.100) by sin(ksx) and integrating over x, we obtain

h1,r =
2

ℓ

ℓ∫
0

q(x, 0) sin(krx)dx . (10.102)

Here, we used

ℓ∫
0

dx sin
(rπx

ℓ

)
sin
(sπx

ℓ

)
=
ℓ

2
δrs . (10.103)

Similarly, we find

h2,r =
2

ωrℓ

ℓ∫
0

q̇(x, 0) sin(krx)dx . (10.104)

Example 10.3: Guitar string.The initial condition for a guitar string that is plucked in the

center of the string is

q(x, 0) =

{
2Ax

ℓ
0 ≤ x ≤ ℓ

2
,

2A ℓ−x
ℓ

ℓ
2
≤ x ≤ ℓ ,

(10.105)

and q̇(x, 0) = 0. We find h2,r = 0 for all r, and

h1,r =
4A

ℓ2

ℓ/2∫
0

x sin(krx)dx+
4A

ℓ2

ℓ∫
ℓ/2

(ℓ− x) sin(krx)dx . (10.106)
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Figure 30: Plot of the sum of the first ten Fourier modes of the guitar string, at different subse-

quent times.

We have

ℓ/2∫
0

x sin(krx)dx = − 1

kr
x cos(krx)

∣∣∣∣ℓ/2
0

+
1

kr

ℓ/2∫
0

cos(krx)dx

=− ℓ

2kr
cos(rπ/2) +

1

k2r
sin(krx)

∣∣∣∣ℓ/2
0

= − ℓ

2kr
cos(rπ/2) +

1

k2r
sin(rπ/2) ,

(10.107)

as well as

ℓ∫
ℓ/2

(ℓ− x) sin(krx)dx = − 1

kr
(ℓ− x) cos(krx)

∣∣∣∣ℓ
ℓ/2

− 1

kr

ℓ∫
ℓ/2

cos(krx)dx

=
ℓ

2kr
cos(rπ/2)− 1

k2r
sin(krx)

∣∣∣∣ℓ
ℓ/2

=
ℓ

2kr
cos(rπ/2) +

1

k2r
sin(rπ/2) ,

(10.108)

and so

h1,r =
8A

r2π2
sin
(rπ
2

)
. (10.109)

Note that only the coefficients with odd r are non-zero. The complete solution is

q(x, t) =
8A

π2

∞∑
r

1

r2
sin
(rπ
2

)
sin
(rπ
ℓ
x
)
cos
(rπv

ℓ
t
)
. (10.110)

10.4.2 The oscillating membrane

The wave equation for transversal vibrations of a two-dimensional membrane is

1

v2
∂2q(x, y, t)

∂t2
=
∂2q(x, y, t)

∂x2
+
∂2q(x, y, t)

∂y2
. (10.111)

Let us consider a rectangular membrane that is fixed at the boundaries, i.e. the boundary

conditions are

q(0, y, t) = q(a, y, t) = q(x, 0, t) = q(x, b, t) = 0 , (10.112)

for all t. We could again try to find a solution of the form q(x, y, t) = g(x, y)h(t). However,
for a rectangular membrane we can immediately write down the solution that satisfies the

boundary conditions. The partial solutions are

qrs(x, y, t) = sin(kx,rx) sin(ky,sy)(h1,rs cos(ωrst) + h2,rs sin(ωrst)) , (10.113)
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with

kx,r =
rπ

a
, ky,r =

rπ

b
. (10.114)

Inserting Eq. (10.115) into the wave equation (10.111), we find the frequencies

ω2
rs = π2v2

(
r2

a2
+
s2

b2

)
. (10.115)

The general solution is

q(x, y, t) =
∞∑

r,s=1

sin(kx,rx) sin(ky,sy)(h1,rs cos(ωrst) + h2,rs sin(ωrst)) . (10.116)

Again, the Fourier coefficients can be calculated using the orthogonality of the trigonometric

functions:

h1,rs =
4

ab

a∫
0

b∫
0

q(x, y, 0) sin(kx,rx) sin(ky,sy)dxdy , (10.117)

h2,rs =
4

abωrs

a∫
0

b∫
0

q̇(x, y, 0) sin(kx,rx) sin(ky,sy)dxdy . (10.118)

As opposed to the vibrating string, here there exist characteristic frequencies that are

irrational multiples of the lowest frequency ω11, so the general vibration is not periodic in

time. Consider, for instance, a quadratic membrane (a = b). Here, ω11 = πv
√
2/a, ω12 =

πv
√
5/a.

For a vibrating membrane it frequently happens that some of the characteristic fequencies

coincide. We have ωr1s1 = ωr2s2 for

r21
a2

+
s21
b2

=
r22
a2

+
s22
b2
, (10.119)

or

r21 − r22
s21 − s22

=
a2

b2
. (10.120)

Degenerate frequencies can only occur if the ratio a2/b2 is rational.
The partial solutions (10.115) have nodal lines that are always at rest. These nodal lines are

parallel to the edges, x = 0, a/r, 2a/r, . . . , a and y = 0, b/s, 2b/s, . . . , b. If the corresponding
frequency is degenerate, there are even more nodal lines. For instance, consider the modes

q12 and q21 of a quadratic membrane, with frequency ω12 = ω21 ≡ ω. If h1,12 = λh1,21 and
h2,12 = λh2,21, we have

q(x, y, t) =

[
λ sin

(πx
a

)
sin

(
2πy

a

)
+ sin

(
2πx

a

)
sin
(πy
a

)]
(h1,21 cos(ωt) + h2,21 sin(ωt)) .

(10.121)
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Figure 31: Rotation of a two-dimensional coordinate system.

Setting the angle bracket to zero gives the condition

λ cos
(πy
a

)
+ cos

(πx
a

)
= 0 . (10.122)

The solutions are diagonal lines for λ = ±1, or otherwise transcendental curves that pass
through the center of the membrane.

A Two-dimensional rotations

The relations between the coordinates of a pointP in two coordinates systems that are related

via a rotation by the angle θ about the origin can be read off Fig. 31. We have SQ = x cos θ,
QP = y sin θ, as well as QT = y cos θ, RT = x sin θ, and so

x′ = x cos θ + y sin θ , (A.1)

y′ = y cos θ − x sin θ . (A.2)

B Line integrals

Line integrals are defined as follows. First, consider the integral of a scalar function f =
f(rrr) = f(x1, x2, x3) along a curve Γ from rrr1 to rrr2 (Fig. 32, left panel). By the line integral

we mean the limit of the sum over the product of small segments of the curve, ∆si, and the

corresponding function values, fi = f(si):∫
Γ

f ds = lim
max(∆si)→0

∑
i

fi∆si . (B.1)

For a vector fieldAAA(rrr), we integrate the component ofAAA along the infinitesimal line element

represented by the displacement vector dsss, i.e. A·A·A·dsss, along the curve. If we decompose AAA
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Figure 32: Integral of a scalar function (left panel) and a vector field (right panel) along a curve.

and dsss into their components, we can write this as∫
Γ

AAA · dsss =
∫
Γ

3∑
k=1

Akdxk . (B.2)

C Cylinder coordinates

Relation to Cartesian coordinates:

x1 = r cosϕ , x2 = r sinϕ , x3 = z , (C.1)

or, vice versa,

r =
√
x21 + x22 , ϕ = arctan

(
x2
x1

)
, z = x3 . (C.2)

We write an infinitesimal line element as

dsss = dr eeer + rdϕeeeϕ + dz eeez , (C.3)

and so

ṡ̇ṡs = ṙ eeer + rϕ̇eeeϕ + ż eeez , (C.4)

and

v2 = ṙ2 + r2ϕ̇2 + ż2 (C.5)

D Rotating frame using Lagrangian mechanics

Inserting Eq. (8.14) into the Lagrangian (8.11) gives

L =
mvvv2

2
+mvvv ··· (ω × rω × rω × r) +

m

2
(ω × rω × rω × r)2 −mrrr ·R̈·R̈·R̈−U . (D.1)
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To obtain the equations of motion, we calculate

∂L

∂rrr
= m(v × ωv × ωv × ω) +m((ω × rω × rω × r)×ω×ω×ω)−mR̈̈R̈R− ∂U

∂rrr
, (D.2)

∂L

∂vvv
= mvvv +m(ω × rω × rω × r) , (D.3)

d

dt

∂L

∂vvv
= mv̇̇v̇v +m(ω̇ × rω̇ × rω̇ × r) +m(ω × vω × vω × v) . (D.4)

Here we used that (ω × rω × rω × r) ··· (ω × rω × rω × r) = r·r·r·((ω × rω × rω × r)×ω×ω×ω), so

d

drrr
(ω × rω × rω × r)2 = ((ω × rω × rω × r)×ω×ω×ω) + r·r·r· d

drrr
((ω × rω × rω × r)×ω×ω×ω) = 2((ω × rω × rω × r)×ω×ω×ω) . (D.5)

The Lagrangian equations are then

mv̇̇v̇v = −mω̇ × rω̇ × rω̇ × r −mω×ω×ω×
(
ω × rω × rω × r

)
− 2mω × vω × vω × v − ∂U

∂rrr
−mR̈̈R̈R , (D.6)

in agreement with Eq. (8.18).
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