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Lecture 1

Preliminaries

1.1 Introductory remarks

e This is the course where we study several subjects from classical mechanics
and electrodynamics which I consider as essential to accelerator physics.
This is not an accelerator physics course.

Of course, the choice of these subjects is somewhat subjective.

e [ assume knowledge of basics of classical mechanics, electrodynamics, and
the special theory of relativity.

e The course is designed to be self-contained. We will go over every impor-

tant derivation in detail. You should be able to follow these derivations
in the class.

« 1.2 Maxwell’s equations

Classical electrodynamics in vacuum is governed by the Maxwell equations.
In the SI system of units, the equations are

V-D=p
V-B=0
0B
E=-""
V x 5
oD
H=754+— 1.1
vV x J-‘rat (1.1)

where p is the charge density, 7 is the current density, with D = ¢ E, H =
B/up. B is called the magnetic induction, and H is called the magnetic field.
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In the Gaussian system of units Maxwell’s equations are

V-E=4mp
V-B=0
VxE:—Ea—B
c Ot
4 10F
B=—j+-——. 1.2
VX c]Jrcat (1.2)

The equations are linear: the sum of two solutions, E,, By and E5, B, is also
a solution corresponding to the sum of densities p1 + p2, 71 + Jo-

For a point charge moving along a trajectory r = r¢(¢),

p(r,t) =qé(r —ro(t)),  J(r.t) = qut)d(r —ro(t)), (1.3)

with v(t) = dro(t)/dt.

Proper boundary conditions should be specified in each particular case. On
a surface of a good conducting metal the boundary condition requires that the
tangential component of the electric field is equal to zero, E|s = 0.

1.3 SI versus Gaussian system of units
We will use the SI system of units throughout this course.

To convert an equation written in SI variables to the corresponding equation
in Gaussian variables, replace according to the following table (from [1]):

Table 1.1: Conversion table

Quantity SI Gaussian

Velocity of light (poeo) ™12 | ¢

Electric field, potential | E, ¢ \/42750’ \/4%0

Charge density, current | ¢, p, j qv/4meq, py/Ameg, v/ ATeq
Magnetic induction B B/

We will use the quantity Zj that is often called the vacuum impedance

Zy = ? ~ 377 Ohm. (1.4)
0
In CGS units Zy = 47 /c.

See a more detailed discussion about conversion in the Appendix of Jackson’s
book.



1.4 Wave equations

In free space with no charges and currents field components satisfy the wave
equation
1 0% 0? 02 0?
R 0 15)
2 9t2  9x2  Oy? 022
A particular solution of this equation is a sinusoidal wave characterized by

frequency w and wave number k and propagating in the direction of unit vector
n:

f=Asin(wt —kn-r), (1.6)

where A is a constant and w = ck.

1.5 Vector and scalar potentials

It is often convenient to express the fields in terms of the vector potential A and
the scalar potential ¢:

0A
B=-Vo-

B=VxA (1.7)

Substituting these equations into Maxwell’s equations, we find that the second
and the third equations are satisfied identically. We only need to take care of
the first and the fourth equations.

1.6 Relativistic equations of motion in electro-
magnetic field

For a point charge ¢ moving with velocity v we have

Ci—p:qEJrqva. (1.8)
dt
On the right-hand side of this equation we have the Lorentz force.
A beam of charged particles can often be considered as a charge fluid char-
acterized by the charge density p(r,t) the current density j(r,¢). The Lorentz
force acting on a unit volume of such a fluid is

f=pE+jxB. (1.9)
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1.7 Energy balance and the Poynting theorem

The electromagnetic field has an energy and momentum associated with it. The
energy density of the field (energy per unit volume) is

1
uzi(E~D—|—H-B):%O(E2+CQBQ)~ (1.10)

The Poynting vector
S=ExH (1.11)

gives the energy flow (energy per unit area per unit time) in the electromagnetic
field.

A n

Figure 1.1: Charges moving inside volume V.

Consider charges that move inside a volume V' enclosed by a surface A, see
Fig. 1.1. The Poynting theorem states

9 udV:—/j-EdV—/n~SdA, (1.12)
1% A

where n is the unit vector normal to the surface and directed outward. The left
hand side of this equation is the rate of change of the electromagnetic energy
due to the interaction with moving charges. The first term on the right hand
side is the work done by the electric field on the moving charges. The second
term describes the electromagnetic energy flow from the volume through the
enclosing surface.

1.8 Photons

The quantum view on the radiation is that the electromagnetic field is repre-
sented by photons. Each photon carries the energy hw and the momentum hk,
where the vector k is the wavenumber which points to the direction of propa-
gation of the radiation, & = 1.05-1073* J-sec is the Planck constant divided by
27, and k = w/ec.
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1.9 Recommended references

Books [1-4] include most of the subjects covered in this course. Ref. [4] is
available online at:

http://mitpress.mit.edu/SICM/
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Lecture 2

Linear and Nonlinear
Oscillators

A simple model of a linear oscillator lies in the foundation of many physical
phenomena in accelerator dynamics. A typical trajectory of a particle in an
accelerator can be represented as an oscillation around a so called reference
orbit.

We will start with recalling the main properties of the linear oscillator. We
will then consider what a small nonlinearity adds to these properties.

2.1 Linear Oscillator
A differential equation for a linear oscillator without damping has a form
d*x

—— twir=0, (2.1)

where x(t) is the oscillating quantity, ¢ is time and wy is the oscillator frequency.
For a mass on a spring shown in Fig. 2.1, w3 = k/m, where k is the spring
constant. General solution of Eq. (2.1) is characterized by the amplitude A and

PAANNA—
Figure 2.1: A mass attached to a spring.

the phase ¢

x(t) = Acos(wot + @) . (2.2)

13
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Damping due to a friction force which is proportional to the velocity intro-
duces a term with the first derivative into the differential equation
d*z dx
az T ar
where 7 is the damping constant (it has the dimension of frequency). When
damping is not too strong', a general solution to this equation is

+wir=0, (2.3)

z(t) = Ae” """ cos(wit + @), (2.4)
with
~2
W1 = Wo 1-— m y
1
"= 57- (2.5)

If v < wy, the frequency w; is close to wy, w1 = wy. Damping effect is often
quantified by a so called qualtity factor @ defined as Q = wy/2v; weak damping
is characterized @ > 1.

As an example, consider particle’s oscillations in the Low Energy Ring in
PEP-II at SLAC. In the transverse direction, the particle executes the beta-
tron oscillations with the frequency about 40 times larger than the revolu-
tion frequency of 136 kHz. This makes wg ~ 27 x 5.4 MHz. The damping
time vy ! due to the synchrotron radiation is about 60 ms, which means that
v = 2/(60ms) =~ 30 Hz. We see that the ratio v/ws ~ 107¢ is extremely small
for these oscillations, and the damping can be neglected in first approximation.

If the oscillator is driven by an external force f(t) then we have

d*z dx

az "V a
(f(t) is properly normalized here). From the ODE theory we know how to write
a general solution to the above equation. We will write down here the result for
the case v = 0:

+ ng = f(t) ) (26)

t

] 1
z(t) = xg coswot + 20 sinwot + — sinwg(t — ') f(t")dt", (2.7)
wo wo Jo

where xg and & are initial, at ¢ = 0, coordinate and velocity of the oscillator.

Problem 2.1. Prove that Eq. (2.7) gives a solution to Eq. (2.6) with v = 0.
Verify that the initial conditions are satisfied. Generalize the solution Eq. (2.7)
for the case when v # 0.

Problem 2.2 . The function f(t) is shown in Fig. 2.2: it is equal to zero
for t < —At, and is constant for t > At with a smooth transition in between.
Describe the behavior of the linear oscillator driven by this force in the limits
At < wy' and At > wyt

Problem 2.3. Prove that Eq. (2.1) conserves the quantity x2(t) +(t)?/w3.

1Egs. (2.4) and (2.5) are valid for v < 2wp. In the opposite limit () exponentially decays
in time.
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Figure 2.2: Function f(t).

2.2 Resonance

Let’s assume that an oscillator is driven by a sinusoidal force, f(t) = fo coswt.
A convenient way to study this problem is to use complex number. Instead of
considering a real function z(¢) we will consider a complex function £(¢) such
that z(t) = Re&(t). The equation for ¢ is

¢ dg

—+

a2 ’YE + w(Q)E = foeiiwt . (28)

Let us seek a solution in the form £(t) = &e™™? where &, is a complex num-
ber, & = |&|e’®. This means that the real variable x is z(t) = Re&(t) =
Re (|€o|e™t+i%) = |&| cos(wt — ¢). We have

(—w?® —iwy + w3)éo = fo, (2.9)

and

€= — Jo

— . 2.10
wi — w? —iwy (2.10)

For the amplitude squared of the oscillations we find

2 f&

|€0| - (wg _wz)z +w272 . (211)
The plot of the amplitude versus frequency w is shown in Fig 2.3 for several
values of the parameter v. When the damping factor v is small we have an
effect of resonance: the amplitude of the oscillations increases when the driving
frequency approaches the resonant frequency wg. The width Awes of the res-
onance is defined as a characteristic width of the resonant curve. It is easy to
show that an estimate for Awyes i Awpes ~ 7. It makes sense to talk about
the resonance only when v < wy.

Problem 2.4. Assume v = 0. Show that if w > wq then one can neglect
the term w2¢ in the equation. In other words, the oscillator responds to the
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Figure 2.3: Resonant curves for v = 0.5, 0.2, 0.1, 0.

driving force as a free particle. This fact explains why the dielectric response of
many media to x-rays can be computed neglecting the binding of electrons to
nuclei.

2.3 Random kicks

What happens if an oscillator is kicked at random times? Let us assume that
the external force is given by the following expression,

f(t) = Zaid(t — ), (2.12)

where t; are random moments of time, and the kick amplitudes a; take random
values. To deal with this problem we will use Eq. (2.7) (assuming for simplicity
that v = 0). We then have

t
z(t) = L sinwo(t — ') f(t')dt’
wo Jo
a; .
=) — —t), 2.1
Zwo sinwp(t — t;) (2.13)

)

where we also assumed that at time ¢ = 0 the oscillator was at rest. The result
is a random function whose particular values are determined by the specific
sequence of a; and t;. We would like to find some statistical characteristics of
this random motion. An important quantity is the sum z(¢)? + @%(¢)/wi—for
free oscillations it is equal to the square of the amplitude. So we want to find
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the statistical average of this quantity:

w2 + S8y

Wo
:<w0_2 Z a;a;j(sinwo(t — ¢;) sinwo(t —t;) + coswo(t — t;) coswo(t — t5)))
i,
= (w2 Z a;ajcoswo(t; —t;)) . (2.14)
4,J
Because ¢; and t; are not correlated if ¢ # j, the phase of the cosine function is

random, and the terms with i # j vanish after averaging. Only the terms with
1 = 7 survive the averaging. The result is

(a%) t

2 i I e
@+ = Ay

(2.15)

where At is an average time between the kicks. We see that the square of
the amplitude grows linearly with time. This is a characteristic of a diffusion
process.

2.4 Parametric resonance
Let us consider what happens if we vary parameters of our linear oscillator

periodically with time. Since we have only one parameter, this means that
wo(t) is a periodic function,

d’x
T wit)r =0. (2.16)
Moreover, let us assume that
wi(t) = Q*(1 — hcosvt) (2.17)

(the resulting equation is called the Mathieu equation). Naively, one might
think that if h is small, the solution will be close to that of a linear oscillator
with constant parameters. This is not always the case, as numerical solutions
show. It turns out that even if h is small, oscillations become unstable if the
ratio of the frequencies /v is close to n/2, where n is an integer. In other
words, for v = 2Q, Q, Q/2, Q/3... the oscillator is unstable.

The exact pattern of stable and unstable regions in the plane 2, h is rather
complicated. It is shown in Fig. 2.4. Note that those regions become exponen-
tially narrow if A < 1 and v/Q is small. For a small v we have an oscillator
whose parameters are varied adiabatically slow.

Again, consider as an example parameters of the high energy ring of the
PEP-II accelerator at SLAC. As was pointed out earlier, the betatron frequency
of transverse oscillations in the machine is 135 kHz. This frequency however
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Figure 2.4: Unstable regions for Eq. (2.16) are bounded by red curves from
above and blue curves from below.

depends on the particle energy, and the RF cavities in the ring modulate the
energy causing its oscillations around an equilibrium value with the so called
synchrotron frequency of about 7 kHz. In principle, such a modulation might
lead to a parametric instability of the betatron oscillations, however, due to
the small ratio of the frequencies, 7/135 ~ 0.05, the system is in the adiabatic
regime, and in the first approximation, the effect is extremely small (and in
reality is suppressed by small damping of oscillations).

2.5 Adiabatic variation of parameters

We will now consider an example of a slow variation of the parameters of the
oscillator. Let us assume that the frequency wq varies in time from a value w;
to wy over a time interval 7. A slow variation means that

dwo

dt

-2

wo <1, (2.18)

which also means that the relative change of the frequency wg over time w, Lis
small. This is the adiabatic regime.

How does the amplitude of the oscillations varies in time? Let us seek
solution of Eq. (2.16) in the following (complex) form

E(t) = A(t) exp (—z’/ot wo(t')dt" + qso) , (2.19)

where A(t) is the slowly varying amplitude of the oscillations and ¢ is the initial
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phase. Substituting this formula into Eq. (2.16) yields

d’A dA  dwg

— —2iwg— —i—A=0. 2.20

az T a (220)
We expect that the amplitude A is a slow function of time, and neglect d?A/dt?
in this equation, which gives

2wo— + —A =0. (2.21)
This equation can also be written as

d
o In(A%wp) =0, (2.22)
from which it follows that in the adiabatic regime A(t)%wq(t) = const. We found
an adiabatic invariant for our oscillator.

Fig. 2.5 shows the result of numerical integration of Eq. (2.16) in an adiabatic
regime.

2 P a|
A\
\\
- S5} - 1
5 b \
e
1t \ .
.
L L L B e s e
-20 -10 0 10 20

Figure 2.5: The left plot shows the function wy(t). The red curve on the right
plot shows the quantity x(t)?+42(t) /w? (which is close to the amplitude squared
A?) and the blue curve shows the product of this quantity with wq(t). We see
that the product is approximately conserved, and hence is an adiabatic invariant.

2.6 Nonlinear oscillator

The linear oscillator is usually obtained as a first approximation in the expansion
near the equilibrium position of a stable system. Higher order terms would lead
to nonlinear terms in the equation

A2z

o —widr +ax? + B2+ ..., (2.23)



20

where the coefficients «, [, are small. What is the effect of these terms? The
most important consequence of nonlinear terms is that they introduce a depen-
dance of frequency of oscillations on amplitude.

Instead of studying Eq. (2.23) we will analyze first the pendulum equation

0+ wisinh =0, (2.24)

where w3 = g/I, | being the length of the pendulum. Note that for small

amplitudes, § < 1, we have
1
sinf ~ 6 — 663 , (2.25)

and we recover Eq. (2.23) with a = 0 and 8 = w3 /6. The linear approximation
for the pendulum equation is obtained if we neglect the cubic term in this
expansion.

Of course, the pendulum can be solved exactly if we use the energy conser-
vation. Multiplying Eq. (2.24) by 6 gives

1d. d
§£92 —w%a cosf =0, (2.26)
from which it follows that the quantity
1 .
E = ——6* — cos 6 = const (2.27)
2wj

is conserved. We call FE the energy of the system; each orbit is characterized by
its own energy. For a given energy E we have

0 = +wor\/2(E + cos?). (2.28)

This equation allows us to graph the phase portrait of the system where we plot
trajectories on the plane (6, Gl/wo)7 see Fig. 2.6. There are stable points, unstable
points and the separatriz on this plot. Oscillations correspond to values of
such that —1 < E < 1 with rotation occuring at £ > 1. The separatrix has
E=1.

Problem 2.5. Draw the phase portrait of a linear oscillator with and with-
out damping.

Let us find now how the period of the pendulum 7' (and hence the frequency
w = 27/T) depends on the amplitude. We can integrate Eq. (2.28)

(2.29)

t2 02 do
N / dt = / S
t 0, \/2(E + cosb)

For a given energy E, inside the separatrix, the pendulum swings between —6,
and 0y, where 6 is defined by the relation cosy = —F, hence

1 [ db

B V2 0, \/(cosf —cosfy)

wo(te —t1)

(2.30)
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-1 -0.5 0 0.5 1
0/2r

Figure 2.6: Phase space for the pendulum with the red curve showing the sep-
aratrix.

To find a half a period of the oscillations we need to integrate from —6y to 6g:

1 1 % do
TWO

2 :E —0y \/(cosf — cosby)

The result can be expressed in terms of the elliptic function K of the first kind

Pae®) e

where Ty = 27 /wy is the period in the linear approximation. The plot of this
function is shown in Fig. 2.7.

(2.31)

M P B M
0 0.25 0.5 0.75 1
go/ﬂ

Figure 2.7: Period T as a function of the amplitude angle 6y in the range
0<by<m.

For small values of the argument, the Taylor expansion of the elliptic function
is: (2/m)K(x) ~ 1+ x/4. This means that for small amplitudes the frequency
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of oscillations is given by

w W — 7% (2 33)
~ O 1 3 .
it decreases with the 3111[)ht 1de.

Problem 2.6. Derive Eq. (2.33) directly from Eq. (2.31).

Near the separatrix, the period of oscillations becomes very large. The
separatrix corresponds to y = 7, and we can use the approximation (2/7) K (1—
x) & —(Inx) /7 valid for z < 1, to find an approximate formula for T' near the
separatrix. We obtain

T 1 1
—~ —In——. 2.34
o, 7 1-E (2:34)
As we see, the period diverges logarithmically as F approaches its value at the
separatrix.

Problem 2.7. Fig. 2.8 shows a numerically computed function 0(t) for a

pendulum with wg = 1. Try to figure out what is the energy E for this trajectory
and explain qualitatively the shape of the curve.

Figure 2.8: Dependence of 6 versus time for a pendulum trajectory.

In the general case of Eq. (2.23) the approximate solution will be

x(t) = A(t) cos|w(A)t + @], (2.35)
where the frequency w now becomes a function of the amplitude
w(A) ~ wo +ad?. (2.36)

In this equation we have to assume that the correction to the frequency is small,
wo > aA%. One can show that [5]
34 502
=—— - . 2.37
“ 8wy 12w (2:37)
Problem 2.8. Verify that Eq. (2.37) gives the result (2.33) for the pendu-
lum.
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2.7 Nonlinear resonance

We saw in Section 2.2 that for a linear oscillator a resonant frequency can drive
the amplitude to very large values, if the damping is small. The situation
changes for a nonlinear oscillator. In this case, when the amplitude grows, the
frequency of the oscillator changes and the oscillator detunes itself from the
resonance.

Let us first make a rough estimate of the maximum amplitude of a nonlinear
resonance. Take Eq. (2.11), set v = 0 (no damping), replace wy by wy + aA?
and then set w = wy (the frequency of the driving force is equal to that of the
linear oscillator). Using the smallness of aA? we find

A2N fg

N Ban (2.38)

This should be considered as an equation for A, from which we find

Aﬁz( fo )1/3. (2.39)

2awyp

We see that due to nonlinearity, even at exact resonance, the amplitude of the
oscillations is finite: it is proportional to a~1/3.
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Lecture 3

Lagrangian and
Hamiltonian equations of
motion

The most general description of motion for a physical system is provided in
terms of the Lagrange and the Hamilton functions. In this lecture we introduce
the Lagrange equations of motion and discuss the transition from the Lagrange
to the Hamilton equations. We write down the Lagrangian and Hamiltonian for
a charged particle and introduce the Poisson brackets.

3.1 Lagrangian

How does one write equations of motion for a complicated mechanical system,
like the spherical pendulum shown in Fig. 3.17 The Lagrangian formalism
allows for easy formulation of such equations.

The first step in Lagrangian formulation consists of choosing generalized
coordinates of the system, q1, qo, ..., ¢, which uniquely define the state of the
system. The number n is the number of degrees of freedom of our system. Each
mechanical system possesses a Lagrangian function (or Lagrangian in short),
which depends on the coordinates g1, g2, - .., qn, velocities g1, Go,- .., ¢n (with
g; = dg;/dt), and time t: L(q;, ¢;,t) [for brevity, we will write L(g;, ¢;, t) instead
of L(ql,QQ, ey qn,ql, 427 e ,qn,t)].

The Lagrangian has the following property: the integral

ta

ty

(which is called the action) reaches an extremum along the true trajectory of
the system when varied with fixed end points, see Fig. 3.2. This property can
be used directly to find trajectories of a system by numerically minimizing the

25
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(e)

Figure 3.1: A spherical pendulum.

q; q(l_Z)

(1)
q;
1

t, t, t

Figure 3.2: The Lagrangian reaches an extremum along the physical trajectory
of the system.

action S. It is however not very practical, in part because the varied trajectory
is specified by its initial, ¢(¢1), and final, g(t2), positions. In applications we
would prefer to specify a trajectory by its initial position and velocity instead.

For mechanical systems, the Lagrangian is equal to the difference between
the kinetic energy and the potential energy of the system. For example, for the
pendulum with the equation of motion given by Eq. (2.24), with the angle 6
chosen as a generalized coordinate ¢, the Lagrangian is

L(9,0) = %129'2 + gmlcosf. (3.2)

As was mentioned above, knowing the Lagrangian is enough to be able to find
trajectories of the pendulum by direct minimization of the action.

The most convenient approach to the problem of obtaining equations of
motion for a given Lagrangian is based on the variational calculus. By direct
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minimization of the action integral, requiring

ta
5 [ Lty o, (33)
ty
one can get equations of motion in the following form:
oL d oL
- = = i=1,...,n. 3.4
aqz dt aqz ) ? ) y ( )

These are ordinary differential equations which are much easier to solve than
trying to directly minimize S.

Let us prove (3.4). Assume that ¢;(¢) is a true orbit and ¢(¢;) and q(t2)
are fixed. Let d¢;(t) be a deviation from this orbit; it has a property dg¢;(t1) =
0¢i(t2) = 0. Compute the variation of the action:

ta
1) L(qi,qi,t)dt =
ty1
ta

to .
=/ L(Qi+5QiaQi+5Qiat)dt_/ L(qi, qi, t)dt

t1 t1

2 /9L oL >
= “Z8qi + ——0q; | dt
/tl (6% PR

2 /9L,  d oL
— - Sqdt, 3.5
/t1 (aQi dt 3(11:) K (3:5)

where summation over repeated index i is assumed. Since g;(t) is a true orbit,
the action reaches an extremum on it, and the variation of the action should
be of second order, x dq?. This means that the linear variation that we found
above vanishes for arbitrary dg¢;, hence Eq. (3.4) must be satisfied.

Problem 3.1. For a linear oscillator, the Lagrangian is

2
mw 2

21‘.

m
L=—i*—
2ZE

Find equations of motion.

The Lagrangian for a given system is not unique. There exist many La-
grangians for the same physical system that lead to identical equations of mo-
tion.

There are several advantages of using Lagrangian as a basic point for for-
mulation of equations of motion: a) easy to choose convenient generalized coor-
dinates, b) it is closely connected to the variational principles, and c) it relates
symmetries of the Lagrandian to conservation laws for the system. One disad-
vantage is that the Lagrangian approach sometimes obscures the nature of the
forces acting on the system.

A simple example of the relation between the symmetry of the Lagrangian
and the conservation laws is given by the case when L does not depend on g;.
As follows from Egs. (3.4), in this case the quantity dL/9q; is conserved.
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Problem 3.2. Consider a pendulum of length | and mass m, supported
by a pivot that is driven in the vertical direction by a given function of time
ys(t). Obtain the Lagrangian and derive equations of motion for the pendulum
(Ref. [4], page 49).

Problem 3.3. Analyze particle’s motion in a rotating frame using the
Lagrangian approach (Ref. [2], pages 74-76).

3.2 Lagrangian of a relativistic particle in an
electromagnetic field

This is the Lagrangian of a relativistic charged particle moving in electromag-
netic field represented by the vector potential A and the scalar potential ¢:

L(r,v,t) = —mc*\/1 —v2/c2 +ev - A(r,t) — ed(r, 1) (3.6)

= —ymc® 4+ ev - A(r,t) — ep(r,t),

where v = (1 — 32)"Y2 and 8 = v/c. In Cartesian coordinate system, 7 =
(z,vy, 2), and the Lagrangian is given as a function L(z,y, 2, &, 9, 2,t), where, of
course, & = Uz, I = Uy, £ = V..

Problem 3.4. Derive equations of motion (1.8) from the Lagrangian (3.6).

As an example of using the Lagrangian formalism, let us study particle’s
motion in a uniform magnetic field using the above Lagrangian.

The field is directed along the z-axis:

B =(0,0,By). (3.7
It is easy to check that the vector potential can be chosen as
A = (—Byy,0,0), (3.8)
so that B =V x A. This gives for the Lagrangian
L=—-mc®\/1—02/c2 — eByv,y. (3.9

Let’s first consider the direction of motion along the field. For the z-direction

we have
daor _
dt Ov,

0 = v, =0 = v, = const. (3.10)

We will now prove that motion in the constant magnetic field conserves the
particle energy, v = const. Since v, = const, we need to prove that v2 + v§ =
const. For the equation of motion in the z direction OL/dz —d/dt(0L/dv,) = 0
we use the following formulae: dL/dx = 0 and OL/dv, = mc*yv,/c® — eBoy
which give

oL d oL dyvg

dr  dt v, m dt

+eByvy, =0. (3.11)
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The Lagrange equation in the y-direction gives

oL d oL dryvy

oy don, - "t

—eByvy, =0. (3.12)

Multiplying (3.11) by v, and multiplying (3.12) by v, and adding them gives

dyv dvyv
Yy Zt”% thx

from which it follows that ¥ = 0 (Why?). With 4 = 0 the equation (3.11) reads

=0, (3.13)

Uy = WHUy (3.14)

where the cyclotron frequency wy is

B
wip = 2. (3.15)
ym
Eq. (3.12) reads
Uy = —WHU . (3.16)

Combining Eqs. (3.14) and (3.16) yields @, + wy?v, = 0, with the solution
Vg = v cos(wut+¢o) . From Eq. (3.14) we then obtain v, = —vo sin(wgt+¢o) .
Integrating velocities, we find coordinates:

vo . v
z = —2 sin(wpt + do) + o, y = —= cos(wit + do) + yo - (3.17)
WH WH

This is a circular orbit with the radius (Larmor radius)

R=20 _ P (3.18)

wg  eBy’

Problem 3.5. Write the same Lagrangian in the cylindrical coordinate
system with z directed along the magnetic field. Derive the equations of motion.

Problem 3.6. Do the same for the coordinate system (z’,s,z) shown in
Fig. 3.3.

Problem 3.7. The same magnetic field (3.7) can be represented by a differ-
ent vector potential A = %(—Boy7 Boyx,0). Show that the equations of motion
are the same as for the vector potential (3.8).

3.3 From Lagrangian to Hamiltonian

Another way to describe a system motion is to use the Hamiltonian approach.
It has some advantages over the Lagrangian one.

A transition from the Lagrangian to the Hamiltonian is made in three steps.
First, we define the generalized momenta p;:

. OL(qk, gx,t ,
pi(ar, dr,t) = %, i=1,...,n. (3.19)
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Figure 3.3: The coordinate system z’,s,z. The circle radius is equal to the
Larmor radius R. The coordinate z’ is defined as a difference between the polar
radius r and the circle radius R.

Second, from the n equations p; = p;(qx,dr,t), i = 1,...,n we express all the
variables ¢; in terms of ¢q, g2, ..., qn, P1, P2, .., Pn and ¢t
QZZQZ(pkHQkat)v Z:177n’ (320)

Third, we construct a Hamiltonian function H as

and express all ¢; on the right hand side through ¢;, p; and ¢ using Egs.
(3.20) so that we get the Hamiltonian as a function of variables ¢;, p; and

t: H(q17 q2;---,49n,P1,P2; - - - apn,t)~
We claim that, with the Hamiltonian, the equations of motion of our system

become:
OH . oOH
dq;’ = opi

The variables p; and q; are called the canonically conjugate variables. Let us
prove (3.22):

OH 0 [ . - aq,~c OL aqk) oL
— _ — — +
(5‘% ),, 9qi (,; P ) kzz:l ( P 3. 9 00;) " 0a,
_ 0L doL _dp
B aqi B dt 8q1 - dt

OH ) . : dgr,  OL 8%) .
<3pi>q Ipi (Zk: Pt > ! Xk: (pk opi O op; )~ * (3:24)

D = — (3.22)

(3.23)
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3.4 Hamiltonian of a charged particle in an elec-
tromagnetic field

We start from the Lagrangian (3.6)

L(r,v,t) = —mc*\/1 —v2/c +ev - A(r,t) — ed(r,t).

First, we need to find the canonical conjugate momentum which we denote by
7 combining into vector notation three cartesian coordinates (7, my, 7;):

Lo
v

O+/1 —v?2/c?

— vl o,
ov

sz—FeA

V1—0v2%/c?
=myv +eA. (3.25)
Note that the conjugate momentum 7 differs from the kinetic particle’s mo-

mentum m~ywv. Before proceeding, note also that as follows from the previous
equation, 8 = (w — eA)/mc, and hence

(m—ecA)?

202
7B p—

Now let us derive the Hamiltonian

(3.26)

H=v-w-L
=v-m+mc*/1—v2/c2 —ev- A+ ep

2
mc
= myv? + N + e

= myc? (52 + ’Y12> +eg
=myc® +ed. (3.27)

Remarkably, the Hamiltonian is the sum of the particle’s energy m~yc? and
the potential energy associated with the electrostatic potential ¢. The vector
potential A does not show up in this expression. This, however, is misleading—
the vector potential is hidden in Eq. (3.27). To see that, remember, the we need
to express H in terms of the conjugate coordinates » and momenta 7. Using
Eq. (3.26) we obtain:

(m—eA)?

=1+ =1+ 22

, (3.28)
which gives for the Hamiltonian

H(r,m t) = /(mc2)? + (mw — eA(r,1))2 + ed(r, 1), (3.29)
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where now we explicitly indicated all the variables involved in the Hamiltonian.
Problem 3.8. Find conjugate momenta in cylindrical coordinates of a
charged particle moving in electromagnetic field.

3.5 Poisson brackets

Let f(q:i,pi,t) be a function of coordinate, momenta and time. Assume that
coordinates and momenta evolve according to the Hamilton equations, and g¢;(t)
and p;(t) represent a trajectory. Then f becomes a function of time t only:
f(qi(t),pi(t),t). What is the derivative of this function with respect to time?

We have
af _ of of . of .
= o +2i: <aql_qz+ i) (3.30)

Substituting Eqs. (3.22) into those equations gives
d 0 of 0oH 0f OH
af _ of 3 ( f f )

dt ~— ot dq; Opi  Ip; gy
_of

where we introduced the Poisson brackets

{H, f} = Z <8H of oA 8f> . (3.32)

dp; dq;  Dq; Ip;

Poisson brackets have many remarkable properties. We will use the following
two in the next lectures. For two functions f(q;, p:,t) and g(g;, pi,t)

and also

{f,.f}=0. (3.34)

If df /dt = 0, then it is an integral of motion. Note that if f(g;,p;) does
not depend on time, it is an integral of motion if on only if {H, f} = 0, as
follows from (3.31). A Hamiltonian that does not depend explicitly on time is
an integral of motion, as follows from the identity {H, H} = 0.

It is easy to verify that following identities hold

{¢i,qx} = {pi;px} =0, {pisar} = dur. - (3.35)

Problem 3.9. The angular momentum M of a particle is defined as M =
r x p. Find the Poisson brackets {M;, zy}, {M;,pr} and {M;, M}, where the
indices © and k take the values x, y and z.

Problem 3.10. Simplify L and H in the nonrelativistic limit v < c.



Lecture 4

Canonical transformations

We saw that within the Lagrangian approach we can choose the generalized coor-
dinates as we please. We can start with a set of coordinates g; and then introduce
generalized momenta p; according to Egs. (3.19) and form a Hamiltonian (3.21).
Or, we can chose another set of generalized coordinates Q; = @Q;(qx,t), express
the Lagrangian as a function of Q;, go through Egs. (3.19) and (3.21), and ob-
tain a different set of momenta P, and a different Hamiltonian H'(Q;, P;,t).
Although mathematically different, these two representations are physically
equivalent—they describe the same dynamics of our physical system. Under-
standing the freedom that we have in the choice of the conjugate variables for
a Hamiltonian is important: a judicious choice of the variables would allow us
to simplify the description of the system dynamics.

A more general approach to the problem of using various variables in Hamil-
tonian formulation of equations of motion is the following. Let us assume that
we have canonical variables ¢;, p; and the corresponding Hamiltonian H(g;, p;, t)
and then make a transformation to new variables

Qi:Qi(Qkap/wt)a Pi:Pi(qknpkHt)' t=1...n. (41>

Can we find a new Hamiltonian H'(Q;, P;, t) such that the system motion in new
variables is also Hamiltonian? What are the requirements on the transformation
(4.1) for such a Hamiltonian to exist?

These questions lead us to the notion of the canonical transformation.

4.1 Canonical transformations

We first consider a time independent Hamiltonian H, and later generalize the
result for the case when H is a function of time. Let us assume that we have
canonical variables ¢;, p; and the Hamiltonian H(q;,p;). Instead of ¢;, p; we
would like to use a new set of independent variables @);, P; that are related to
the old one, see Fig. 4.1,

Qi = Qi(qk,pr), P; = P;(qk, pk) i=1...n (4.2)

33
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a; Q;

Figure 4.1: Transformation to new variables: a point in the old phase space
maps to a point in the new space, and an old orbit is transformed to a new one.

We assume that there exists an inverse transformation from Q;, P; to ¢;, p; and
write it as follows

It is obtained by considering Eqgs. (4.2) as 2n equations for the old variables and
solving them for ¢;, p;.

Substituting (4.3) in H we can express our Hamiltonian in terms of the new
variables:

H'(Qr, Pr) = H(¢;(Qk, Pr), pi(Qk» Pr)), (4.4)

where we denote the new function by H’. Let us assume that we solved the
Hamiltonian equations (3.22) and found a trajectory g¢;(t), p;(t). This trajectory
gives us, through the transformation (4.2), an orbit in new variables as well:

Qi(t) = Qi(ai(t), pi(t)), P;(t) = Pi(qi(t),pi(t)) - (4.5)

We would like the trajectory defined by the functions Q;(¢) and P;(t) to be a
Hamiltonian orbit, that is to say that we would like it to satisfy the equations
dp;  0H'(Qx(1), Pk(t)) dQ; — OH'(Qx(t), Px(t))

at 9Q; ’ a op; - (49)

If those conditions are satisfied for every Hamiltonian H, then the variable
transformation (4.2) gives us a canonical transformation.
Here are two trivial examples of canonical transformations:

Qi =pi, P =—q;. (4.7)
Qi = —pi, Pi=gq;. (4.8)
Problem 4.1. Later we will also use in one case a transformation that is not

canonical. Show that the transformation P; = \p;, Q; = q;, H' = AH, where A
is a constant parameter, preserves the Hamiltonian structure of equations.
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4.2 Poisson brackets and canonical transforma-
tions

We will now show how to find out if a given transformation (4.2) is canonical.
The proof is based on the invariance of the Poisson brackets with respect to
canonical transformations.

Let us assume that we have two arbitrary functions of canonical variables,
f(gi,pi) and g(gi, p;), and calculate there Poisson brackets:

(0709 07 g _
Uahur =3 (5e gt~ 5L ) = ). (49)

i

where, on the left hand side, we now indicate the variables with respect to which
the Poisson brackets are calculated. Using the inverse transformation (4.3) we
can express our functions in terms of the new variables @); and P;; the resulting
new functions are denotes as f’ and ¢’: f'(Q;, P;) and ¢'(Q;, P;). Let us also
calculate the Poisson brackets of the new functions with respect to the new
variables:

af" o' of dq'
" g = — =J P). 4.10
(lor =3 (5r a0, ~sgom) =H@P- 610
It turns out that if ¢;, p; — Q;, P; is a canonical transformation, then expressing
in J1(Q, P) the new variables through the old ones gives J(g, p):

J1(Qi(qr,pr), Pi(qr,pr)) = J(qr. pr) - (4.11)

To prove this statement let us consider g(g;,p;) as a Hamiltonian of a ficti-
tious system. Then according to (3.31)

d

(Frgbap =0 (412
it is a time derivative taken along the orbit g;(¢), p;(t), which is computed
with the Hamiltonian ¢(¢;,p;), see Fig. 4.1. When we formally change to
new variables @); and P; in f, the same function f(t) is now given by f(t) =
F1(Qq(t), Pi(t)), where (Q;(t), P;(t)) is the orbit in the new phase space. If the
transformation is canonical, the orbit (Q;(t), P;(t)) satisfies Hamiltonian equa-

tion of motions with the new “Hamitonian” ¢’(Q;, P;). Hence

df

{f' 9 ar=—7 (4.13)

and using (4.12) we conclude that

{fﬁg}q,P = {f/ag/}Q,Pa (414)

which proves Eq. (4.11) for arbitrary functions f and g.
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Let us know choose two arbitrary indices ¢ and k and set f = Q;(q;, p;) and
9= Qr(q,p). Eq. (4.11) then gives

{Qi Qrtap = {Qi, Qrlo.p =0, (4.15)

where we used Egs. (3.35). Similarly, choosing f = P;(q;,p;) and g = Py(q1,p1)
gives

{PiaPk'}q,p = {Piapk‘}Q,P :Oa (416)
and choosing f = Py(q;,p1) and g = Q;(qi, p1) gives
{Pr,Qi}qp = {Pr:Qi}o,p = ik - (4.17)

To summarize, we proved that if Eqgs. (4.2) represent a canonical transfor-
mation, for any pair of indexes i and k we should have

{Qi’ Qk}q,P - {thpk}q,p =0, {Pk» Qi}q,p =0k, (4-18)

that is they are necessary conditions for a transformation to be canonical. It
turns out (but we do not prove it here), that they also are a sufficient condition
for a transformation to be canonical. That is if Egs. (4.18) are satisfied for all
pairs 7 and k, the transformation will be canonical.

Problem 4.2. Using the Poisson brackets prove that the transformations
Egs. (4.7) and (4.8) are canonical.

4.3 Generating functions

Poisson brackets helped us to figure out if a given transformation is canonical.
They do not, however, provide a method to generate canonical transformations.
The technique which allows one to create a transformation that is guaranteed
to be canonical is based on the technique of the so called generating functions.

We will give a complete formulation of the method of generation functions in
the next section. In this section, we consider a special case of a time independent
generating function of first type, F}. Such a generating function depends on 2n
variables: n old coordinates ¢; and n new coordinates @);:

Fi(qi, Q). (4.19)

Having chosen an arbitrary (smooth) function Fj, one can generate a transfor-
mation of variables (4.1) using the following equations:

pk:M pk:_M, k=1...n. (4.20)

oqe 0Qx,
Indeed, one can consider n relations p = 0F1(¢;, Q:)/0qk, k = 1...n as equa-

tions for n variables Q;, and solving them find n functions Q;(qx, pr), i =1...n.
Substituting these functions in the right hand side of P, = —9F1(¢;, Q:)/0Qk
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gives n functions Py(q;,p;), k = 1...n, in terms of the old variables. It turns
out that obtained in such a way transformation of variables is canonical.

We will not give here a full proof of this statement, which can be found
in textbooks on classical mechanics. Instead, we will prove here only that
Eqgs. (4.20) define a canonical transformation in the case of one degree of free-
dom. In this case, we have two conjugate variables, ¢ and p, and a canonical
transformation (4.2) is determined by the two equations

Q=Q(qp), P=Pp). (4.21)

The generating function Fj (g, Q) is a function of two variables, and from (4.20)
we have

dqg Q

What we need to do is to verify that from (4.22) follow (4.18). Since in one

dimension ¢ = k = 1 in (4.18), and identically {Q,Q} = {P, P} = 0, we only
need to prove that

(4.22)

oPOQ 0OPOQ

{P,Q}gp = o oy L. (4.23)

From the second of Eqgs. (4.22) we have
o°P  9*Fy  0°F0Q oP  0?F 0Q

9 " oo oty oy ooy
Substituting these equation into Eq. (4.23) we obtain
2
oPoQ _0POQ _ 0°F1 0Q (4.25)

Op g 9qg Op 9QIq Op

The derivative Q) /9p can be found when we differentiate the first of equations
(4.22) with respect to p:

0’Fy 0Q
= 5000 (4.26)
from which we find
0Q (PR \
2 (aan> | (427)
Substituting this into Eq. (4.25) gives
{P,Q}qp=1. (4.28)

The functions (4.19) are not the only type of functions that generate canon-
ical transformations. Below we will list other types that can be used for this
purpose. Before that, however, we need to generalize our result for the time
dependent transformations and time dependent Hamiltonians.
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4.4 Time depending transformations and four
types of generating functions

Canonical transformations can be time dependent,

Qi:Qi(qk}apkat)a Pz:PZ(qkapk:at) t1=1...n. (429)

They can be applied to time dependent Hamiltonians as well. The Poisson
brackets are still applicable in this case, and Eqs. (4.18) are necessary and
sufficient conditions for a transformation to be canonical (the variable ¢ can be
considered as a parameter in calculation of the Poisson brackets). However, a
simple rule (4.4) for obtaining a new Hamiltonian is not valid in the general
case of time depending transformations—it should be modified as shown below.

In Section (4.3) we introduced the generating function Fj(g;,@;). This is
only one of four possible types of the generating functions. All generating func-
tions depend on a set of n old coordinates and a set of n new ones. These
sets come in the following combinations: (g¢;, @:), (¢, Pi), (pi, Q:), and (p;, B;).
Correspondingly, we have 4 types of the generating function. The rules how to
make a canonical transformation for each type of the generating function, and
the associated transformation of the Hamiltonian, are shown below.

The first type of the generating functions is F(g;, Q;,t):

- OR o OR
pl - aql k) 1T an i
oF
H=H . 4.30
+ (4.30)
The second type is Fa(g;, P, t):
- 8F2 o 8F2
Pi= g0 Qz—apiv
OFy
H =H+ == 4.31
+ 5 (4.31)
The third type is F3(p;, Qi, t):
i = ) -ID’L = - )
K Op; 0Q;
OF3
H =H . 4.32
+ 5 (4.32)
The fourth type is Fy(p;, Pi, t):
- 8F4 o 8F4
%= o Qz—apiv
F,
- 2 (4.33)

ot
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Problem 4.3. Find generating functions for the transformations (4.7) and

(4.8).

Problem 4.4. Find generating functions for the contact transformation

Qi =Qi(q1,92,.-.,qn) - (4.34)

4.5 Examples of canonical transformations
We first consider a simple example of the identity transformation
Qi =i, P =p;. (4.35)

The generating function of the second type for this transformation is

Fy=>) qP;. (4.36)
=1

Problem 4.5. Find the generating function of the third type for the trans-
formation (4.35). This problem illustrates the fact that the choice of the type
of the generating function is not unique.

We now show how canonical transformations can be applied to the harmonic
oscillator. The Hamiltonian for an oscillator with a unit mass is

p2 w21,2

H=—
2+ 2

(4.37)

It gives the following equations of motion: p = —9H/dx = w?z, & = OH/Op = p
with the solution

x = acos(wt + ¢o), p = —asin(wt + ¢o) . (4.38)

We would like to introduce a set of new variables, J (new momentum) and
¢ (new coordinate), such that the transformation from new to old coordinates
would be

x=a(J)cos¢, p=—a(J)wsing. (4.39)

The advantage of the new variables is clear: the new momentum J is a constant
of motion (because a = const), and the new coordinate evolves in a simple way,
gb = wt + d)o.

We will try to construct the canonical transformation (4.39) using a gener-
ating function F(z, ¢) of the first type. For this we need to express p in terms
of the old (z) and new (¢) coordinates eliminating a(J) from (4.39),

p=—wrtang¢. (4.40)
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Now integrating the equation (0F)/0z)s = p = —wx tan ¢, we find

2
Fi(z,¢) z/pdx: —% tan . (4.41)
We then have
F
J:,b
oo
_wat 1
2 cos?o
2
::&%L(l—%tan2¢)
wr? P2
=2 (1
2 < er%?)
Lo a2, 2
:@(wm +p?) . (4.42)

This equation expresses the new momentum in terms of the old variables. The
new coordinate can be found from Eq. (4.40)

¢ = — arctan % . (4.43)

Problem 4.6. From Egs. (4.42) and (4.43) express « and p through J and
¢. Verify that the result agrees with Eqgs. (4.39).
The new Hamiltonian is a function of the new momentum only

H=wl, (4.44)

and gives the following equations of motion in new variables:

_OH _
06

. OH

J= 0, b="7=w. (4.45)

The oscillator dynamics looks very simple in new coordinates:

J = const , ¢ =wt+ ¢p. (4.46)

The (J, ¢) pair is called the action-angle coordinates for this particular case.
They are very useful for building a perturbation theory in a system which in
the zeroth approximation reduces to a linear oscillator.



Lecture 5

Liouville’s theorem.
Action-angle variables.

We take a geometrical look at the Hamilton equations of motion, talk about
action-angle variables and the CPT symmetries in classical mechanics.

5.1 Hamiltonian flow in phase space. Symplec-
tic maps

We will now take another look at the Hamiltonian motion focusing on its ge-
ometrical aspect. Let us assume that for a Hamiltonian H(g;,p;,t), for every
set of initial condition p, ¢? from some domain, we can solve the equations of
motion starting from an initial time tg and find the values p;, ¢; at time ¢. This
gives us a map

pi=pi(p). ). to, ), @i =aqi(®). 4}, to.t). (5.1)

Considering now the time ¢ as a parameter and varying it will move each point
(¢i,pi) along a trajectory in the 2n dimensional phase space. A collection of
such trajectories starting from some set of initial conditions (¢?,p?) constitutes
a Hamiltonian flow, see Fig. 5.1.

In accelerator context one can associate, for example, each trajectory (5.1)
with a different particle in a beam. Assume that one has a beam diagnostic
at one location of the ring, which measures coordinates of particles when the
beam passes by at time f3. On the next turn, at time ¢t = tqg + 7', where T is
the revolution period in the ring, it measures coordinates again. The relation
between the new and the old coordinates will be given by the functions (5.1).

A remarkable feature of the relations (5.1) is that, for a given ¢y, and ¢,
they constitute a canonical transformation from p?, ¢? to p;, ¢;, which is also
called a symplectic transfer map. We are not going to prove the canonical
properties of this map in the general case of n degrees of freedom, however we
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q.p

9,

9,

Figure 5.1: Hamiltonian flow in phase space.

will demonstrate it for the case of one degree of freedom dropping the index i,
Pi =Dy 4 — Q-

The proof is based on calculation of the time derivatives of the Poisson
brackets {pg}q0 0, {pp}q0 po and {gq}o o and demonstration that they equal to
zero. Since at the initial time ¢t = ¢ the transformation from p°, ¢° to p, g is the
identity transformation (p = p¥, ¢ = ¢°), it is clearly canonical. Conservation of
the Poisson brackets in time then means that it remains canonical for all values
of t.

In what follows, we will focus on calculation of the time derivative of {pg}¢,.po;
the others brackets can be analyzed in a similar way. We have

4 (90p 9q _ Op 9q
dt \op® 9¢%  Oq° Op°
_O0q O dp Op 0 dg 0Oq O dp Ip 0 dq

d
%{Pq}qo,po = (5-2)

~ 0 0p°dt T Op0 Oq0 dt Op° 90 di  Oq® Op° dt
dg 9 OH dp 0 OH dq 0 OH dp & OH

0qY 9p® g ~ Op° Oq° Op + op° 9g° dg g0 Op° ap
Using the chain rules for calculation of the partial derivatives

0 _wo _mo o _mo o o
op°  op*dp Op°9q’  9¢°  9¢°dp ¢ Oq '
it is easy to show that all the terms on the right hand side of (5.2) cancel and
d{pq}q07p0 /dt = 0.
Somewhat different language of symplectic maps is often used in connection
with canonical transformation (5.1) or (4.2). A symplectic map is defined with
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the help of the matrix Joy:

Jy 0 0 O
0 Jo» 0 0
Jop = . ) (54)
0 0 0
0 0 0 Jy

where

J2:<(1) 01). (5.5)

Let us consider the transformation (4.2) and change the notation introducing
Wokp_1 = Qk, Wok = Pr, Wor_1 = Qr, Wor = P, k = 1,2,...n. For examples,
for n = 2 we have wy = ¢, we = p1, w3z = @2, w4 = P2, and the same set of
relations with small letters replaced by the capital ones. A transformation from
old to new variables is then given by 2n functions

W; = Wi(wg), i, k=1,2,...2n. (5.6)

It turns out that the requirement that all possible Poisson brackets satisfy
Eqgs. (4.15), (4.16) and (4.17) (which, as we know is equivalent to the require-
ment for the transformation to be canonical) can be written as

My, MT = Ty, , (5.7)

where M is the Jacobian matrix of the transformation (with the elements M; ; =
OW,;/0w;) and the superscript T’ denotes transposition of a matrix.
Problem 5.1. Derive (5.7) for n = 2.

5.2 Action-angle variables in 1D

In this section we introduce the action-angle variables for a system with one
degree of freedom.
Let us now consider a one-dimensional system with the Hamiltonian

H= %2 +U(2), (5.8)

where U(z) is a function sketched in Fig. 5.2a, and we assume a unit mass
of the particle. The phase trajectories are shown in Fig. 5.2b; each trajectory
is characterized by the energy F and the revolution frequency w which is a
function of energy, w(E). This frequency dependence can easily be calculated
using p = /2(E — U(z)) and observing that half a period of the revolution
around the orbit with an energy E is given by

1

§T =nw = (5.9)

[l e



44

E
xzﬁ;:\\\)@ X
N

X

Figure 5.2: The potential energy U (a) and the phase portrait of the system(b).

where z1 and x5 are the turning points (see Fig. 5.2b).

Let us transform to new variables, choosing the new momentum to be equal
to the energy E; the corresponding canonical conjugate coordinate is denoted
by w. We will use the generating function Fy(z, E). Using p = 1/2(E — U(x))
and integrating the equation p = 9Fy/0z, we obtain

Fo(z, E) = / " AE =T (5.10)

Since this is a time independent transformation, the new Hamiltonian H' is
equal to the old one expressed in terms of the new variables:

H'(w,E)=H=E, (5.11)

with the equations of motion for the new variables

OH' . OH'
[ = = 1 E = — p— . 12
Y=o ~ 5 ow 0 (5.12)
We see that the evolution of the variable w is

which means that the variable conjugate to energy is time.

This choice of our new variables is not very convenient because in one rev-
olution the variable w changes by 27 /w(E)—the quantity that depends on the
trajectory. A better choice would be to choose a new coordinate, ¢, in such a
way that in one revolution it changes by 2m—the same quantity for each tra-
jectory. This coordinate is called the angle, and the corresponding generalized
momentum, I, is called the action.

To find I and ¢ for the nonlinear oscillator we assume that the action is a
function of energy, or, conversely, E = E(I). This function will be determined
below. The generating function Fj(z, I) which accomplishes the transformation
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(z,p) = (¢,1) is the same function Fj, in which we now assume that E is the
function of I

Fi(x,1) = Fy(w, E(I)). (5.14)

With this arrangement, the new Hamiltonian is

H'(¢,1) = E(I), (5.15)
and the equation for ¢ reads

. OH' dE

¢= a7 = ur- (5.16)

We require now that (b be equal to w (which can now be considered as a function
of I), so that

¢ = w(I)t + do, (5.17)

and one revolution corresponds to the change of variable ¢ by 27. This require-
ment is satisfied if we chose the dependence E(I) in such a way that

dE

7 =w(E), (5.18)

or, integrating

E /

dE

I(E) = . 5.19

= (519)

Problem 5.2. Find the action-angle variables for the system with the
following potential

Ulz) = oo, <0 (5.20)

)= Fx, >0 '
The above transformation to action-angle variables can be implemented in a

numerical code, see [6]. One such example is shown in Fig. 5.3 for the potential
function U(z) = 22 + 0.22°.

5.3 Liouville’s theorem

A general Hamiltonian flow in the phase space conserves several integrals of

motion. The most important one is the volume occupied by an ensemble of

particles. Conservation of the phase space volume is called the Liouville theorem.
The phase space volume is expressed as a 2n-dimensional integral

Vl = dqldQQ ce dqndpldpg ce dpn 5 (5.21)
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Ux)

Figure 5.3: Numerical solution of the action-angle variables for U(z) = 2% —

0.2z (top left panel). The top right panel shows the dependance of action I
versus energy E; the bottom left panel shows the w(I) function, and the bottom
right panel shows the lines of constant action I and the constant angle ¢.

where the integration goes over a 2n-dimensional manifold M; in the phase
space. A canonical transformation (4.2) maps the manifold onto a different one
M, and the new volume phase space is

Vo = / d@Q1dQs . ..dQ,dPdP; ...dP, . (5.22)
Mo

The ratio of elementary volumes, as is known from the mathematical analysis
is equal to the determinant of the Jacobian of the transformation M

= |detM]| . (5.23)

‘dQldQQ . dQ,dPdP; . ..dP,
dqdqs . . . dgndpidps . . . dp,

Using Eq. (5.7) it is easy to prove that |detM| = 1.
Problem 5.3. Prove that |detM| = 1.



Lecture 6

Coordinate system and
Hamiltonian in an
accelerator

In this Lecture, we derive the Hamiltonian for a particle moving in an acceler-
ator. The derivation uses several simplifying assumptions.

First, we assume that there is no electrostatic fields, ¢ = 0, and the magnetic
field is static. The magnetic field directs particle’s motion in such a way that
the particle moves in a closed orbit. This reference orbit is established for a
particle with the nominal momentum py (= m~yyvg). Our goal is to describe
particles’ motion in the vicinity of this reference orbit, with energies (momenta)
that can slightly deviate from the nominal one. We will also assume that the
reference orbit is a plane curve.

More general consideration of the issues related to the derivation of the
Hamiltonian of a charged particle in accelerator can be found in Refs. [7,8].

6.1 Coordinate system

The reference orbit is shown in Fig. 6.1. It is given by the vector 7¢(s), where
s is the arclength measured along the orbit in the direction of motion. We will
define three unit vectors. The first vector § is the tangential vector to the orbit,
§ = dro/ds. The second vector, &, is perpendicular to § and lies in the plane
of the orbit. The third vector g is perpendicular to the plane of the orbit,
9y = 8 X &. The three vectors &, ¥, and § constitute a right-hand oriented base
for the local coordinate system. The coordinate x is measured along &, and the
coordinate y is measured along .

Note that simultaneously flipping the directions of both vectors x and y
is allowable, because it transforms a right-hand oriented coordinate system to
another right-hand oriented one.
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Figure 6.1: A plane reference orbit and a Cartesian coordinate system X, Y
and Z. For this orbit, p is positive. The orbit is not necessarily a circle.

If the direction of the motion is reversed (e.g., by changing the direction of
the magnetic field or the sign of charge of the particles), then vector § changes
direction. To keep the local coordinate system right-handed, the direction of
vector & is usually reversed too.

From the differential geometry (the so called Frenet-Serret formulas) we have
the following relations between the derivatives of vectors rg, 8, &, and ¥y:

dro
ds
@ z
s p(s)’
@ s
ds = ()’
dy
— =0. 6.1
I (6.1)
Problem 6.1. Check that Egs. (6.1) hold for a circular orbit.

Problem 6.2. Fig 6.2 shows the electron trajectory in a four-dipole chi-
cane (typically used for bunch compressions). Indicate the direction of axis x

Figure 6.2: Electron trajectory in a chicane. Assume that the y axis is directed
out of the page.

assuming that the y axis is directed out of the page toward you. Determine the
sign of the orbit radius p and the magnetic field direction of each of four dipoles
along the orbits. What happens with this sign if the particle is moving in the
direction opposite to the one shown in the figure?
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Since we assumed that the orbit is plane, the magnetic field can only have
y (vertical field) and/or s (solenoidal field) components. The bending radius p
is given by the following equation (see (3.18))

pls) = - BZO(S) . (6.2)

Problem 6.3. Verify that from the definition of p in Eqs. (6.1) it follows
that the sign in Eq. (6.2) is correct for arbitrary sign of the charge e and the
direction of motion in the reference orbit.

Most of the particles in the beam deviate from the reference orbit, although
they move close to it. This is illustrated by Fig. 6.3. Each point of the orbit

Figure 6.3: A circular reference orbit and a particle’s orbit (shown in red).

can be represented in the local coordinate system, as is illustrated by Fig. 6.4.
In this system a radius vector 7 is represented by coordinates s, x, and y such

y

r

1,(s)

Figure 6.4: A local coordinate system.
that
r=ro(s) +zx(s) +yy. (6.3)

Below we will need to carry out various differential operations in curvilin-
ear coordinates. Here are useful formulae for the gradient of a scalar function
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o(x,y,s), and for the curl and divergence of a vector function A = (A4, (x,y, s),
Ay($7 y7 8)7 As(xa y> S))

v¢_ﬁ;gi’+ggj+§1;x/pgﬁf, (6.4)
(VXA =—1 +1m/p 881? 8(;; ’ (6.5)
(Vx A= —%‘if + %, (6.6)
(Vo A)y = 1 —l—lx/p aAS(la;r 2o 1 +1x/p 85? ’ (6.7)

Problem 6.4. Verify that Egs. (6.1), (6.4)-(6.8) hold for a circular orbit.

6.2 Hamiltonian in curvilinear coordinate sys-
tem

The Hamiltonian for a charged particle is given by Eq. (3.29)

H = /(mc2)? + 2(m — cA)2. (6.9)

This Hamiltonian was derived for a Cartesian coordinate system. We now want
to define a Hamiltonian in the coordinate system related to the reference or-
bit. We will use generating functions to transform the Hamiltonian to the new
coordinates.

As a first step, we choose local coordinates s, x, and y as coordinate vari-
ables of our new Hamiltonian. To carry out a transformation from the original
Cartesian coordinates X, Y and Z (see Fig. 6.1) to the new ones, we will use a
generating function of the third type:

F3<7Ta z,Y, S) =—-r- (7’0(5) + JZ:%(S) + y'g) . (610)

In this equation 7 is the old momentum and z, y and s are the new coordinates.



51

We denote by II the new canonical momentum; it is given by Eqgs. (4.32)

OF.
sz—a—;:ﬂ'-ﬁzzﬂm,
OF;
Hy:—aiy:ﬂ' :ﬂ'y,
_OF dro  d&
Is=—%s =7 <d+””d)

_ <1 + f}) . (6.11)

Note that
(m—eA)? = (1, —eAy)? + (my — eAy)? + (75 — eAy)?

11, 2
= (T, — eA,)? + (I, — eA,)* + (I—Far/p . eAS) , (6.12)
and our Hamiltonian becomes
- 971/2
H=c|m?c®+ (I, —eA,)* + (I, — eA,)* + ( S/ - eAS) ] . (6.13)
p

1+

We have used the notation A, = A- 2, A, = A-g, and A; = A- 5. [Some
authors use a different notation defining A; = (1 + x/p)A - 8.]

Eq. (6.13) is our new Hamiltonian as a function of new coordinates z, y, s
and new conjugate momenta II, IL, and II,.

6.3 Using s as a time variable

As was assumed at the beginning of this lecture, our Hamiltonian does not
depend on time t and hence is a constant of motion. It describes particle’s
motion with three degrees of freedom. It turns out that using the constancy of
H one can lower the number of degrees of freedom from 3 to 2, which, to some
degree, simplifies the description of the motion. To do this, we need to change
the independent variable from time ¢ to s.

Let us assume that we solved equations of motion and found all the variables
as functions of time, x(t), y(¢), s(t), etc. Then the dependence, say, x(s) is
obtained in the following way. Solving equation s = s(t) we find the inverse
function ¢(s) and substitute it into the argument of x: x(¢) — z(¢(s)). The
latter is now a function of s: z(s) = z(t(s)). We can do the same trick with

coordinate y and components of the momentum vector II, and define y(s) and
II(s).



52

It turns out that the dependence of z, y, Il,, and II, versus s, can be found
directly from a Hamiltonian with 2 degrees of freedoms. We first formulate how
to calculate this new Hamiltonian, and then prove that using the formulated
approach we indeed obtain the new equations of motion for the two pairs of the
canonically conjugate variables.

Let us write down the following equation:

h:H(xaszyvnyasvns)v (6]‘4)
(where H is given by (6.13)) and solve it for I,
I, =s(z, g, y, I, h, s) . (6.15)

Here h is the value of the Hamiltonian H. Because our Hamiltonian does not
depend on time, the value of H is constant along each orbit—according to
Eq. (3.27), for ¢ = 0, the value of the Hamiltonian is equal to ymc?. Let us

introduce now a new Hamiltonian K
K(xaﬂrayvnyahﬂs) :—Hs(x,Hm,y,Hy,h,s), (616)

in which z, II,, y, II, are considered as canonical conjugate variables, s is
an independent “time” variable, and h is a (constant) parameter. As we see,
the Hamiltonian K has two pairs of conjugate variables, and hence describes
motion of a system which has two degrees of freedom. However, this Hamiltonian
depends on its time-like variable s and hence is not a conserved quantity any
more (in contra st to the original Hamiltonian H).

Let us now show that dependence z(s), II;(s), y(s), and II,(s) are governed
by the Hamiltonian (6.16). We have to remember that, e.g., 2(s) is obtained
from z(t) and s(¢) by eliminating the variable ¢, and z(t) with s(¢) are governed
by the original Hamiltonian H. We have for dx/ds

de  dw/dt  OH/OTL,
ds ds/dt  OH/OIl, "

(6.17)

On the other hand, the derivative 9K /JI1, can be calculated as a derivative of
an implicit function

0K Oll, _ OH/0l,
oI, (aH)H ~ OH/OIL, (615
and we see that
dx oK
ki . Nl
ds Ol (6.19)

The same approach works for IT,,

dil, dl,/dt —0H/dx (01, 0K (6.20)
ds — ds/dt ~ OH/OU, \ 0z ), Oz '
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Similarly one can show that equations for y and II, can be obtained with the
Hamiltonian K. The price for lowering the number of degrees of freedom is that
we now have a “time dependent” Hamiltonian (K is a function of s).
Although time is eliminated from our equations, the time dependence versus
s can be easily found, if needed. For this we need to find the function s(t). Since
ds/dt = OH /011, the inverse function ¢(s) satisfies the following equation

a@_on, _ ok
ds OH  0h’
Integrating this equation, we can find ¢(s), invert it, and find s(t).

Problem 6.5. Find the Hamiltonian K for the following model Hamiltonian
H:

(6.21)

H2 1'2
H(z,M,,s,11,) = 730 + w(s)Q? + Tl , (6.22)
where v is a constant. Prove that both Hamiltonians describe the same dynam-
ics.

6.4 Small amplitude approximation

The Hamiltonian K given by Eq. (6.16) can easily be found from Eq. (6.13):

1 1/2
K=— <1 + I) [2h2 — (I, — eA,)? — (I, — eA,)? — m*c?
p) e

— A, (1 + x) . (6.23)
p
As we will see in the next lectures, in many cases of interest, a single com-
ponent A, is sufficient to describe the magnetic field in an accelerator, so we
can set A; = Ay, = 0in Eq. (6.23). In this case, II, and II, are equal to the
kinetic momenta, II, = p, = myv, and II, = p, = myv, (see Egs. (6.11) and
(3.25)) and we can use p, and p,, instead of I, and II,:

T 1 12 T
K=— (1 + p) <c2h2 —ps—p, — m202) —eA; (1 + p) . (6.24)

We will consider these momenta as small quantities (compared with the total
momentum of the particle), because particles usually move at a small angle to
the nominal orbit. [Remember that for our choice of coordinates, a particle
moving along the nominal orbit have v, = v, = 0. This is the main advantage
of the coordinate system associated with the reference orbit.] Expanding the
Hamiltonian in p, and p, we get:

2 2
X Pz py x
Kre—pll4+=)[1-22 -2 ) —eA, (142, 6.25
p<+p>< 2p? 2p2> ‘ <+p) (6:29)
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where p(h) = /h?/c2 — m?c? is the total kinetic momentum of the particle
(which together with the energy is a conserved quantity in a constant magnetic
field).

Instead of using dimensional momenta p, and p, it is convenient to introduce
dimensionless variables P, = p,/po and P, = p,/po, where pg is the nominal
momentum in the ring. Transformation from z, p., y, py to x, Py, y, P, is not
canonical, but a simple consideration shows that it can be achieved by simply
dividing the Hamiltonian by pg (see the problem on page 34). Denoting the new
Hamiltonian by H we have

K
H(z, Py, y, Py) = p— (6.26)
0

2 2
p T 1 Po 1 Po e T
(et (it () b (m)) a 1)),
bo P p p Po P
As mentioned at the beginning of the Lecture, we are interested here in the

case when the energy and the total momentum of the particle can only slightly
deviate from the nominal one, that is

L 14y, (6.27)

Po
with n < 1. With this in mind, we obtain

H(x, P, y, Py) (6.28)

T 1 1 e T
=—(1+n(1+= 1—P3—P2>—As(1+>,
aen(15) (=57 -3m) 5 (45

where we replaced (pg/p)? by unity in small quadratic terms proportional to P?
and Py2.

Finally, we note that our momenta P,, P, are approximately equal to the
orbit slopes z’ = dz/ds and y' = dy/ds, respectively. Indeed

’ dx Vg Dz
T == ==

— = ~ P, 6.29
ds vy ps " (6.29)

with a similar expression for 3’. Some authors actually use 2’ and 3’ as canonical
momenta conjugate to x and y instead of P,, P,—in this case one has to be
careful to avoid confusion between a canonical variable (say P,) with the rate
of change of its conjugate (that is dz/ds).

6.5 Time dependent Hamiltonian
While we emphasized above that in the case of time independent Hamilto-

nian the transition from ¢ to s as an independent variable eliminates one de-
gree of freedom, the requirement of being time independent is actually not



55

needed. Indeed, our derivation in Section 6.3 can be easily modified to in-
clude the case of time dependent Hamiltonians. In Eq. (6.14) we will have
H(z,1I,,y,1I,,s,1,,t), and correspondingly the new Hamiltonian K will also
be a function of time

K(%Hmy,ny,t, h7 S) = _Hs(x7 szyanyata ha S)a (63())

where the time ¢ is now understood as a third coordinate (in addition to = and
y) and the energy h is the third momentum. The Hamiltonian equation (6.21)
should be complemented by

dh 0K
= (6.31)
Note that Egs (6.21) and (6.31) have “inverted” signs if ¢ is treated as a coor-
dinate and h as it conjugate momentum. This, however, can be easily fixed, if
one accepts —h as the momentum conjugate to t.

Problem 6.6.Make canonical transformation (t,—h) — (z¢,p) using the
generating function Fy(p,t) = —ct+/p?* + m?c2. Explain meaning of new vari-
ables.

An important effect that is governed by a time-dependent Hamiltonian is
particle acceleration by RF electromagnetic field in the ring. In a simple model
that assumes a short cavity with voltage V', an additional term that needs to
be added to (6.23) to take the acceleration into account is [7]

eV

PoWRF

0(s — o) cos(wrrt + @), (6.32)

where s is the coordinate of the cavity location in the ring (and the cavity
is assumed to be infinitely short), wgrp is the RF frequency and ¢ is the RF
phase. It is easy to see from (6.31) that a passage through the point so at time
t changes the kinetic energy h of the particle by eV cos(wrrt + ¢).
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Lecture 7

Equations of motion in
accelerator

A typical accelerator uses a sequence of various types of magnets separated by
sections of free space (so called drifts). To specify the Hamiltonian (6.28) we
need to know vector potential A4 for these magnets.

7.1 Vector potential for different types of mag-
nets

There are several types of magnets that are used in accelerators and each of
them is characterized by a specific dependence of A, versus x and y. In this
section we will list a few magnet types and write down expressions for the vector
potentials. In those expressions, we will use the fact that we are only interested
in fields near the reference orbit, |z, |y| < |p|. We will be neglecting higher
order terms such as (z/p)? and (y/p)>.

We first consider dipole magnets that are used to bend the orbit. The dipole
magnetic field is:

B =yB(s). (7.1)

The function B(s) is such that it is not zero only inside the magnet and vanishes
outside of it. This field can be represented by the following vector potential:

Ay = —B(s)z <1 - ;0) . (7.2)
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Indeed, using Eq. (6.7) we obtain

Bo—_ 1 0A,(1+z/p)
Yo 14x/p Ox

o0 (1-3) 2 -5) (+3)
x .’E2
<50 (1-3) 7 (++7)

zB@+O<§>. (7.3)

This is an approximation in which we only keep terms to the first order in |z/p|.
The picture of windings of a dipole magnet is shown in Figs. 7.1 and 7.2.

y

Figure 7.1: Edge of the LHC dipole Figure 7.2: Magnetic field in the
magnet. dipole.

The second type is a quadrupole magnet. It is used to focus off-orbit particles
close to the reference orbit. It has the following magnetic field:

B = G(s)(yz + xy) . (7.4)

The picture of a quadrupole magnet is shown in Fig. 7.3, and the magnetic field
lines are shown in Fig. 7.4. As we will see below from the equations of motion,
the quadrupole magnetic field focuses particles around the equilibrium orbit.

The corresponding vector potential is
G
As = ) (y* —2?) . (7.5)

A skew quadrupole is a normal quadrupole rotated by 45 degrees:

B = G(s)(—yy + ), (7.6)



59

Figure 7.3: A quadrupole magnet. Figure 7.4: Quadrupole magnet
filed lines.

with
As =Gy, (7.7)

Finally, we will also consider a sextupole magnet. Sextupoles are used to
correct some properties of betatron oscillations of particles around the reference
orbit. This element has a nonlinear dependence of the magnetic field with
transverse coordinates:

B = 5(s) | ila® o) + ] (73)
with
A, =S (%mﬁ - %ﬁ) . (7.9)

The field lines of a sextupole are shown in Fig. 7.5.

Problem 7.1. The magnetic field B4(s) of a solenoid cannot be described
with a single longitudinal component A, of the vector potential. Show that
this magnetic field can be represented with the vector potential that has two
transverse components:

A, = —Bsy/2, Ay = Bsz/2. (7.10)
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v

Figure 7.5: Sextupole field lines.

7.2 Taylor expansion of the Hamiltonian

Let us write down the Hamiltonian (6.28) assuming that we have dipoles and
quadrupoles in the ring:

Hr—(147) <1+§> (1—1P3—1P5>—3AS <1+E>
p 2 Po p
— a1+ (1-tpp_Llp

_ e [_B(s)x <1 - ;-p) + %‘9) (v* —=?) <1+ %)

Po
x 1 1 x? e G(s)

~—1l-n—n=+ =P+ P2y~ — (2 —2? 7.11
e LR LR v Rl (v* —27), (7.11)
where we made use of p = pp/eB and neglected terms of the third and higher
orders (assuming that 7, as well as all four canonical variables, x, P,, y and
P, are of the first order). We can drop the constant first term (unity) on the
last line of (7.11). Our main interest in the following lectures will the case of
on-momentum particles, that is 7 = 0. In this case the Hamiltonian is the sum

of two terms corresponding to the vertical and horizontal degrees of freedom:

H="H,+Hy, (7.12)
with
1, 2t e G(s) ,
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and

1 e G(s)

The fact that Hamiltonian (7.12) is split into a sum of two Hamiltonians each of
which involves only variables for one degree of freedom means that the horizontal
and vertical motions are decoupled. We see that quadrupoles focus or defocus
the beam in the transverse direction: focusing in (G > 0) results in defocusing
in y, and vice versa. In the next sections we will show that notwithstanding this
defocusing effect, a sequence of quadrupoles with alternating polarities confine
the beam in the transverse directions near the reference orbit. A particle near
the equilibrium orbit executes betatron oscillations.

Notice also focusing in the horizontal direction inside dipole magnets (a so
called weak focusing).

In what follows, to study general properties of the transverse motion in both
transverse planes, we will use a generic Hamiltonian

K
és) 2 :

1
Ho = ipf. + (7.15)
where K = p=2 + eG/py for the horizontal, and K = —eG/pg for the vertical
plane.
Problem 7.2. Using (6.21) and the Hamiltonian (7.11) show that

dt 1 T
—=—(14-). 1
u U(+p) (7.16)

Explain the meaning of this relation. If follows from it that, for a relativistic
particle, ds/dt can be larger than c. Does this constitute violation of the special
theory of relativity which forbids motion of bodies faster than the speed of
light?

Problem 7.3. Find terms in the Hamiltonian H responsible for the skew
quadrupole (the magnetic field given by Eq. (7.6)).

Problem 7.4. Using the vector potential Eq. (7.10) for the solenoid and
starting from the Hamiltonian (6.23) find the contribution to H of the magnetic
field of the solenoid. [Hint: assume that By is small and use the Taylor expansion
in the Hamiltonian (6.23) keeping linear terms and second order terms in Bj.]

7.3 Hill’s equation, betatron function and beta-
tron phase

From the Hamiltonian (7.15) we find the following equation of motion in a
transverse plane:

2" (s) + K(s)z(s) = 0. (7.17)
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In an accelerator ring K(s) is a periodic function of s with a period that we
denote by L (which may be equal to a fraction of the ring circumference),
and Eq. (7.17) is called Hill’s equation. It describes the so called betatron
oscillations of a particle in the ring. Note that the same equation (2.16) describes
the parametric resonance, with the only difference that we now have s as an
independent variable instead of t. We now know that this equation can have
both stable and unstable solutions. Of course, for storage and acceleration of
beams in an accelerator, one has to design it in a way that avoids unstable
solutions of Eq. (7.17).

To understand general properties of the betatron motion in a ring, we seek
a solution to Eq. (7.17) in the following form

x(s) = Aw(s) cosp(s), (7.18)

where A is an arbitrary constant, and 1 is called the betatron phase. Note
that w(s) is not uniquely defined: we can always multiply it by an arbitrary
factor of wg and redefine the amplitude A — A/wjg, so that x(s) is not changed.
It turns out that if a particle’s motion is stable, we can require that w(s) be a
periodic function of s with the period L. In addition, the function v is such that
W(s+ L) = (s) + g, where 1)y is a constant (or, equivalently, function di)/ds
is a periodic function of s with the same period L). These two properties of
functions w and 1 are guaranteed by the Floquet theory of differential equations
with periodic coefficients.

Introducing two unknown functions w(s) and (s) instead of one function
x(s) gives us freedom to impose a constraint of our choice on functions w and
1 later in the derivation. We have

/

% =w' cos) — w sin,
"
% = w” cos ) — 2w’y sin) — wyp” sineh — wip'? cosp . (7.19)

Eq. (7.17) now becomes

w” cos i — 2w’y sinh — wip” sin ) — wip’? cos v + K (s)w cos
= [w"” cos —wyp"? + K (s)w] cosyp — [2w'y)’ + wip”|sineh = 0. (7.20)

We now use the freedom mentioned above and set to zero both the term in front
of cos® and the term in front of sin+. This gives us two equations:

w” — w4+ K(s)w = 0
—2w'y —wyp” =0. (7.21)

The last equation can be written as

i(w’uﬂ)’ =0. (7.22)



63

Let us introduce the 3 function as 5(s) = w(s)?, then

(7.23)

where a is an arbitrary constant of integration. We can always assume that
a > 0; if this is not the case, we redefine the angle ¢ by ¢ — —1, which changes
the sign in (7.23) and makes a > 0. The first equation in (7.21) now becomes

2
w” — % + K(s)w =0. (7.24)

As was pointed out at the beginning of this section, the function w can be
multiplied by a constant factor. We can now use this freedom and replace
w — y/aw in (7.24) which eliminates a from the equation, a — 1. This is the
usual choice in accelerator physics textbooks. In terms of the § function the
resulting equation becomes

%B/B/IfiﬂQ‘FKﬁQ:l' (725)

It is a nonlinear differential equation of the second order. As we pointed out
above, in a circular accelerator one has to find a periodic solution to this equa-
tion. For a beam line with an entrance and an exit, one solves this equation
with initial values for the beta function and its first derivative at the entrance.

Note that, as follows from (7.23), the derivative ¢’ is a periodic function of
s, with the period equal to that of 8(s), in agreement with the comment after
Eq. (7.18).

Problem 7.5. Derive Eq. (7.25) from Eq. (7.24).

There are several mathematical methods, as well as special computer codes
that find 5(s) (as well as other parameters of interest) for a ring with given
magnets (that is given K(s)) [9]. In this lecture, we limit our consideration
to a simple illustration which solves Eq. (7.24) using an iterative approach.
In Fig. 7.6 we show the beta function for the High Energy Ring of PEP-II at
SLAC.

Problem 7.6. Find solution of Eq. (7.25) in free space where K = 0.

Problem 7.7. Calculate a jump of the derivative of the beta function
through a thin quadrupole. Such a quadrupole is defined by K (s) = f~16(s—s0),
where f is called the focal length of a thin quadrupole.

Problem 7.8. A FODO Iattice is a sequence of thin quadrupoles with
alternating polarities:

Kropo(s) = i Kod(s — nl) — Koo <s - [n + ;] l) , (7.26)

n—=—oo

where [ is the period of the lattice. Solve Eq. (7.25) for the FODO lattice and
find B(s). For a given value of | find the maximum value of K, for which the
motion is stable.
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Figure 7.6: The beta function 3, in the HER of PEP-II.

Problem 7.9. Consider two rings with circumferences C7 and Cs. Assume
that C; = ACs and K»(s) = A2K;(\s), and prove that B2 = A~151(\s).
The betatron phase advance of the ring can be found by integrating Eq. (7.23),

¢ ds
A= /O o (7.27)

The quantity A /27 is called the tune v (in European literature it is usually
denoted by Q)

1 ¢ ds

V=g ; W; (7.28)

it is a fundamental characteristic of the beam dynamics in the ring.
Having found the beta function in the system, the general solution of the
equation of motion (7.17) can written as

2(s) = A/B(s) cos((s) + o), (7.29)

where g is an initial betatron phase.



Lecture 8

Action-angle variables for
circular machines

8.1 Action-angle variables and the Floquet trans-
formation

We start with the Hamiltonian (7.15)

H= 1P2 + 1K(s)ﬂc2 . (8.1)

2T 9

In Section 7.3 we found a solution to this equation in the form (7.18) which we
now write as

x(s) = A/ B(s) cost(s) . (8.2)
Differentiating this equation with respect to s we find
/B/
24/B(s)

_ VAB cos 15(s) @ - tanw(s))

-2 (g _taw(s)) . (8.3)

2(s)=P,=A cos)(s) —/B(s)Y sint)(s)

An example of z and 2’ as functions of s, for a particular choice of K (s), is shown
in Fig. 8.1. One can see that both functions show a complicated pattern when s
changes. In many applications one would like to have a simpler representation
of particle motion governed by Hamiltonian (8.1). We will now show how this
can be achieved using a canonical transformation to new variables.

Let us transform to the action-angle variables ¢ (coordinate) and J (mo-
mentum), using a generating function of the first kind, (4.30). In our current
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Figure 8.1: Plots of z and z’ versus s.

notation x is the old coordinate and P, is the old momentum. Analogous to the
canonical transformation for the linear oscillator we will require that

2(s) = A(J)y/B(s) cos 6

Py(s) = % (i/ - tan¢> . (8.4)

The generating function is

332 ﬂ/
Fi(z,9,8) = /Pzdx = 2% <2 — tan QS) , (8.5)
[compare with Eq. (4.41)] where for P, we used Eq. (8.4). With this generating
function we find the action

BFl 552 2
J——%—%SGC ¢,. (86)
Using sec? ¢ = 1 + tan? ¢, and the expression for tan ¢ from the last equation
in (8.4),

P,
—tan¢ = ﬁx +a (8.7)
where
/6/
=—— 8.8
a=-7 (3:8)
we obtain J in terms of z and P,:
1
J= 3 [2% + (BP, + az)?] . (8.9)

Problem 8.1. Using Egs. (8.7) and (8.9) show by direct calculation of
Poisson brackets that the transformation x, P, — ¢, J is canonical.
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Equations (8.7) and (8.9) give us the transformation from the old conjugate
variables z and P, to the new ones ¢ and J. The inverse transformation (¢, J) —
(z, P;) can also be found. From the first of Egs. (8.6) we have

x=+/20Jcos¢. (8.10)

Substituting this relation to the second of Eqgs. (8.4) we obtain the equation for
P, in terms of J and v

Pm:fﬂ%(singéJracosqﬁ) . (8.11)

To find the new Hamiltonian which we denote by # we need to take into account
that the generating function depends on the time-like variable s:

- oF;
H—H—FK
_lpe lpne 022 (8
_2P$+2K(s)x +8$2B 5 tan ¢
_} 9 1 9 ﬁﬂﬁﬂ_ﬁa 1,25/
= 2Px+2K(s)aj + 1 52 + T tan¢. (8.12)

We now use (7.25) to eliminate 3 from this equation and Eq. (8.7) to eliminate
¢:

7‘[ =
1 1 2212 4 2KB% -2 228 (8P
— *PZ K 2_ 7 2 _ z
e+ 5K =5 32 22 ( x +O‘>
1 1 a? o
=P+ 2+ _—r*+-P,
5 L+252x +252x +5 L
1, 1 a \?
- ~ (P, +=
25" +2( | +,6m>
J
=—. 8.13
3 (8.13)
Since the new Hamiltonian is independent of ¢ the equation for J is
oH
J==——"=0 8.14
55 = 0. (8.14)

which means that J is an integral of motion. The quantity 2J is called the
Courant-Snyder invariant. The Hamiltonian equation for ¢ gives

¢ == (8.15)
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Comparing this equation with Eq. (7.23) we see that the new variable ¢ is
actually the old betatron phase, ¢ = ¥ + ¢¢. Particles in the beam will have
various initial phases ¢g.

What we have achieved with this transformation is shown in Fig. 8.2—we
“straightened out” the behavior of the new momentum variable.

¢

J
L R

o b boco boo b

S S

Figure 8.2: Plots of J and ¢ versus s: J(s) is a horizontal straight line, and
o(s) is slightly wiggling at an angle to the horizontal axis.

We can go further and “straighten out” the ¢ variable as well. This is
achieved with one more canonical transformation, from ¢ and J to ¢; and J;.
The new generating function is of the second type, Fa(¢, Ji, s),

Fy(6,J1,5) = Jy (2”0”5 = /0 ﬂcéz,)) + i, (8.16)

where C' is the circumference of the ring, and the tune is given by Eq. (7.28).
This function gives for the new angle

oOF, 2mvs 5 ds' 2mvs
- - il = - - 8.17
¢1 8J1 ¢ + C o B(S/) ¢ + C w(s) ’ ( )
and the action is not changed
0F,
J=—=J. 8.18
b = (318)
The new Hamiltonian is
- - OF: 2
Hi=H+ 6782 = %Jl = const . (8.19)
Now the evolution of the new coordinate ¢, is governed by the equation
(97:[1 2y
== ==, 8.20
¢1 8J1 C ( )

which means that ¢; is a linear function of s. This is illustrated by Fig. 8.3.

In nonlinear theory it is more convenient to work with the angle 8§ = 27s/C
as an independent variable, instead of s. The Hamiltonian that incorporates
this change is (C/2m)#, (11, J1,0). This Hamiltonian is periodic with period
27 (unless the ring has higher periodicity).
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Figure 8.3: Plots of J; and ¢; versus s: both J;(s) and ¢1(s) are straight lines.

8.2 Phase space motion at a given location

Let us assume that we plot the phase space z, P, at some location s at the ring
and follow particle’s motion as it passes through this location. It is convenient
to normalize the coordinate x by the beta function at this location 5(s). A
set of consecutive points x,, /8, Py n, n = 1,2..., in the phase space will form
particle’s trajectory, see Fig. 8.4. Because we have an integral of motion J, all
these points are located on the curve J = const. From the expression (8.9) for
J it follows that this curve is an ellipse whose size and orientation depend on
the values J, 3, and «. Particles with different values of J have similar ellipses

X
////rs-\\\'.
!/ 1 'I}
. |
/, 2, . I: I,-"I
S ; ;:.
.-"r ) /
7 P
,a'; .'I ,r"f4
f B - !
I~ /
6 /
II .‘ . - /s i
|I A
Ill\g)____// g

Figure 8.4: Phase space ellipse and a particle’s positions at consecutive turns
(solid curve). Dashed lines show ellipsed for particles with smaller values of J.
Instead of P, we use equal to it ' to mark the vertical axis.

enclosed inside each other, see Fig. 8.4.



70

Problem 8.2. Find the major and minor half axes, and the tilt of this
ellipse.

It is easy to see that the ellipse becomes a circle if @ = 0. In this case, the
trajectory is very simple: each consecutive point of the circle is rotated by the
betatron phase advance A in the clockwise direction (7.27).

Set of ellipses at another location in the ring will have a different shapes
which are defined by the local values of 5 and «, see Fig. 8.5. Imagine how

Figure 8.5: Phase space ellipses at a different locations in the ring.

these ellipses are rotating and changing their shape when one travels along the
ring circumference. -

Problem 8.3. Prove that the transformation z, P, — &, P, with
1 = 1

=7 BB

is canonical. Prove that phase space orbits plotted in variables Z, P, are circles.

I

(BP; + ax) (8.21)



Lecture 9

Field errors and nonlinear
resonances

The magnetic field in any real machine is different from the ideal design. It is
important to understand what is the effect of small magnetic errors on particles’
motion in an accelerator. In this lecture we consider the effect of dipole and
quadrupole field errors, and then illustrate the effect of sextupoles in the ring.

9.1 Closed orbit distortion

We first consider what happens if a dipole magnetic field is not exactly equal
to the design one. We will see that such errors lead to changes in the reference
orbit in the accelerator.

Let us assume that the guiding vertical magnetic field in a circular accelerator
deviates from the design value by AB(s). The corresponding vector potential,
in which we keep only the first order term [see Eq. (7.2)] is A; = —AB(s)x.
This vector potential should be added to the Hamiltonian (7.11); it modifies the
motion in the horizontal plane only. We can write H, as

1 1 eAB(s)
(we drop the subscript 2 in what follows).
The most direct way to deal with this problem is to write the differential

equation for x
eADB(s)
Po '

A periodic solution, z(s), to this equation gives the closed orbit distortion. It
satisfies Eq. (9.2),

2+ K(s)x = (9.2)

xg + K(s)xo = —eAf(s) ; (9.3)
0

71
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with the periodicity condition xo(s + C) = z¢(s) where C is the circumference
of the ring. A general solution to Eq. (9.2) is

z(s) = zo(s) +&(s), (9.4)
where £(s) satisfies
"+ K(s)=0. (9.5)

The function £(s) describes betatron oscillations around the perturbed orbit.
This is illustrated by Fig. 9.1.

Figure 9.1: An ideal and distorted orbits, and a betatron oscillation.

Let us calculate the orbit distortion z(s). We first consider the case of a
field perturbation localized at one point: AB(s) = ABy(s")d(s — s’). Since the
right hand side of Eq. (9.3) is equal to zero everywhere except for the point
s = ', we seek solution in the form of Eq. (8.2) with an initial phase v

(s) = AvV/B(s) cos(¥(s) — o) - (9.6)

Our first requirement is that z(s) should be continuous at s = s’. This is

achieved if we choose g = ¥(s’) + 7 and assume that ¥(s) varieb from 1 (s’)
to ¥(s") + 2mv when we go around the orbit. Indeed, when U(s 1/1( ) the
argument of the cos function is equal to —7v, and z(s A\/ ) cos(—mv)
After a turn around the ring, the argument of the cos functlon becomes equal
to mv, and since cos is an even function, zo(s’ + C) = z((s’). The second
requirement is obtained by integrating through the J-function in Eq. (9.3)—it
gives us a jump of the derivative of xq at s’

eAB(s")

xy(s') —xp(s +C) = — (9.7)
Po
From this equation we find
/ AB !
A= _YPOE) eAB(s) (9.8)

2sin(nv)  po
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For an arbitrary function B(s) we need to add contributions from all loca-
tions, which means integration over the circumference of the ring:

xo($) —¢

s+C
- W/s ds'AB(s")\/B(s)B(s") cos((s) — ¢(s") — ﬁy)(. |
9.9

We see that, as follows from Eq. (9.9), the integer values for the tune v are not
acceptable because they would result in unstable closed orbit.
How can we incorporate the closed orbit distortion into the Hamiltonian
formalism? The answer to this question is given in the following problem:
Problem 9.1. The action-angle variables defined by (8.9)-(8.11) has to be
modified in case of field errors. Starting from the Hamiltonian (9.1) transform
to the action-angle variables using the following generating function

Fi(z,¢,s) = [ac—;v;(s)? (52/ — tan ¢> + xzp(s) . (9.10)
Show that in this case
J(l.v P:Ev S) = % (LC - x(])Q + (B[Pz - 556] + Oé[l' - .’E()])2:| ’ (911)

and obtain the Hamiltonian (8.13).

Problem 9.2. What is the effect on the beam orbit of the error magnetic
field AB,(s) in the horizontal plane?

A crude estimate of the magnitude of the closed orbit distortion from Eq.
(9.9) is

zo~ = =2~ (9.12)

We see from this equation that the effect of magnetic field errors is less in
machines with small beta functions, that is with stronger focusing.

9.2 Effect of energy deviation

If particle’s energy is not exactly equal to the nominal one, its equilibrium
orbit in the horizontal plane changes. Using results of the previous section it
is easy to find the new orbit corresponding the the energy deviation 7. From
the Hamiltonian (7.11) we see that the extra term due to non vanishing 7 that
involves the coordinate z is —nz/p. Hence instead of (9.1) one gets

_ 1l 1 2_ "
H= 2Pm + 2K(s)x px, (9.13)

which is formally obtained from (9.1) by replacement

AB -~ (9.14)
ep
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Using (9.9) we immediately find that the new orbit is given by

zo(s) = D(s)n, (9.15)
with the function D is
D(s) = VB /S+C ds' Bls') cos((s) —(s') — wv). (9.16)
2sin(wv) J, p(s)

This function is called the dispersion function of the ring.
Using the expression (9.11) and (9.15) one immediately concludes that the
action variable for a particle with energy deviation 7 is

1 2
T, ey, 5) = 55 | (0 = nD(s)* + (5[Pe — 0D (5)] + ol = nD(s)))°]
(9.17)
9.3 Quadrupole errors
Let us now assume that we have a quadrupole error
Ly 1 2 1 2
H= ng + §K(s)ac + EeAK(s)x , (9.18)

where we introduced a formal smallness parameter e. What kind of effect does
this error have on the motion? Since we know that the focusing function K(s)
determines the betatron oscillations in the system, clearly, changing the focusing
would result in the perturbation of the beta function, and, hence, the tune of
the ring.

To find these changes using the Hamiltonian, we first transform to the action-
angle variables J and ¢. This transformation casts the first two terms of the
Hamiltonian into J//3:

%Pf. + %K(s)x2 — % . (9.19)

In the last term of Eq. (9.18) we express « in terms of J and ¢ using Eq. (8.10)

*L € S S COS2

1 1 1
=J ([3(5) + 26AK(8)B(S)> + §eAK(s)Jﬁ(s) cos 2¢ . (9.20)
We will denote the last term in this equation by €V (¢, J, s).
Vig,J,s) = %AK(S)Jﬁ(S) cos2¢. (9.21)

There is a general method that attempts to solve this kind of problems by
eliminating the perturbation V in the Hamiltonian in the lowest order. The
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method is based on a perturbation theory and uses a canonical transformation
to new variables (¢, J) — (&, I) with the generating function

Fy(¢,1,5) = ¢l +eG(p,1,3). (9.22)
We have
g = d) + €G] 5
J=1 + €G¢ N (923)

where subscripts denote differentiation with respect to the corresponding vari-
able. The new Hamiltonian is
1
B
where we substituted I for J in the argument of V' introducing an error of the
second order. We will kill the perturbation in the new Hamiltonian in the first
order by choosing G in such a way that the following equation is satisfied:
1
5
One needs to find a solution to this equation that is periodic over s with the
period equal to the ring circumference C'.

Problem 9.3. Solve Eq. (9.25) for the function G. Hint: seek solution in
the form G(¢, 1, s) = Re(G(I, 5)e?*?).

The solution is given by the following equation

1
H=~T ( + 26AK6> +eVi(p, I, s)+ %equ +eGy + O0(e)?, (9.24)

V(g 1,8)+—=Gy+ Gy =0. (9.25)

B I
T 4sin2nv

s+C
/ ds' AK (s')B(s") sin 2(6 — (s) + (s) — 7). (9.26)
and with this choice of the G the new Hamiltonian becomes
1 1
=71 =+ -eAK 2
H (ﬂ + 5€ 5) , (9.27)

where we neglected higher order terms.

Problem 9.4. Verify by direct calculation that G given by Eq. (9.26) sat-
isfies Eq. (9.25).

We see that the new action I is an integral of motion, and the relation
between the old action and the new one is

el

© 2sin 27y

s+C
J=1 / ds' AK (s")B(s") cos2(¢p — (s) +(s") — wv). (9.28)
A more useful is expression which gives the new action [ in terms of the old
one. It can easily be obtained from the expression above, if we replace I to J
in the second term on the right hand side and move it to the left

eJ s+C
Ry S / ds' AK ()B(s') cos 2(6 — b(s) + (') — 7). (9.29)

2sin 2wy
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Again, this introduces an error of the second order, which we neglect.

From Eq. (9.26) we see that at half-integer values of v the perturbation
leads to unstable behavior of the system.

Changing the strength of the focusing in the lattice by eAK results in a
change of the beta function. Let us denote the new beta function by £, =
B+ €eApS. The simplest way to compute Af is to use the relation (7.23) between
the s-derivative of the betatron phase and the beta function. Note that the new
phase £ is related to the unperturbed phase ¢ by Eq. (9.23), hence

Lo 00, 0Gi 1, 0G
B+eAB  Os  Os 0s _,8—’_688 ' (9.30)
Expanding this formula to the first order in € we find
oGy
_ _p27e
Ap=-0 5 (9.31)

Using Eq. (9.26) we obtain for the new beta function

B

2sin 27y

s+C
pr=08- / ds'AK (s")B(s") cos2(—=(s) + ¥(s') —nv). (9.32)
S
The last term in this expression is the correction to the original beta function;
it is often called the beta beating term.

An important conclusion that follows from the above equation is that one
should avoid half-integer values of the tune—they are unstable with respect to
errors in the focusing strength of the lattice.

Having found the correction to the beta function, we can find the correction
to the tune, using Eq. (7.28).

Problem 9.5. Show that the tune change is given by the following equation

C

Av = = dsAK(s)B(s) . (9.33)
4 Jo

Problem 9.6. Calculate the beta beat and the tune change for a localized
perturbation of the lattice: Ak = AKyd(s — sp).

9.4 The third-order resonance
We will now study the effect of sextupoles on betatron oscillations. The sex-
tupole vector potential is given by Eq. (7.9). Our goal is to study 1D ef-

fects so we neglect the first term in this equation (assuming y = 0) and use
Ay = —S(s)x3/6. We need to add the term —eA,/pg to the Hamiltonian (7.11)

H= %Pf + %K(s)x2 + %S(s)x?’ , (9.34)
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where S = eS/py. In what follows we will assume that the last term on the
right hand side is small compared with the first two terms and treat it as a
perturbation. We then transform to action-angle variables J; and 7 from
Section 8.1. This transforms the first two terms of the Hamiltonian as follows:

1 1 2
5P+ 5K () = %le (9.35)

In the last term, we first transform to (J, ¢) using (8.10) and then transform
from (J, ¢) to (J1,¢1) using Egs. (8.17) and (8.18):

2 2
H=""J + £J?’/QS( )B(5)3/2 cos(¢1 — % 4 p(s)). (9.36)
C 3 C
The next step is to transform to the independent variable § = 27s/C and drop

the subscript 1:

1= 07+ 22 L 02500) 80012 cos* (6~ 10+ 0(0)

= v+ V(¢>, J, 0) (9.37)

where the perturbation V is

Vg, J,0) = ——=J*28(0)3(0)*/*

1212
X (cos3(¢ — v +1(0)) + 3cos(p — v0 +1(6))) . (9.38)

The equations of motion for the action-angle variables are

oJ  OH OV

o0 0o 09’

op OH ov

% a7 T ar

Let us now analyze the relative role of the two terms on the right hand side

of (9.38). Note that if we neglect the perurbation V' in the Hamiltonian (9.37)

then we have ¢ = v + ¢¢. In this case the combination ¢ — v8 + () changes

by 27 on each turn (because v +1(6) does not change over a complete turn).

If the fractional part of v is close to one-third, v ~ n £+ 1/3, cos3(¢ — v0 +

¥ (0)) will remain approximately constant after each turn, and its effect will be

accumulating over many periods leading to large excursions of the orbit. On

the contrary, cos(¢ — v +1(0)) will have a phase jumping by &~ +27/3 on each

turn, and its effect will wash out due to continuous change of sign of the cos

function on subsequent turns. This term would be resonant for the tune close to

an integer, but as we know, choosing such a value of the tune would be unwise,

see Section 9.1. Assuming for the rest of this section that v ~ n + 1/3 we will
drop the last term in (9.38),

_C
1212

(9.39)

V(g, J,0) = J328(0)5(0)%/% cos 3(¢p — v0 + ¥ (6)). (9.40)
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To simplify our analysis further let us consider a ring with one short sex-
tupole magnet with length much shorter then the ring circumference C. In this
case S§(0) can be approximated by a periodic delta function

S(0) = Sod(6), (9.41)
where §(6) = oo o 0(0 + 27n) due to the periodicity of motion in the ring.
We will assume Sy > 0. The term V' can now be written as

V(6,0,6) = o J/25,5(6)"/25(6) cos 3( — 8+ 6(6)
12mf
= gRJ?’/%(a) cos 3(¢ — v + (), (9.42)

where R = CSy85/% /(4m\/2), with B, = B(0).

Equations of motion (9.39) can now be written as

%‘9] = RJ%/25() sin 3(¢ — vb + ¢ (6)),
gz v+ RJ1/25(9) cos 3(¢p — v + (0)). (9.43)

Let us consider how J and ¢ evolve over one turn in the ring, when 6 changes
from 0 to 27, starting from 6 = —0, that is right before the delta function kick.
Without loss of generality we can assume that 1(0) = 0. We will first integrate
these equations through the delta-function kick, that is going from 8 = —0 to
f# = +0 assuming that initial values are J; and ¢;. For this integration the
equations are simplified

oJ

2 = RJ3/25(0) sin(3¢),

0 1

£ = §RJ1/2(5(9) cos(3¢), (9.44)

where we set § = 0 everwhere, except in the argument of the delta function,
and neglected v in the second equation (9.43). Let us now introduce a new
independent variable £ instead of 6

- / e (9.45)

and transform from J to J = R?J. The variable ¢ changes from 0 to 1 when 6
traverses the delta-function. Eqs. (9.44) can now be written as

%—Z = J3/?sin(3¢)
%? = %jl/z cos(3¢), (9.46)
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and should be integrated from & = 0 to £ = 1 with the initial boundary condi-
tions J; = R%J; and ¢;.

The integration is helped by the following observation: Eqs. (9.46) are Hamil-
ton equations of motion with the following Hamiltonian

H(p,T) = %J?’m cos(3¢). (9.47)

Since the Hamiltonian does not depend on the independent variable ¢ it is
conserved, and its trajectories can be easily found from the equation H (¢, J) =
const. They are shown in Fig 9.2.

0-—|...|...|..|...|...|—-

0.0 0.2 0.4 0.6 0.8 1.0
dln

Figure 9.2: The phase space ¢ — J of the Hamiltonian (9.47). Note periodicity
along the ¢ axis with the period 7/6.

Let us assume that we solved Egs. (9.46) and found the map from initial J
and ¢y to final J and ¢: J = f(¢1,J1) and ¢ = g(¢1,J1). This map would
move our system over the delta-function kick. To get a one-turn map we then
need to integrate the equations of motion from § = 40 to § = 27 — 0 (that is
stopping in front of the delta-function). On this interval J remains constant,
and ¢ increases by 27v. If we denote the values of J and ¢ at 6 =27 —0 as J>
and ¢9, we obtain

T2 = f(¢1,1), ¢ = g(¢1, J1) + 270 (9.48)

It is now clear that every next revolution over the ring repeats the transforma-
tion (9.48), that is the values J,, ¢, on n-th revolution are expressed through
the values from the previous one

Tn = f(dn-1,Tn-1), n = 9(bn—1,Tn-1) + 27v. (9.49)
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To illustrate the dynamics, we numerically integrated Egs. (9.46) and im-
plemented the map as a computer program. The results of the simulations are
shown in Figs 9.3 for fractional part [v] of v close to 1/3. The horizontal axis

XR/ ,80

Figure 9.3: Phase orbits for the case [v] — 1/3 = 0.1. Particle starting from
outside of the traingular-shaped area quickly leave the system.

of the phase space portrait in Fig. 9.3 is normalized dimensionless coordinate
xR/+/Bo, and the vertical one is normalized angle P, R\/Bq. It is assumed that
a = 0 at the location where the phase plot is drawn. The relations between the
normalized physical coordinates and the action-angle variables J and ¢ follow
from (8.10) and (8.11)

2R/\/Bo = V2T cos ¢,  PyR\/Bo = —/27 sin ¢. (9.50)

We see that the orbits with large amplitudes of betatron oscillations get a tri-
angular shape. The largest orbit shown in Fig. 9.3 is close to a separtrix—
everything outside it quickly leaves the system.

An example of experimentally measured third-order resonance orbits at the
IUCF cooler ring is shown in Fig. (9.4).
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Figure 9.4: Third-order resonance orbits in phase-space coordinates (left) and
in action-angle variables (right) (from article [10]).
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Lecture 10

Resonance overlapping and
dynamic aperture

In the previous lecture we studied the effect on nonlinear terms in the Hamil-
tonian on particle’s motion and, for the case of a sextupole, found a resonant
structure in the phase space of third order. In practice it is often happen that
a system possesses many resonances of various strengs. Those resonances can
interact with each other and lead to stochastic motion. In we consider a simple
model, a so called standard map, which illustrates qualitative features of what
can occur in a system with many resonances.

10.1 Standard model and resonance overlapping

To arrive at the standard map we start from the following Hamiltonian

H= %ﬂ + K¥(t) cos®, (10.1)

oo
n=

where K is a parameter, (t) = Y00 ___§(t 4 n) is the periodic § function that

describes unit kicks repeating with the unit period [note that definition of 4(t) in
this Section differ from the one given in Section 9.4]. Here I can be considered
as an action, and 6 as an angle variables. Both I and 6 are dimensionless. The
equations of motion for I and 6 are

f:—%—l;[:KS(t)sine, é:%—?:f. (10.2)
If I,, and 6, are the values at t = n — 0 (before the delta-function kick), then
integrating the first of Egs. (10.2) from ¢t = n — 0 to t = n + 0 (through the
delta-function kick) gives I,y1 = I, + K sin#,, which is conserved over the
interval from ¢ = n+0 to t = (n+1) — 0 (where there are no kicks). Integrating
the second equation in (10.2) from t = n+0 to t = (n+ 1) — 0 and remembering
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that the action here is already equal to I,, 41 gives 0,41 = 0, + I,+1. Hence we
arrive at the following transformation action-angle variables which links their
values at time ¢ = n to the values at time t = n + 1:

I,y =1, + Ksinf,
Oni1 =0, + Lni1. (10.3)

This transformation is called the standard map'.

Problem 10.1. Prove that the standard map defines a canonical transfor-
mation (Ip,,0,) = (Iny1,0n41)-

Problem 10.2. Prove the following property of the standard map: for two
trajectories starting from the same initial value 6y but with different values I(gl)
and 182), such that Ié2) - Iél) = 2mm, where m is an integer, the difference

I,(LQ) - L(ll) remains equal to 2wm for all values of n.

The periodic delta-function in (10.1) can be expanded into the Fourier series

5(t)=1+2 i cos (2mnt) . (10.4)

n=1

Substituting this representation into the Hamiltonian Eq. (10.1) we can rewrite
the latter in the following form

1, >
H= I+K > cos(0 — 2mnt), (10.5)

n=—oo

(we used 2 cos(0) cos(2mnt) = cos(f — 2mnt) + cos(6 4+ 2wnt))). From this Hamil-
tonian we see that the system is a pendulum (the term n = 0 in the sum) driven
by periodic perturbations with frequencies equal to 27n (terms with n # 0).

Selecting only one term in this sum (as we did in the previous lecture) would
give us

H= %IQ + K cos(6 — 2mnt) . (10.6)
We can make a canonical transformation I, — J, ¢ with
J=1-2mn, ¢ =0—2mnt. (10.7)
The new Hamiltonian for these variables is
H = %J2+KCOS¢+COHS‘E. (10.8)

Problem 10.3. Prove that Eqs. (10.7) define a canonical transforma-
tion, find the corresponding generating function F» and obtain the Hamiltonian
(10.8).

LOne can also find in the literature a definition of the standard map which differs from
Egs. (10.3) by numerical factors.
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One can see that Eq. (10.8) is the pendulum Hamiltonian with the phase
space shown in Fig. (2.6). The width of the separatrix is equal J = +2VK. In
variable I, this phase space is shifted by 27n units upward.

Trying to understand what is the overall structure of the phase space of the
original Hamiltonian, we can naively superimpose phase portraits for Hamilto-
nians (10.8) with various values of n. This would give us a picture qualitatively

-1 -0.5 0 0.5 1
0/2n

Figure 10.1: Superposition of phase portraits for various resonances of the stan-
dard map. The width of each resonance is equal to 4v K.

shown in Fig. 10.1. Of course, superimposing phase spaces is not a legitimate
way of analysis (which is especially clear in the case when the separatrices of
neighboring resonances overlap, see below).

Computer simulations show that, indeed, as long as the distance between the
islands is much larger than the width of the separatrix, to a good approximation,
resonances with different values of n can be considered separately. When the
value of K increases the resonances begin to overlap and the dynamics becomes
complicated. Formally, overlapping occurs for K > 72 /4, however one should
not emphasize this exact value of K. Indeed, as simulations show, when K
increases, there is a gradual transition from a regular motion to a fully stochas-
tic regime. The transition from small to large K is illustrated by Fig. 10.2.
Qualitatively, the transition occurs at

K~1. (10.9)

What happens in the regime of developed stochasticity, when K > 1. All
the regular orbits are destroyed and a particle is moving randomly over the
phase space. Can we describe this motion? The answer is yes, although the
description is statistical. What happens in this limit, is that after each kick the
particle loses its memory about the previous phase, and the consecutive kicks
can be considered as uncorrelated. The motion along the action axis I becomes
diffusive. We can easily estimate the diffusion coeflicient corresponding to this
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100

Figure 10.2: The result of computer simulations for the standard map. Shown
is the phase space for four different values of the parameter K, K =0.1,0.3,1,3
from left to right and from top to bottom. The last two pictures show an increase
and then a complete domination of the stochastic component of the motion.

motion, noting that from Eq. (10.3) the change of the action AI, = Ksin#,,.
Taking square of A, and averaging over the random phase 6,, gives

1
(AT?) = 5K2 : (10.10)
If we plot the dependence I? versus the number of iterations N, we expect from
Eq. (10.10)

I’ ~ —K?N. (10.11)

2
A more detailed theory lying beyond the scope of this lecture, shows that Eq.
(10.11) gives only the leading term for the diffusion process—there are notable
corrections in this equation if K is not very large, [11]. In Fig. 10.3 we confirm
Eq. (10.11) by direct numerical simulation?.

10.2 Dynamic aperture in accelerators

A modern circular accelerator has many magnets that play various roles in
confining the beam in the ring. Nonlinear components of the magnetic field

2The aforementioned corrections vanish for the value K = 8.41 chosen for the simulations
shown in Fig. 10.3.
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Figure 10.3: The dependence of I? versus number of iteration for K = 8.41.
The straight line is the theoretical expectation given by Eq. (10.11).

of those magnets, as well as errors in manufacturing and installation of the

RO——T———T——
15} .

1.0F

Initial Y-amplitude (cm)

Initial X—amplitude (cm)

Figure 10.4: Dynamic aperture for the SPEAR3 light source at SLAC (from
Ref. [12]). Different curves correspond to 6 seeds of machine errors. The solid
lines are for the nominal energy beam and the dashed ones are for the 3% energy
deviation.

magnets lead to appearing of resonances in the machine. As we saw in the
previous sections, the location of resonances in the phase space depends on the
tune. In a typical situation, the nonlinear fields make the phase space at some
distance from the reference orbit more prone to stochastic motion, and result
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in the situation when only particles in a region near the reference orbit are
properly confined. This region is called the dynamic aperture of the machine. It
is computed with the help of accelerator codes by launching particles at various
locations away from the reference orbit and tracking their motion. An example
of calculation of the dynamic aperture for the light source SPEARS3 at SLAC is
shown in Fig. 10.4.



Lecture 11

The kinetic equation

In the preceding lectures we focused our attention on a single particle motion.
In this lecture, we will introduce formalism for treating an ensemble of particles
circulating in an accelerator ring.

11.1 The distribution function in phase space
and kinetic equation

We start from considering a simple case of one degree of freedom with the canon-
ically conjugate variables ¢ and p. A large ensemble of particles (think about a
particle beam) with each particle having various values of ¢ and p constitutes a
“cloud” in the phase space, see Fig. 11.1. With time progressing, each particle

Figure 11.1: Phase space of an ensemble of particles with position of each par-
ticle indicated by a red point.

is moving along its own orbit, and the corresponded point is travelling along a
trajectory in the phase space. The “cloud” gradiually changes shape. The mo-

89



90

tion is governed by external fields, as well as interaction between the particles.
In this lecture, however, we neglect the interaction effects, and assume that the
motion is due to external electromagnetic field only.

Let us consider an infinitesimally small region in the phase space dg x dp and
let the number of particles of the beam at time ¢ in this phase space element be
given by dN. Mathematically infinitesimal phase element should be physically
large enough to include many particles, dN > 1. We define the distribution
function of the beam f(q, p,t) such that

dN(t) = f(q,p,t)dpdq. (11.1)

We can say that the distribution function gives the density of particles in the
phase space.

As was emphasized above, particles travel from one place in the phase space
to another, and the distribution function evolves with time. Our goal is to
derive a kinetic equation that governs this evolution. In this derivation, we will
assume that particles’ motion is Hamiltonian.

Consider an infinitesimally small region of phase space shown in Fig. 11.2.
The number of particles in this region at time ¢ is given by (11.1). At time ¢+ dt

ph

p+dp T
p e%,

q g+dq q
Figure 11.2: To the definition of the distribution function f.
this number will change because of the flow of particles through the boundaries.

Due to the flow in the g-direction the number of particles that flow in through
the left boundary is

fa;p,t) x dpd(q,p,t) x dt (11.2)
and the number of particles that flow out through the right boundary is
flg+dg,p,t) x dpq(q+dg,p,t) x dt. (11.3)

Similarly, the number of particles which flow in through the lower horizontal
boundary is

f(g,p,t) x dgp(q,p,t) x dt (11.4)
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and the number of particles that flow out through the upper horizontal boundary
is

fq,p+dp,t) x dgp(q,p+dp,t) x dt. (11.5)

The number of particles in the volume dg X dp is now changed

AN (t + dt) — dN(t)

= [f(q,p,t +dt) — f(g,p,t)]dpdq

= f(q+dgq,p,t)dpq(q+ dg,p,t)dt — f(q,p,t)dpq(q,p,t)dt

+ f(g,p,t)dgp(q, p,t)dt — f(q,p + dp,t)dqp(q,p + dp, t)dt . (11.6)

Dividing this equation by dp dgq dt and expanding in Taylor’s series (keeping only
linear terms in dp, dg, dt) gives the following equation
af 0 .

ot T agdler tf+ (%P(q,p» t)f=0. (11.7)
What we derived is the continuity equation for the function f.

We will now show that due to the Hamiltonian nature of the flow in the phase
space a medium represented by the distribution function f in incompressible.
This follows from Liouville’s theorem (see Section 5.3). Indeed, according to this
theorem the volume of a space phase element does not change in Hamiltonian
motion. Since the value of f is the number of particles in this volume, and this
number is conserved, f within a moving elementary volume is also conserved.
The density at a given point of the phase space g, p however changes because
liquid elements located at this point at a given time leave and replaced by new
elements that arrive at a later time.

Mathematically, the fact of incompressibility is reflected in the following
transformation of the continuity equation (11.7). Let us take into account the
Hamiltonian equations for ¢ and p:

B 0 0H 0 0H B
—q - = = — 9 11
6qq(q,p, t) 94 0p ~ Op q app(q,p,t% (11.8)

which allows us to rewrite Eq. (11.7) as follows

0 OH 0 0H 0
_97 (OHOF OHOI _ (11.9)
ot dq Op  Op Iq
In accelerator physics this equation is often called the Viasov equation. It is a
partial differential equation which is not easy to solve. It is however extremely
useful for studying many effects in accelerators because it gives a detailed de-
scription of a beam consisting of many particles.
Note, that using the formalism of Poisson brackets, we can also write the
Vlasov equation as
of

= = {f,H}. (11.10)
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In case of n degrees of freedom, with the canonical variables ¢; and p;, n =
1,2,...,n, the distribution function f is defined as a density in 2n-dimensional
phase space and depends on all these variables, f(q1,...,p1,...,t). The Vlasov
equation takes the form

%{ -y <8H or _ ‘9Haf> . (11.11)

0q; Op;  Op; 0g;

i=1

Sometimes it is more convenient to normalize f by N, then the integral of
f over the phase space is equal to one.

11.2 Integration of the Vlasov equation along
trajectories

We have stated above that the distribution function is constant within a moving
infinitesimal element of the phase space “cloud”. We will now prove mathemat-
ically this property of the Hamiltonian motion and derive from it a powerful
method of solving the Vlasov equation.

Let us consider a trajectory in the phase space as shown in Fig. 11.3, and
calculate the difference of f at two close points on this trajectory. We have

t

g+dq,p+dp,t+dt

a.p.t

P

Figure 11.3: A trajectory in phase space.

df = f(q+dq,p+dp,t+dt) — f(q,p,t)
_of ., of, . of

= = — —dp. 11.12
8th— 8qdq+ 8pdp ( )

Remember that the two points are on the same trajectory, hence, dqg = ¢dt =
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OH/Jpdt and dp = pdt = —0H/dq dt. We find

_of, _oHOf, OHOf,
df = Gpdt = 5,0+ 5 gt =0 (11.13)

or

4 _

=0. 11.14
il (11.14)

On the last step we invoked Eq. (11.9). We proved that the function f is
constant along the trajectories.

The above statement opens up a way to find solutions of the Vlasov equation
if the phase space orbits are known. Let ¢(qo, po,t) and p(qo, po,t) be solutions
of the Hamiltonian equations of motion with initial values gy and py at ¢t = 0,
and F(qo, po) be the initial distribution function at ¢ = 0. Then the solution of
the Vlasov equation is given by the following equations

f(g,p,t) = Fqo(q,p,t), po(q,p; 1)), (11.15)

where the functions ¢o(q,p,t) and po(g,p,t) are obtained as inverse functions
from equations

q = q(qo,po,1) P = p(qo,Po,1) - (11.16)

11.3 Steady state solutions of the kinetic equa-
tion

One of the powerful methods of solving the Vlasov equation is based on a ju-
dicious choice of canonical variables. To demonstrate this method we will find
a steady state (time independent) solution of the Vlasov equation for a beam
in a linear lattice in a ring. Remember that in a ring the arclength s plays the
role of the time.

For a stationary beam the distribution function does not depend on s: f =
f(gq,p). We can find such a steady state distribution function using the following
observation.

Let us use canonical variables J and ¢ introduced in Lecture 8.1 and consider
f as a function of these variables, f(¢, ). Then the Vlasov equation is

of oHOf OHOf _of oHOf _

. gHOI _ 111
9s T 9700 069J  0s Tasos " (11.17)

where we used that H does not depend on ¢. In steady state df/0s = 0, and
hence we should have

OHOf

3755 (11.18)
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which means df/0¢ = 0, or f depends only on J only. We come to conclusion
that any function f that depends only on J is a steady state solution of the
Vlasov equation.

The particular dependence f(J) is determined by various other processes in
the ring. In many cases, a negative exponential dependence f versus J is a good
approximation

f = const e~7/ = const exp <—2B1€ [2% + (BP, + ax)2]> : (11.19)
0

The quantity €g is called the beam emittance. It is an important characteristic
of the beam quality.

Problem 11.1. Write the Vlasov equation for a beam distribution f(z, Py, s)
in terms of variables x and P,.

Problem 11.2. Give a direct proof that the function (11.19) satisfies the
Vlasov equation.

11.4 Phase mixing and decoherence

Consider an ensemble of linear oscillators with the frequency w, whose motion
is described by the Hamiltonian

2 2
H(z,p) = % + wz% . (11.20)

The distribution function f(z,p,t) for these oscillators satisfy the Vlasov equa-
tion

of _ 2,00 Of _
5t wx8p+pax—0. (11.21)

We can easily solve this equation using the method described at the end of
Section 11.2. The trajectory of an oscillator with the initial coordinate xy and
momentum pg is

T = xgcoswt + Po sin wt
w
p = —wxosinwt + pg coswt . (11.22)
Inverting these equations, we find
_ D .
Ty = T CcosSwt — — sinwt
w
po = wzsinwt + pcoswt . (11.23)

If F(x, p) is the initial distribution function at ¢ = 0, then, according to Eq. (11.15)
we have

flx,p,t)=F (x coswt — 2 sin wt, w sin wt —i—pcoswt) . (11.24)
w
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This solution describes rotation of the initial distribution function in the phase
space. An initially offset distribution function results in collective oscillations
of the ensemble.

A more interesting situation occurs if there is a frequency spread in the
ensemble. Let us assume that each oscillator is characterized by some parameter
0 (that does not change with time), and w is a function of 4, w(d). We then
have to add § to the list of the arguments of f and F, and Eq. (11.24) becomes

flx,p,t,0)=F (:E cosw(0)t — ﬁ sinw(9)t, w(d)xsinw(d)t + pcosw(d)t, 5) .
(11.25)

To find the distribution of oscillators over z and p only one has to integrate f
over §

Flaap.t) = / 45 f (2, p,1,6). (11.26)

—0o0

The behavior of the integrated function f is different from the case of constant
w at large times, even if the spread in frequencies Aw is small. For ¢ 2 1/Aw the
oscillators smear out over the phase. This effect is called the phase mizing and
it results in decoherence of collective oscillations of the ensemble of oscillators.

Problem 11.3. Action and angle variables are more convenient for the
study of the phase mixing. Use these variables and find the limit of the distri-
bution function integrated over ¢ in the limit t — oo.
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Lecture 12

Radiation damping effects

In this lecture we will show how the radiation damping in electron and positron
rings can be added to the Hamiltonian and Vlasov formalism.

12.1 Radiation damping in equations of motion

A light relativistic particle (like electron or positron) copiously emits synchrotron
radiation when moving in a circular orbit in an accelerator. The energy of the
radiation is taken from the kinetic energy of the particle. As we will see in
the second part of this course, radiation is emitted almost exclusively in the
direction of particle’s momentum. The radiation reaction force, hence, acts in
the opposite direction, and, similar to a friction force, tends to slow down the
motion of the particle. Our goal is to derive equations of motion that take this
friction force into account.

We assume relativistic particles, v > 1. Let P be the averaged power
of radiation (the energy emitted per unit time) at a given location in the ring.
Since for a relativistic particle we have approximately p = h/c, the quantity P/c
is equal to the decrease of the momentum of a particle per unit time. Since, as
mentioned above, the force is acting in the direction opposite to the momentum,
we can write the change in the momentum components per infinitesimally small
time dt as

dpy = 2Py Py P e P P
p c v oc c2 c2 2 ds
py P P dy
- Bl LW
dpy p c c2 dsds’
dh = —pdt — —pLg (12.1)
= =P ds. )

These additional changes of the momenta and energy has to be added to the
dynamics governed by the Hamiltonian (6.24). Since Eqs. (12.1) change only
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the canonical momenta, the equations for the coordinates remain Hamiltonian

do _OK  dy 0K dt _ 0K 122
ds  Ops’ ds  Op,’ ds  Oh’ '
The corrected equations for the momenta are
dp. _ 0K P OK
ds 0z 2 0p,’
dpy _ _OK POK
ds  Jdy c20p,’
dh 0K oK
= +P—= (12.3)

ds Ot oh’

where we used (12.1) and eliminated the derivatives dt/ds, dy/ds and dt/ds
with the help of (12.2). We emphasize here that Eqgs. (12.2) and (12.3) are
not Hamiltonian any more, but it is convenient to keep writing them using
previously introduces canonical variables and the Hamiltonian function K.

The expression for the radiation power (in SI units) is derived later in the
course (20.32)
2 e2rgh?
Plh,z,y,s) = 3 303
where rq is the classical radius for the particle, and we indicated explicitly that
in general case P depends on coordinates and particle’s energy. Below we will
also use the radiation power at the nominal orbit x = y = 0 for the particle
with the nominal energy hg

B 2627”0]7%
3 m3c?

B(z,y,5)?, (12.4)

2 7’074m03

-3 p(s)?
Averaging this power over the ring and dividing it by the nominal energy poc
defines the characteristic damping time in the ring s,

1_P) 1 1 j{dsPo(s) _ 2ror” fﬂ (12.6)

Ts poc  ymc® T 3T p(s)2’

where T is the revolution period and the angular brackets denote averaging over
the ring circumference.

In a typical accelerator ring the damping time is much longer than the rev-
olution period T and the period of betatron oscillations. This observation will
be used, in the next section, when we calculate the effect of the synchrotron
radiation on betatron oscillations.

Po(s) B(0,0,s)?

(12.5)

12.2 Synchrotron damping of betatron oscilla-
tions

In this section we will consider the effect of synchrotron damping of betatron
oscillations using machinery developed in Section 12.1.
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At a first step we need to adapt Eqgs. (12.2) and (12.3) for the variables of
the linearized Hamiltonian (7.11) used in our studies of the betatron oscilla-
tions. Recall that H was obtained from K by division by py with simultaneous
transition from p,, py to Py = ps/po, Py, = py/po and from h to h/pg. As a
result two first pairs of Egs. (12.2) and (12.3) become

de oM AP,  OH P oM

ds 0P, ds Oz  poc2 9P,
o an,_on P oM 27
ds 0P, ds 9y poc? P, '

Because we are now interested in relativistic motion, we can identify h/pg
with pc/po = ¢(1 + 1) (see (6.27)), which means that in the third equation
in (12.3) we can use cn:

14 =
p

ds ot %%_ cpo

den OH P OH P ( m)j (12.5)

where in the last equation we assumed 0H /0t = 0 and used (7.11). One im-
mediately sees from this equation that n monotonously decreases with time due
to the continuous energy loss to radiation. Without compensation of the losses
all initial energy will be lost within the time of the order of 75. In reality the
particle energy is replenished by RF cavities in the ring, with the corresponding
term in the Hamiltonian given by (6.32). However, to avoid complications asso-
ciated with treatment of a time-dependent Hamiltonian we will adopt a simpler
model of the energy source. We will assume that it is continuously distributed
in the ring and is equal, with the opposite sign, to Py(s) defined by (12.5):

d P P
/A <1+£) + =2 (12.9)
ds cpo P CpPo
Moreover, since we assume that 7 is small we can expand the difference P — Py

keeping only linear terms in 7

oP
P = Po & cpotig -y, _, = 21Po, (12.10)

where we took into account the quadratic dependence of P versus h, see (12.4).

As a result, we obtain
dn__Po (277 + x) , (12.11)
P

where we neglected second order terms o 7. The first term on the right hand
side describes damping of energy deviations due to the synchrotron radiation,
and the second one is a driving term due to the deviation in the z plane from
the nominal orbit. In contrast to (12.8) this equation exhibits an equilibrium
solution with x =n = 0.
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As it turns out, our results obtained with the model of continuous energy
source (12.9) are actually valid for the real machines with localized RF cavities
in the ring.

Let us assume that a particle has an initial energy deviation 79 at some initial
position. How does its energy deviation evolve with time? We know that an
off-energy particle is moving along the orbit (9.15): x(s) = nD(s). Substituting
this into (12.11) we obtain

dn Po (

1
= 2+ -D . 12.12
o= -0 (241006) (1212

P
As was observed at the end of the previous section, synchrotron damping lasts
for many revolution periods. It makes sense then to average (12.12) over the
circumference of the ring. Recalling that Py o p~2 and using (12.6) it is easy

to obtain
dn n
—VN=——"(24+D 12.1
(G =L@+, (12.13)
with
ds\ ' [ ds

In many practical situations the parameter D is small and can be neglected. We
then have the energy perturbation, on average, exponentially decaying with the
time constant equal to half of 7.

Consider now damping of vertical betatron oscillations in a ring due to the
synchrotron radiation. We know that without damping, when the system is
Hamiltonian, the action J, given by (8.9) is conserved. Due to the synchrotron
radiation it will be slowly (over many revolution periods) decreasing with time.
To find its damping time, we need to calculate the derivative dJ,/ds using
equations (12.7) and average it over the ring (as we did above for dn/ds). The
calculation is simplified if we note that dJ,/ds = 0 when P = 0, and the
damping term in (12.7) involves P, only. Hence

dJ, 9Jy Py OH Po
_ 9/, _ _ P P 12.1
ds oP, X ( Poc2 apy) (B y + ay) Y ( 5)

a _P002
(to simplify notation we drop the index y in § and «). We then use (8.10) and
(8.11) to obtain

dJ, Py . 2 .
B e [2Jy (sing + acos ¢)” — 2aty, cos ¢ (sin ¢ + a cos ¢)]
= —LP(;JZ, [(sing)? + asin g cos @] . (12.16)
Pboc

Averaging over the ring circumference is equivalent to averaging over the phase
¢. We find

dly, _ _(Po), __1
-

—=) = — . 12.1
< ds Poc> CTs Ty ( 7
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Calculations of damping of betatron oscillations in the horizontal plane are
more complicated. This complication comes from the fact that they are coupled
to the energy through the term —nz/p in the Hamiltonian (7.11) and, in addi-
tion, the evolution of 7 is coupled to = through the term x/p in (12.8). While
the averaged value of 7 in the course of betatron oscillations is zero, the z/p
term in (12.8) induces small oscillations of 1 that has to be taken into account.
The easiest way to do that is to calculate the averaged rate of change of the
action (9.17) at n = 0 rather than (8.9). As above, calculation of dJ,/ds is
simplified if one takes into account that it is zero when P = 0, and the damping
comes through the variables P, and 7. We then have

dJ, 0J, Py OH 0.J; dn
= —_—— — 12.18
ds OP, x ( Poc2 3P_T> an ds ( )
P
= ——%5[8P; — D’ + az — anD]P,
Pboc
PO xr 1 / /
-—5(2n+ =) z[=D(@—nD) = (BP; — BnD’ + ax — anD)(BD" + aD)].
poc p) B
As explained above we set = 0 on the right hand side which gives
dJy Po
i —ZW[BPQc + az|P,
- 7)70251 [-Dz — (BP; + ax)(BD' + aD)], (12.19)
poc® p B
and express x and P, through J, and ¢ using (8.10) and (8.11)
dJ, 2P, . .
= _ITC(;J;C [(sin¢)* + asin ¢ cos @]
2
- ]%Jx €SO 1 Deosé + (BD' + aD)sing]. (12.20)
Averaging over angle ¢ leaves only two terms on the right hand side
D
o _Po (1D , (12.21)
ds poc? p
and then averaging over circumference of the ring gives
ddy 1
=——J,(1-D). 12.22
(G2 =——1(1-D) (12,22

12.3 Vlasov equation and Robinson’s theorem

In Lecture 11 we introduced the kinetic equation for description of the ensemble
of beam particles. While our initial formulation of the continuity equation (11.7)
was general and valid for arbitrary equations of motion, the subsequent assump-
tion of the Hamiltonian motion has lead to the Vlasov equation (11.11) and
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even more elegant Eq. (11.14). Our goal now is to include the effect of the syn-
chrotron damping, as described by Egs. (12.7) and (12.8), into the formalism of
the Vlasov equation.

The distribution function f now depends on 7 variables: f(x, P,,y, Py, t,cT,s).
With an evident generalization of equation (11.7) for 3 degrees of freedom, the
kinetic equation is

of 9 [dx 9 (dP, 0 (dy o (dP,
&*w(w0+ma@m0+@(w0+mzﬁﬁﬁ

0 (dt g (dn,\

v (&) + 2 (20) = 122

Let us calculate df /ds:

df _0f  drdf dP.0f _dyof  dP, 0f _dtdf  dndf _
ds 0Os dsOx ds 0P, ds Oy ds 0P, ds Ot dsJn B
(12.24)

0.

Substituting (12.23) into (12.24) we obtain

df:_f(adx 9 dP, ddy 9 dP, 9dt 9 dy

< == = “vg 2 20 (122
ds 5‘xds+8Pm ds +8yds+8Py ds +8tds+5‘77ds> (1225)

The Hamiltonian part of the equations of motion (12.7) does not contribute to
the right hand side of (12.25). Using (12.7) and (12.11) we find

df 0 dP, 0 dP, 0 dp
ds f(an ds +8Py ds +377d3>
.
boc

(12.26)

According to this equation the distribution function f in a phase point moving
with a particle exponentially grows with time. This happens because, due to the
synchrotron radiation, the phase space volume occupied by a given ensemble of
particles decreases with time. Since f is the particle density in the phase space,
it grows inversely proportionally to the phase volume. This effect is associated
with the name of K. Robinson who pointed it out in [13].

There is also a competing mechanism that limits indefinite decrease of the
space volume due to the synchrotron radiation—a so called quantum diffusion.
We will briefly discuss it in Lecture 20.



Lecture 13

Primer in Special Relativity

We will review relativistic transformations for time-space coordinates, frequency,
and electromagnetic field.

13.1 Lorentz transformation and matrices

Consider two coordinate systems, K and K’. The system K’ is moving with

Figure 13.1: Laboratory frame K and a moving frame K'.

velocity v in the z direction relative to the system K (see Fig. 13.1). The coor-
dinates of an event in both systems are related by the Lorentz transformation

)

/
)

2= y(2' + fet)),
t=(t' +8/c), (13.1)

103
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where 8 =v/c, and v =1/4/1 — 32

The vector (ct,r) = (ct,x,y, 2) is called a 4-vector, and the above transfor-
mation is valid for any 4-vector quantity.

We will often deal with ultrarelativistic particles, which means that v > 1.
In this limit, a useful approximation is

1 1
8= 1—$%1—W. (13.2)

The Lorentz transformation (13.1) can also be written in the matrix notation

x 10 0 O a x'
y | |01 0 0 y | y
=100 4 By o =L o . (13.3)
t 00 82 4 t/ t/

c

The advantage of using matrices is that they can be easily multiplied by a
computer. Here is an example: we want to generate a matrix which corresponds
to a moving coordinate system along the x axis, see Fig. 13.2. Let us rotate K’

Yy XA

v\/'

Figure 13.2: The frame K’ is moving along .

system by 90 degrees around the y axis, in such a way the new x axis is directed
along the old z. The rotated frame is denoted by K" (see Fig. 13.3) and the
coordinate transformation from K’ to K" is given by 2/ = -2/, 2" = 2/, or in
matrix notation

[y

Mrot - (134)

o~ oo
oo o
coo |
— o oo

The new frame K’ is moving along the z” and has its axes oriented relative
to K the same way as shown in Fig. 13.1. Hence the Lorentz transformation
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y y
X" X"
_>V
Mrot L
— — >
z z

Figure 13.3: Sequence of frames.

is given by L, Eq. (13.3). Finally, we transform from K’ to the lab frame K
using the matrix M. The sequence of these transformations is given by the
product

v 0 0 ~Bc

-1 7. . 0 1 0 0
(Mrot) L Mrot - O O 1 O (135)

vB/c 0 0 vy

This result, of course, can be easily obtained directly from the original trans-
formation by exchanging = < z.

Problem 13.1. Derive the Lorentz transformation when velocity v is at
45° to the z axis, v = v(0,1/v/2,1//2).

Problem 13.2. Using the matrix formalism, show that the inverse Lorentz
transformation is given by the following equations:

t—pBz/c), (13.6)

Explain the meaning of the minus sign in front of (3.

13.2 Lorentz contraction and time dilation

Two events occurring in the moving frame at the same point and separated by
the time interval At’ will be measured by the lab observers as separated by At,

At = yAl . (13.7)

This is the effect of relativistic time dilation.
An object of length I’ aligned in the moving frame with the 2z’ axis will have
the length [ in the lab frame:
l/
l=—. 13.8
5 (13.8)
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This is the effect of relativistic contraction. The length in the direction trans-
verse to the motion is not changed.

Problem 13.3. Muon at rest has the mean life time of 2.2 us. To what
energy one needs to accelerate the muon in order to get the life time (in the lab
frame) of 1 ms. The muon mass is equal to 105 MeV.

Problem 13.4. A bunch of 10'0 electrons with energy 15 GeV has a length
of 100 micron and a radius of 30 micron (in the lab frame). What is the electron
density (in units of particles per cubic centimeter) in the beam frame?

13.3 Doppler effect

Consider a wave propagating in a moving frame K’. It has the time-space
dependence:

o cos(w't’ — K'r'), (13.9)

where w’ is the frequency and k' is the wavenumber of the wave in the moving
frame. What kind of time-space dependence an observer in the frame K would
see? We need to make the Lorentz transformation of coordinates and time using
Eq. (13.6)

cos(w't’ — k'r") = cos(w'y(t — Bz/c) — ki'z — k,'y — k.'v(z — Bet))
= cos(y(w' + k. Be)t — 'z — k,"y — v(k.' +w'B/c)z).

(13.10)
We see that in the K frame this process is also a wave
x cos(wt — kr), (13.11)
with the frequency and wavenumber
km = kzl )
ky = ky/ )
kz = 7(1{32/ + ﬁw’/c) )
w=y(w + Bck,’). (13.12)

The object (w, ck) is a 4-vector.

The above transformation is valid for any type of waves (electromagnetic,
acoustic, plasma waves, etc.) Now let us apply it to electromagnetic waves in
vacuum. For those waves we know that

w=ck. (13.13)

Problem 13.5. Using equations (13.12) prove that from w’ = ck’ follows
w = ck.
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Assume that an electromagnetic wave propagates at angle #’ in the frame
K/
k/
/
cosf = k—f , (13.14)
and has a frequency w’ in that frame. What is the angle 6 and the frequency
w of this wave in the lab frame? We can always choose the coordinate system
such that k = (0, k,, k.), then
k k; sin 6’
tanf = £ = Y = . 13.15
k., (k) +Bw/c) ~(cosb + B) ( )
In the limit v > 1 almost all angles 6’ (except for those very close to ) are
transformed to angles 6 ~ 1/+. This explains why radiation of an ultrarelativis-
tic beams goes mostly in the forward direction, within an angle of the order of

1/~.
Problem 13.6. Prove that
0—p sin @
g = B0 ing = 7 13.16
o8 1—Bcosf’ - (1 — Bcosb) ( )

For the frequency, a convenient formula relates w with w’ and 6 (not ¢’). To
derive it, we use first the inverse Lorentz transformation

W' =v(w— Bck,) = y(w — Bek cos b)), (13.17)
which gives
w/

= 13.18
“ v(1 — Bcosb) ( )

Using B~ 1 —1/272 and cosf) = 1 — 02 /2, we obtain

2w’

= —. 13.19
YT T 202 ( )

The radiation in the forward direction (§ = 0) gets a large factor 2v in the
frequency transformation.

Problem 13.7. A laser light of frequency w copropagates with a relativistic
beam with v > 1. Find the laser frequency in the beam frame.

13.4 Lorentz transformation of fields

The electromagnetic field is transformed from K’ to K according to following
equations

E.=E., E,=v(E,-vxB),

1
B, =B, BL7< ’l+2vxE’>, (13.20)
C



108

where E'| and B’| are the components of the electric and magnetic fields per-
pendicular to the velocity v: E'| = (E,, E,), B'| = (B, By).

The electromagnetic potentials (¢/c, A) are transformed exactly as the 4-
vector (ct,T):

Ay = Ay,
Ay = A,
A= (AL + 54 |
¢ =~(¢ +vAL), (13.21)

Problem 13.8. Consider Lorentz transformation of fields in a plane elec-
tromagnetic wave propagating along axis z. The electric field is directed along x
and the magnetic field is directed along y with I, = cB,,. Derive transformation
formula for the absolute value of the Poynting vector of the wave.

13.5 Lorentz transformation and photons

It is often convenient, even in classical electrodynamics, consider electromag-
netic radiation as a collection of photons. How do we transform photon proper-
ties from K’ to K? The answer is simple: the wavevector k and the frequency
of each photon w is transformed as described above. The number of photons is
a relativistic invariant—it is the same in all frames.

Problem 13.9. An electromagnetic wave with the frequency w and the
amplitude electric field Ey occupies the volume with dimensions L, X Ly X L.
It propagates along the z axis with the fields with E, = cB,. Using results of
the previous problem find the electromagnetic energy W of the wave in the lab
frame and the energy W' in a frame K' moving with velocity v relative to the
lab frame. Show that W/w = W' /w', where W' is the frequency of the wave in
K'.



Lecture 14

Selected electrostatic and
magnetostatic problems

In this lecture, we present solutions of several electrostatic and magnetostatic
problems which can be encountered when a bunch or charged particles propa-
gates in the conducting vacuum chamber of an accelerator.

14.1 Electric field of a 3D Gaussian distribution

A bunch of charged particles in accelerator physics is often represented as having
a Gaussian distribution function in all three directions so that the charge density

p is

Q —22/202 42 /202 —22 /252
p(0,0,2) = (e ——e AR
zO0y02

where 0., 0y, and o, are the rms bunch lengths in the corresponding directions.
What is the electric field of such bunch in the beam frame (that is the frame
where the bunch is at rest)? This is a purely electrostatic problem, whose
solution we give in this section.

First, we note that due to the Lorentz transformation the bunch length in
the beam frame is v times longer than in the lab frame, 0, peam = Y02,1ab. We
assume that this factor is already taken into account and o, in (14.1) is the
bunch length in the beam frame.

The electrostatic potential ¢ satisfies the Poisson equation

V=L (14.2)
€0
whose solution can be written as
1 / pla’,y, 2 de' dy' dZ’
Cdmeg ) (=24 (y—y)2 4 (2 — )22

o(z,y,2) (14.3)
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It is not an easy problem to carry out a three-dimensional integration in this
equation. A trick that simplifies it and reduces to a one-dimensional integral is

to use the following identity
\/7/ N2y (14.4)

Assuming that R = [(z — = ) + (y —y)? + (2 — 2')?]*/? and replacing 1/R in
Eq. (14. 3) with (14.4) we first arrive at a four-dimensional integral

\[/ dA/ ~Nel(a=a V=2 (! o Pyl dy d
~ 4reo ’

(14.5)

With the Gaussian distribution (14.1) the integration over 2/, 3’ and 2’ can now
be easily carried out, e.g.,

S w2 o 2232
€
—00

—lAZ(T - )2 . ;o 2020251

e 2 e 2% dr’' = —— Aoz +1) s (146)
VA2 4 07?

which gives for the potential

2222 y2A2 2222

12 Q@ [x, e W, TIEID SR
¢@,y,2) = [ ————
0 z¥y=z J0 \/)\2+U \/)\2—1—0 2N+ 072

(14.7)

This integral is much easier to evaluate numerically, and it is often used in
numerical simulations of the field of a charged bunch. There are various useful
limiting cases of this expression, such as o, = o, (axisymmetric beam) or
03,0y < 0, (along, thin beam) that can be analyzed.

Problem 14.1. Show that at large distances from the center Eq. (14.7)
reduces to

_ Q
dmegr/x? + y? + 22

Having found the potential in the beam frame, it is now easy to transform it
to the laboratory frame using the Lorentz transformation. First we have to recall
that o, in (14.7) is the bunch length in the beam frame equal to yo, 1ap. Second,
from (13.21) we see that the potential in the lab frame is v times larger than
in the beam frame (note that A, = 0 in (14.7)). Third, we need to transform
the coordinates x, y, z in (14.7) to the lab frame. According to (13.6) = and y
coordinates are not transformed however z should be replaced by v(z1ap — vt1ap)-
The resulting expression is (we drop all “lab” subscripts in what follows)

(14.8)

6= /2 Q o dA
dmeg V m o040, Jo \/m //\2+0y—2 )\2+,y,ggz—2

IS5 ¢ R VP A ) L I
x ¢ 202024D) o 20020341) 0T 303 %03 47 2) (14.9)
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According to (13.21), in addition to the electrostatic potential, in the lab frame
there is also a vector potential A, responsible for the magnetic field of the
moving bunch. It is equal to A, = yv¢/c with ¢ given by (14.9).

14.2 Electric field of a continuous beam in a pipe

A continuous beam propagating inside a metallic pipe generates electric and
magnetic fields. In many applications it is important to know these fields as
a function of the beam position inside the pipe. We assume that the beam
propagates parallel to the axis of a cylindrical pipe of a given cross section. The
electrostatic potential ¢ is a function of the transverse coordinates = and y.

To a good approximation, the transverse beam dimensions, o, and o, are
often much smaller than the transverse size of the pipe. We can neglect these
dimensions and consider the beam as infinitely thin charged wire located at
position x = x9 and y = yo. Then the problem of finding the electrostatic
potential reduces to the solution of

V20(e.9) =~ 25(e — )0y ~ ). (14.10)

where Q is the charge per unit length of the beam. This equation is to be solved
with the boundary condition ¢ = 0 at the surface of the pipe.

In the simplest case of a beam located at the center of a round pipe of radius
a (g = yo = 0), the solution is easily found in cylindrical coordinates

PR (f) (14.11)

2meg a

with the field E, = Q/27T60r.

What if the beam is not at the center of a round pipe? There is also an

analytical solution in this case. A compact form of this solution is given as a
real part of the complex function

6= -9 Rl 12— 20)

2meg a? — zzg

, (14.12)
where z = z + 1y and zg = x¢ + 1yo. The equipotential lines computed with this
expression are shown in Fig. 14.1.

If the beam is propagating in a pipe with a rectangular cross section 0 <
z < a, 0 <y <b, the potential is given by the following expressions

200 &1 k(b — k k k
po = 22 > — sinh ™0 =90) G B g FTT0 0 BT < o
meo £ ksinh “7° a a a a

20Q = 1 kr(b— k k k
bo = 7Q g sinh l v) sinh Yo sin %0 sin 771%, for y > yo .
meo k sinh Lgb a a a

(14.13)
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Figure 14.1: Contour plot of the po- Figure 14.2: Contour plot of the po-
tential of a thin charged wire in a tential of a thin charged wire in a
round pipe. rectangular pipe.

The equipotential lines computed with this expression are shown in Fig. 14.2.
The approximation of an infinitely thin beam is useful for evaluation of the

potential outside of the beam. It is however cannot be used directly to calculate

the potential between the center of the beam and the wall. Indeed, let us

consider the case of an axisymmetric Gaussian beam with the charge density
given by

p(r) = —&_ =120t (14.14)
2mo?

with ¢ < a. We assume that the beam is located at the center of a round pipe.
In the infinitely thin beam approximation, the potential is given by Eq. (14.11).
This expression is valid for r > o; for r = 0 it gives an infinite value. To find
the potential for a Gaussian beam we need to solve

1d dé Q 2
- T % /207 14.15
rdr dr 2mo2eg ¢ ( )

The solution of this equation that has a finite electric field on the axis and
satisfies the boundary condition at the wall is

_ Q ¢ dirl (e—r’2/202 _ 1)
2meg J, T’ ’

(14.16)

In the limit r > o we recover Eq. (14.11). The potential difference between the
center of the beam and the wall is

P(r=0) = A (e—’"’z/%z - 1) . (14.17)

2meg Jo T
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14.3 Magnetic field of a beam in a conducting
pipe

Expressions (14.13) of the previous Section give us also a solution of another
problem—the problem of finding magnetic field of a thin bunch inside a con-
ducting vacuum chamber. Again we neglect the transverse dimensions of the
bunch and assume that it is located at position x = zg and y = yo inside a
vacuum chamber of a given cross section. The beam carries current I which we
assume constant in time. The magnetic field vector of this current has only =
and y components, H = &H,(z,y) + yH,(z,y), that depend on x and y, and
satisfies the Maxwell equation

V xH=1z6(x —0)d(y — yo)- (14.18)

For a good metal and fast processes, the magnetic field does not penetrate inside
the metal and the boundary condition on the surface of the metal is that the
normal to the surface component of the magnetic field vanishes, H,, |surface = 0,
see Section 16.3. With this boundary condition, we will now show how to
convert (14.18) to (14.10).

Let us introduce function 9 (z,y) such that

H =V x (2¢). (14.19)

Note that the equation V - H = 0 is automatically satisfied when H is given
by (14.19). Substituting this relation into (14.18) and taking the z component
of the resulting equation yields

V) = —I8(x — 20)d(y — vo)- (14.20)

The normal component of the magnetic field on the surface of the metal is
equal to the tangential derivative of ¢ (that is along the contour of the surface),
and hence vanishing H,, means a constant value of 1 on the surface. Since
adding a constant value to 1 does not change the magnetic field, without loss
of generality, this constant value can be set to zero. We see that with the
correspondence ¥ — ¢ and I — Q/eo our magnetic problem reduces to the
electrostatic one of the previous Section. In particular, the solution (14.13)
can be used to find the magnetic field of a bunch inside a rectangular vacuum
chamber. In the magnetic problem, the lines of constant values of ¢ in Fig. 14.2
represent magnetic field lines inside the vacuum chamber.

14.4 Electric field of a charged metallic ellipsoid

Consider a metallic body that has a shape of an ellipsoid, which is given by the
following equation

R (14.21)
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where a, b and c are the half axes of the ellipsoid in the corresponding directions.
The body is charged with the total charge equal to (. This charge will be
distributed on the surface of the ellipsoid in such a way that the electrostatic
potential ¢ is constant on the surface.

It turns out that the electric field outside of the ellipsoid, in free space,
can be found relatively easy. We give here the solution of this problem without
derivation. Let us assume that a > b > ¢ > 0. We introduce a function A(z, y, z)
that is defined as a positive solution of the following equation

72 Y2 52
2 + 73 T3 =
a?+X P+ A+

Then the potential ¢ outside of the ellipsoid is given by the following integral

1. (14.22)

_ @ [ ds
o(x,y,2) = 8o /mw) R(s)’ (14.23)
where R(s) is
R(s) = /(a2 + 5)(b2 + 5)(c2 + s). (14.24)

In case of an elongated axisymmetric ellipsoid (b = ¢) the integration can be
done in elementary functions with the result

. Q 1 In V2 + A
dmeg Va2 — b2 Vai+ A —VaZ -2

P(x,y, 2) (14.25)

TS T T T
F~ \ \ i |
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Figure 14.3: Left panel: field lines of an ellipsoid with @ = 4 and b = 0.5 in the
plane z = 0. Right panel: plot of the strength of the electric field on the surface
of the ellipsoid as a function of coordinate = (in arbitrary units). One can see
that the field is intensified near the ends of the ellipsoid.

Problem 14.2. Prove by direct calculation that the potential given by (14.19)
satisfies the Laplace equation.

14.5 Electric field near metallic edges and pro-
trusions

The electric field has a tendency to concentrate near sharp metallic edges and
thin conducting protrusions. This is an important factor that needs to be taken
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into account in the design of high-voltage devices. We illustrate this effect in
several solvable problems of electrostatic theory.

In the first problem we model a protrusion from a flat metallic surface as a
half of an ellipsoid. Specifically, we assume that the half space z < 0 is occupied
by metal, and the region z > 0 is free space except for the interior of the
ellipsoid (14.22), which is also metallic, see Fig. 14.4. Far from the protrusion,
at z — oo, there is a uniform electric field E, = E; applied to the system.
The problem is to find the electric field in the vicinity of the protrusion. This

Figure 14.4: Ellipsoidal protrusion. Figure 14.5: Contour plot of the
potential around protruding ellip-
soidal shape.

problem is closely related the one in the previous Section. It is not surprising
then that the solution is given by integrals that involve the same function R(s)

(14.24)
o s o s -t
- /W,y,z) TR </ o cd?>R<s>> ] |
(14.26)

Contour plot of the field lines for an elongated protruding ellipsoid with param-
eters a = b = 0.5 and ¢ = 2 is shown in Fig. 14.5.

Amplification of the field near sharp angles is most clearly visible in special
2D solutions of the Laplace equation. Consider the following problem: find
electrostatic potential near an angle in metallic surface, as shown in Fig. 14.6.
The geometry is translationally invariant along the z axis, perpendicular to
the plane of the picture. It is convenient to introduce a cylindrical coordinate
system with r = \/22 + y2 and angle 6 counted from the x axis. The potential
¢(r,0) in cylindrical coordinates satisfies the equation V2¢ = 0 in the region
0 <0 < « (see Fig. 14.6) with the boundary condition ¢ = 0 at § = 0 and
0 = a. We have

(b(.%‘, Y, Z) = _EOZ

2
10,90 100 (14.27)

r@rrar + r2 962
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Figure 14.6: Coordinate system near sharp angle.

It is easy to see that this equation is satisfied by the following solution ¢ =
r™ sin(nd) for arbitrary n. To satisfy the boundary condition, we require sin(na) =
0 which gives n = 7/a. Hence

¢ = Ar™/“sin (”0> , (14.28)
«

where A is a constant. The electric field has a singularity if n < 1; it follows
from the above expression that the field is singular when a > 7. In the limit
«a — 2w, which corresponds to the edge of a metallic plane, the potential scales
as ¢ o /1, and the field has a singularity F oc 1/4/r.

Figure 14.7: Field lines near the edge with o = m/4 (left figure) and o = 77 /4
(right figure).

It is interesting to note that the electric field near a sharp tip of a charged
thin conical needle increases approximately as 1/r, where r is the distance to
the tip of the needle [14].



Lecture 15

Self field of a relativistic
beam

In this lecture, we will study the electromagnetic field of a bunch of charged
particles moving in free space with relativistic velocity along a straight line.

15.1 Relativistic field of a particle moving with
constant velocity
Consider a point charge ¢ moving with a constant velocity v along the z axis.

We are interested in the case of a relativistic velocity, v = ¢, or v > 1. In the
particle’s reference frame it has a static Coulomb field,

’ 1 qr
E = Treg 173 (15.1)
where the prime indicates the quantities in the reference frame where the particle
is at rest.

To find the electric and magnetic fields in the lab frame we will use the
Lorentz transformation (13.1) for coordinates and time, and the transformation
for the fields (13.20). We have E, = vE;, E, = vE,, and E, = E,. We
also need to transform the vector 7' into the lab frame using Eqgs. (13.6). For
the length of this vector we have 1’ = /22 + y2 +42(z — vt)2. The Cartesian
coordinates of E are

oo 1 qyx
© T Amep (22 + Y2 +42(2 — vt)2)3/2
B, = 1 vy
dmeg (22 + y2 + 72 (2 — vt)?2)3/2
1 qy(z — vt)

(15.2)

* 7 dmeo (22 + 12 +12(z — vt)2)3/2
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These three equations can be combined into a vectorial one

1 qr
4w y2R3

(15.3)

Here vector r is drawn from the current position of the particle to the observa-
tion point, r = (z,y,2z — vt), and R is given by

R=+/(z—vt)2 + (22 +y2) /2. (15.4)

Finally, as follows from Egs. (13.20), a moving charges carries magnetic field

1
The above fields can be also obtained by transforming the potentials. Indeed,

in the particle’s frame we have

1 g
dreg '’

A =0. (15.6)

Using the Lorentz transformation (13.21) we find

1
6=1¢, A=-po. (15.7)
Expressing r’ in terms of the coordinates in the lab frame, ' = yR, gives
1 ¢ Zo o4
_ ks A=22p2L 15.8
¢ dreg R’ 477'6 ( )

Problem 15.1. Verify by direct calculation that Eqs. (1.7) applied to the
potentials (15.8) give the fields (15.3) and (15.5).

The field of a relativistic point charge is illustrated by Fig. 15.1. Within a
narrow cone with the angular width ~ 1/v the field is large, E ~ ¢v/r?. On
the axis the field is weak, E ~ 1/r242. The absolute value of the magnetic field
is almost equal to that of the electric field.

Problem 15.2. Make a plot of the dependence E versus 6, where 0 is the
angle between r and the (z,y) plane. Assume v > 1.

In some problems we can neglect the small angular width of the electromag-
netic field of a relativistic particle and consider it as an infinitely thin “pancake”,
E x 6(z — ct). This approximation formally corresponds to the limit v — ¢.
Because the field is directed along the vector drawn from the current position
of the charge, more precisely, we can write E = Apd(z — ct) where p = &z + gy
and A is a constant which is determined by the requirements that the areas
under the curves E,(z) and E,(z) agree with the ones given by Eq. (15.3) in
the limit v — oco.

Problem 15.3. Using Eq. (15.3) show that in the limit v — oo the following

relations hold
° 1 2qx e 1 2qy
F,dz = —— FE,dz: = ——>. 15.
Lmzz e 2 Lmyz PP (15.9)
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Figure 15.1: Electric and magnetic fields of a relativistic particle is mainly
localized around the transverse plane.

Using the result of the problem above we obtain

12 1
- ZP5._ct)y, B=-2xE. (15.10)
dmeg p c

15.2 Interaction of Moving Charges in Free Space

Let us now consider a source particle of charge ¢ moving with velocity v, and a
test particle of unit charge moving behind the leading one on a parallel path at
a distance | with an offset x, as shown in Fig. 15.2. We want to find the force
which the source particle exerts on the test one. The longitudinal force is

T2 v
XLX '

z I 1

Figure 15.2: A leading particle 1 and a trailing particle 2 traveling in free space
with parallel velocities v. Shown also is the coordinate system z, z.

1 ql
F=E, = — __ 15.11
! dmeq 2 (12 4 22 /42)3/2 ( )

and the transverse force is

1 qx
Fy=FE, —vBy = dmeo V(2 1 22Jy2)52 (15.12)
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In accelerator physics, the force F' is often called the space charge force.

The longitudinal force decreases with the growth of v as =2 (for [ > /7).
For the transverse force, if [ > x /v, Fy ~~~%, and for | = 0, F; ~ v~!. Hence,
in the limit v — oo, the electromagnetic interaction in free space between two
particles on parallel paths vanishes.

15.3 Field of a long-thin relativistic bunch of
particles

Let us consider a relativistic bunch of length o, much larger than the bunch
radius o, > o . The bunch is moving in the longitudinal direction along the z
axis with a relativistic factor v > 1. What is the electric field of this bunch?

Let us first calculate the radial electric field outside of the bunch at distance
p from the z axis. Assuming that p > o, we can neglect the transverse size
of the beam and represent it as a collection of point charges. Each such charge
generates the electric field given by Eq. (15.3). From this equation we find that
the radial component d€, created by an infinitesimally small charge dq’ located
at coordinate 2’ is

1 pdq’
dmeo V(2 — 2)2 + p? [42)3/2

where z and p = /22 + y? refer to the observation point. To find the field of
the bunch we assume that the bunch 1D distribution function is given by A(z)
(J M(2)dz = 1), so that the charge dq’ within dz’ is equal to QA(z")dz’, with Q
the total charge of the bunch. For the field, we need to add contributions of all
elementary charges in the bunch:

EL(zp) :/dél(z,z’,p)
__Qp [T Az2')dz
 dmey? [m ((z — 2/)2 + p2/42)3/2 (15.14)

The function ((z — 2’)? 4 p?/+?)~3/2 in this integral has a sharp peak of width
Az~ p/yat z= 2. At distances p < 0,7 from the bunch the width of the peak
is smaller than the width of the distribution function o,, and we can replace it
by the delta function:

A€, (z,7',p) = (15.13)

! IR TR (15.15)
(=27 " 2 0 |
The factor in front of the delta function on the right hand side follows from the
requirements that the area under the functions on the left hand side and on
the right hand side, considered as functions of z, should be equal, and from the
mathematical identity

/OO dZ/ B z
e (=P
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The approximation (15.15) is equivalent to using Eqgs. (15.10) instead of (15.3).
The result is

1 2Q)(2)

Ei(zp) = PP

(15.16)
We see that the factor v does not enter this formula—this agrees with our
expectation because Egs. (15.10) are valid in the limit v — oo.

In the opposite limit, p > 0,7, we can replace A(z) in Eq. (15.14) by the
delta function 6(z), which gives the field of a point charge

1 Qpey
E i (z,p) = e R (15.17)

In the intermediate region, p ~ o7, the result is 2shogvn in Fig. 15.3 for a
Gaussian distribution function A(z) = (1/v270,)e=*"/27=.

0.8

o
o

Normalized E.
o
D

o
N

Figure 15.3: Transverse electric field of a relativistic bunch with Gaussian dis-
tribution for various values of the parameter p/o,v. This parameter takes the

values of 0.1, 0.5, 1 and 3 with larger values corresponding to broader curves.
The field is normalized by (47e) ~*Q/po.

What is the longitudinal electric field inside the bunch? If we neglect the
transverse size of the beam and assume the same infinitely-thin-beam approx-
imation we used above, we can try to integrate the longitudinal field of a unit
point charge

d¢ z2-2'
d&y(z,2) = —— """, 15.18
1(z:2) dmegy? |z — 2|3 ( )
as we did above for the transverse field:

!/

EH(z):/dE”(z,z’)— @ /dz’)\(z’)ﬁ, (15.19)

 dmwegry?
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zlo,

Figure 15.4: Electric field lines of a thin relativistic bunch with v = 10. The

red line at the bottom shows the longitudinal Gaussian charge distribution in
the bunch.

but the integral diverges at z’ — z. This divergence indicates that one has to
take into account the finite transverse size of the beam.

Let us calculate the longitudinal electric field in the model where the beam
radius is a, and the charge is uniformly distributed over the cross section of
the beam up to the radius a. We can slice the beam into infinitesimal disks of

Figure 15.5: Left panel: a beam of cylindrical cross section a; right panel: a
slice of the beam located at z’.

thickness dz’. If the slice has a unit charge and is located at coordinate z’, the
longitudinal electric field on the axis z at point z is

1 2 1 1
5“(272') = _ma—?(z -2 <\/a2/72 o — P z’|> . (15.20)

Problem 15.4. Derive Eq. (15.20) for £ and analyze it considering limits
|z — 2'| < a/v and |z — 2’| > a/v. Hint: represent a thin charged disk as a
collection of infinitesimally small rings.

The longitudinal electric field on the axis of the bunch is obtained by integration



123

of contributions from the slices

Ey(z) = — [ T AE (2. ) (15.21)

o Q 2 o ’ ' / 1 1
_—R?/_wdz)\(z)(z—z) <\/a2/72+(zz’)2 — |z—z’|> .

The above integral cannot be calculated analytically. If we assume th2at the
longitudinal distribution of charge is Gaussian, A(z) = (1/v/270,)e™* /27=, then
the integral can be computed numerically. The result is shown in Fig. 15.6. One

Figure 15.6: Longitudinal electric field of a relativistic bunch with Gaussian
distribution function for various values of the parameter a/yo.. This parameter
takes the values of 0.1, 0.01,and 0.001 with smaller values corresponding to
higher fields. The field is normalized by (47eg)~12Q/v%02.

can show that in the limit a/yo, <1 a crude estimate for £ is:

- 1 Q 07
dmeg o272

E| : (15.22)

Formally, this expression diverges in the limit of infinitely thin beam (a — 0),
but in reality the effect of the longitudinal electric field for relativistic beams is
often small because of the factor =2 (a so called space charge effect).

Problem 15.5. Derive an expression for the field E)(z) on the beam axis
for a Gaussian bunch using the result of Section 14.1 in Lecture 14. Assume
Oz = Oy.

Problem 15.6. A bunch of electrons in a future linear collider will have a
charge of about 1 nC, bunch length o, ~ 200 pm, and will be accelerated in the
linac from 5 GeV to 250 GeV. Estimate the energy spread in the beam induced
by the the space charge, assuming the bunch radius of 50 pm.
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Lecture 16

Effect of environment on
electromagnetic field of a
beam

Interaction between particles of a beam moving in a vacuum chamber in the
ultrarelativistic limit can occur if 1) the pipe is not uniform along the beam path
(which is usually due to presence of RF cavities, flanges, bellows, beam position
monitors, slots, etc., in the vacuum chamber), or 2) the wall of the chamber is
not perfectly conducting. In this lecture we first consider a relativistic beam
moving in a perfectly conducting beam pipe. We then discuss the interaction
of the beam with walls of finite conductivity and how a protrusion in a form
of an iris affects the beam. We will see that in both cases the interaction with
the wall leads to generation of the longitudinal electric field inside the vacuum
chamber and results in energy loss. This field is the source of collective effects
in the beam dynamics.

16.1 Beam Moving in a Perfectly Conducting
Pipe

If a relativistic beam is moving parallel to the axis in a perfectly conducting
cylindrical pipe of arbitrary cross section, it induces image charges on the surface
of the wall that shield the metal from the electromagnetic field of the particles.
The image travels with the same velocity! v (see Fig. 16.1). Since both the
particles and the image charges move on parallel paths, in the limit v = ¢,
according to the results of the previous sections, they do not interact with each
other, no matter how close to the wall the particles are.

LOf course, it does not mean that electrons inside the metal move with velocity v. The
actual velocity of these electrons is small compared to the speed of light.
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image charges

Figure 16.1: A bunch of relativistic particles traveling inside a perfectly con-
ducting pipe of arbitrary cross section. Shown are the image charges on the wall
generated by the bunch. In this picture it is assumed that o, is much larger
than the distance from the beam to the walls, and the divergence of the field
lines due to finite value of v is negligible.

To analyze this problem mathematically, one has to use a boundary condi-
tion for the fields on the surface of a perfectly conducting metal. This boundary
condition consists in the requirement that the tangential component of the elec-
tric field on the surface of the metal is equal to zero:

E,=0. (16.1)

It follows from the fact that a nonzero tangential electric field, penetrating into
the metal with infinite conductivity, would drive an infinitely large current in
the metal, and hence is not allowed. Below, in Section 16.4, we will show how
from this boundary condition it follows that, in the limit v = ¢, the longitudinal
electric field vanishes everywhere inside the pipe.

Note that from the boundary condition (16.1) if follows that the time de-
pendent normal component of the magnetic field B,, also vanishes. To prove
this we consider a small piece of the metal surface which can locally be approx-
imated by a flat piece. We then introduce a Cartesian coordinate system with
the origin on the surface of the metal, with the axes x and y located in the plane
of the surface and the axis z normal to the surface. According to Eq. (16.1) in
the vicinity of the origin FE,(z,y,z = 0) = Ey(z,y,z = 0). If follows then from
Maxwell’s equation that

0B.| OB, OE,
ot

— =0. 16.2
z=0 8:1] ox z=0 ( )

Hence, if there is no static magnetic field in the system, B, = 0, or using the
more general notation B,, for the component perpendicular to the metal surface,

B, =0. (16.3)
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16.2 Beam field inside a perfectly conducting
cylindrical pipe

Let us assume that a relativistic beam travels inside of a cylindrical pipe with
perfectly conducting walls in the direction parallel to the pipe axis z (but not
necessarily on the axis). We also assume that the transverse size of the beam is
negligibly small. How to find the beam electric and magnetic field in the pipe?

A simple way to solve this problem is to consider it in the beam frame. In this
frame the beam is at rest and the pipe flies with the velocity v in the direction
opposite to the beam motion. Note that the boundary condition (16.1) is the
same in both moving and the lab frames. What is also important is that the
bunch length in the beam frame is « times larger than in the laboratory frame.
If the product .7 (o, is the bunch length in the lab frame) is much larger than
the transverse size of the pipe, the bunch in the beam frame is much longer than
the pipe cross section (which is the same in both the lab and the beam frames).
At a given location inside the bunch, we can then neglect variation of the bunch
charge with z and consider the beam charge density constant in z-direction.
This reduces our problem to the electrostatic one considered in Lecture 14.2.
Having solved this problem, one can make the inverse Lorentz transformation
of the fields and find them in the lab frame.

16.3 Skin effect and the Leontovich boundary
condition

We will now turn to the effect of finite conductivity of the walls. We first need
to discuss an approximation that allows a simplified treatment of the electro-
magnetic properties of a good conductor, and study a so called skin effect. A
detailed derivation of the skin effect can be found in textbooks, see, e.g., [1],
section 5.18. We, reproduce a short version of this derivation here.

The skin effect deals with the penetration of the electromagnetic field inside a
conducting medium characterized by conductivity ¢ and magnetic permeability
. The equations that describe the electromagnetic field inside the metal are
Maxwell’s equation in which we neglect the displacement current D /0t:

OB
VxH=j, V-B=0, VxE+°-=0 j=oE. (164)

Combining the first, third and last equations we obtain an equation for the
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magnetic field B

88—? =-VxXxFE
=-0"'Vxj
=0 'VxVxH
=0 Y(V?H -V(V-H))
=o'y VB, (16.5)

where we used the relation V-H = ~'V-B = 0, (assuming that j is constant).
We found a diffusion equation for the magnetic field B.

Let us now assume that a metal occupies a semi-infinite volume z > 0 with
the vacuum at z < 0, as shown in Fig. 16.2, and assume that at the metal
surface the z-component of magnetic field is given by H, = Hpe ™*!. Due to

X Hy
A
bmmmmmmm oo  ZAREEEE LR >
z
z=0

Figure 16.2: To derivation of the boundary condition on the surface of conduc-
tor.

the continuity of the tangential components of H, H, is the same on both sides
of the metal boundary, that is at z = +0 and z = —0. We seek solution inside
the metal in the form H, = h(z)e~™!. Equation (16.5) then reduces to

2

% +ipowh =0, (16.6)

with the solution h = Hpe™** and

k;zViuawz(l—&—i)U%. (16.7)

Note that we have chosen the root with a positive imaginary part, which gives
a solution that vanishes as z — oco. The quantity 4,

5— ’/W%’ (16.8)
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is called the skin depth; it characterizes how deeply the electromagnetic field
penetrates the metal. In many cases the magnetic properties of the metal can
be neglected, then p = pg, and the above equation can be written as

2c

0= .
Zoow

(16.9)

Problem 16.1. Calculate the skin depth in copper (o = 5.8-107 1/Ohm-m)
and stainless steel (o = 1.4 -10% 1/Ohm-m) at the frequency of 5 GHz.

The electric field inside the metal has only y component; it can be found
from the first and the last of Egs. (16.5)
1dH, i i1
Vi, ik =1y (16.10)

Jy
E, == =
o o dz o od

Yy

The mechanism that prevents penetration of the magnetic field deep inside
the metal is generation of tangential electric field, that drives the current in the
skin layer and shields the magnetic field.

The relation (16.10) can be rewritten in vectorial notation:

E,=(H xn, (16.11)

where n is the unit vector normal to the surface and directed toward the metal,
and

1—14
od(w)

((w) = (16.12)
We emphasize that Eq. (16.11) is valid for Fourier transformed components of
the field, that is indicated in the frequency dependence of the parameter {. In
the limit 0 — oo we have ¢ — 0 and we recover the boundary condition (16.1)
of zero tangential electric field on the surface of a perfect conductor.

Problem 16.2. Given the tangential component Bye~** of the magnetic
field on the surface, find the averaged over time energy absorbed in the metal
per unit time per unit area. Hint: compute the averaged over time z-component
of the Poynting vector on the surface. Answer: wdéBg /4.

We derived the boundary condition (16.11) for a flat surface. It however can
be used for a curved metal surface as well if the size of the metal body L is much
larger than 0 (more precisely, the surface curvature should be much larger than
the skin depth). Another requirement is that the thickness of the metal wall
is much larger than the skin depth. Eq. (16.11) is often called the Leontovich
boundary condition.

Problem 16.3. Find how the Leontovich boundary conditions transforms
into a frame moving with relativistic velocity v parallel to the metal surface in
the direction perpendicular to the magnetic field (beam frame).

16.4 Round pipe with resistive walls

Consider now a round pipe of radius b, with finite wall conductivity o. A point



130

Figure 16.3: Point charge moving an a round pipe of radius b.

charge moves along the z axis of the pipe with the speed of light, see Fig. 16.3.
Because of the symmetry of the problem, the only non-zero component of the
electromagnetic field on the axis is £,. Our goal now is to find the field E, as
a function of z and ¢.

If the conductivity of the pipe is large enough, we can use a perturbation
theory to find the effect of the wall resistivity. In the first approximation, we
consider the pipe as a perfectly conducting one. In this case the electromagnetic
field of the charge is the same as in free space and is given by Eqgs. (15.10). For
what follows, we will need only the magnetic field By,

1 2¢q

By = = —ct). 16.1
"= T Cp5(z ct) (16.13)

Using the mathematical identity
1 e .
§(z—ct) = —/ dwe™wt=2/0) (16.14)
2mc J_ o
we Fourier transform By,

By(p, z,t) = / dwBy(p)e~wttiws/c, (16.15)
where
A L g pog
B = _—=——,
() dregc? mp 4w wp

(16.16)

In the limit when the skin depth ¢ corresponding to the frequency w is
much smaller than the pipe radius, § < b (and also much smaller than the
thickness of the pipe walls), we can use the Leontovich boundary condition
(16.11). Combining Eqgs. (16.11), (16.12) and (16.16), we find

A By (b) ~ [ Zow ¢
E.lp—p=—(C—==—(1-— —_— . 16.1
lp=b ¢ Lo (1—13) 2co 4m2b (16.17)
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Equation (16.17) gives us the longitudinal electric field on the wall, but we
need the field on the axis of the pipe. To find the radial dependence of E,,,
we use the wave equation (1.5). In the cylindrical coordinate system the wave
equation for F, is

1 0*E.(p, 2,t)

= 52 —AE,(p,z,t) =

1 8°E 2E 1 E

19°E.(p,z,t) O9°E:(p,zt) 7Qp8 2p2t) (16.18)

c? 0%t 0%z pIp Op

Substituting the Fourier component Ez(p)e_i‘”(t_z/c) into this equation, we find

10 OF
——p—= (16.19)
pOp Op

This equation has a general solution E.(p) = A + Blnp, where A and B are
arbitrary constants. Since we do not expect £, to have a singularity on the
axis, B = 0. Hence the electric field does not depend on p, E.(p) = const, and

EZ'p:O = Ez'p:by (1620)

implying that E.,|,—o is given by the same Eq. (16.17). Note that we have
shown here that in the ultrarelativistic case the longitudinal electric field inside
the pipe is constant throughout the pipe cross section.

To find F,(z,t) we make the inverse Fourier transformation,

oo
E.(z,t) = / dwE, e~ (t=2/e) (16.21)

— 00

which gives

E ( t) _ ( _ 1) é q > d \/* —iw(t—z/c) (16 22)
(2, i 200 4770 | wy/we . .

The last integral can be taken analytically in the complex plane, with the result

/_OO dwy/we™ s = —% (16.23)

for £ > 0. This gives

. [ Zy q V(i +1) qc | Zy
z(Z,t) (7, ) 20 4m2b \/E(t - Z/C)3/2 473/2p \ o83’ ( 6 )

with s = ¢t — z being the distance from the moving charge with positive s
corresponding to the points behind the current position of the charge. For the
points where s < 0, located in front of the charge, F, = 0 in agreement with
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the causality principle. The positive sign of E, indicates that a trailing charge
(if it has the same sign as ¢) will be accelerated in the wake.

In our derivation we assumed that the magnetic field on the wall is the same
as in the case of perfect conductivity. However, the magnetic field is generated
not only by the beam current, but also by the displacement current

(16.25)

that vanishes in the limit of the perfect conductivity. To be able to neglect the
corrections to Hy due to j9P, we must require the total displacement current
to be much less then the beam current. In the Fourier representation, the time
derivative 9/0t reduces to multiplication by —iw, and the requirement is

comb?w|E,| < |1]. (16.26)

The Fourier component of the current is calculated by making Fourier transform
of the equation I = ¢gcd(z — ct) and gives |I| = ¢/2w. Using Eq. (16.17) now
gives

7 o\ 1/3
Y« (00) . (16.27)

In the space-time domain, the inverse wavenumber ¢/w corresponds to the dis-
tance s, hence the condition (16.27) means that our result (16.24) is valid only
for distances s larger than a critical value sg, s > sg. The parameter sg can be
evaluated as an inverse of the right hand side of (16.27)

9 2 1/3
sp = (ng) . (16.28)

Values of sy for a pipe of radius b = 1 ¢cm made of copper (¢ = 5.8 - 107
1/Ohm-m), aluminum (o = 3.7-107 1/Ohm-m) and stainless steel (o = 1.4-10°
1/0Ohm-m) are shown in table below.

Copper  Aluminum  Stainless steel

S0 (pm) 21 24 72

Table 16.1: Parameter sy for some materials.

The behavior of F, for very small values of s, s < sg, can be found in the lit-
erature, [15]. In Fig. 16.4 we show how E. depends on s at distances comparable
with so. Note that the singularity in Eq. (16.24) now saturates at small s, the
electric field changes sign and becomes negative at s = 0. This field decelerates
the leading charge, as expected from the energy balance consideration.
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E;

Figure 16.4: Longitudinal electric field as a function of distance s from the
particle. The field is normalized by q/4megb?, and the distance is normalized by
sp- The value of the normalized field at the origin is equal to 4.

16.5 Point charge and Gaussian bunch passing
through an iris

Let us consider a relativistic point charge moving in a pipe that has a diaphragm
with a round hole of radius a. We assume that a is much smaller than the pipe
radius R and to simplify the problem take the limit R — co. The problem then
reduces to passage of the charge through a round hole in a perfectly conducting
infinitely thin metal plate, as shown in Fig. 16.5. The iris cuts off a part of the
electromagnetic field, r > a, that hits the metal. The duration of the field pulse
on the edge of the iris is of the order of At ~ a/cy (see Fig. 16.5b).

First, we calculate the energy U of the electromagnetic field that is “clipped
away” by the iris. The field of the ultrarelativistic charge is given by Eq. (15.3)
and (15.5),

_ 1 Yap
dreg (p? + 7222)3/27

E, = cBy (16.29)

where we use the cylindrical coordinates p and z and assume that the charge
is located at the origin of the coordinate system. The energy density w of the
electromagnetic field is

€0
w = E(Ef, +cB}). (16.30)

Integrating w over the region p > a and over z yields

> > 3 ¢y
= 21 pd dzw = ———. 16.31
U /a TP p[m zZw 6l a (16.31)
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,><iv’
a) b)

Figure 16.5: An ultrarelativistic particle passes through a hole in a metal screen.

We expect that the radiated energy will be of the order of U, and the spectrum
of radiation will involve the frequencies up to A ~ a/y (A = 1/k).

P L L B

ob . ..
0 0.25 0.5 0.75 1
X

Figure 16.6: Plot of the function F(z).

It turns out that this problem allows for an analytical solution in the limit
of high frequency [16], when the wavelength of the radiation is much shorter
than the hole radius, k > a~!. In this limit the radiated energy spectrum is

2
w_ 1 Ty <%> : (16.32)

dw 212 ¢ ~

where

F(z) = 22 [ Ko (2) K> (2) — K, (a;)Q] : (16.33)
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and K, is the modified Bessel function of the second kind. The function F' is
plotted in Fig. 16.6; it has a logarithmic singularity at * = 0. From this plot
we see that, indeed, the typical wavelength in the radiation spectrum is of the
order of X ~ a/v. The total radiated energy is obtained by integrating dWW/dw
over the frequency:

< dw 3 q*y
—dw=——. 16.34
/0 dw 32¢ a ( )

Comparing this equation with (16.31), we see that the radiated energy is equal
to twice the clipped energy. This can be explained by the following observation.
The clipped electromagnetic field is reflected back by the screen. The physical
mechanism responsible for this backward radiation is the current induced by
the beam in the screen. However, due to the symmetry of the reometry with
respect to positive and negative directions of z directions, exactly the same field
will also be radiated in the forward direction. Hence the total radiated energy
is two times larger that that containing in the clipped field.

Let us now turn our attention to a Gaussian bunch passing through the iris.
In this case we will take into account the pipe radius R. We assume that the
bunch length satisfies the condition o, > R/~ and use Eq. (15.16) for the beam
transverse field. The electromagnetic energy localized between the radii a and
R is:

') R 0o R
U= %0/ dz/ 2mpdp(E? + ¢* B?) =€0/ dZ/ 2mpdpE? . (16.35)

Using Eq. (15.16) with the Gaussian distribution, we obtain

1 oo 1 2, 2 (B 4Q?
U=——— d —% /o 2rdp——
167T260/ “omoz® /a map P

VR (1.

1672¢y o, a

(16.36)

The ratio of this energy to the kinetic energy of the beam N~ymc? (N is the
number of particles in the beam) is

v 1 41\7612\/%ln R
Nymc2  1672eq ymc2o, a

1 N
_ L Ny (RY (16.37)
/T Yo, a

where ¢ is the particle’s charge (Q = Ngq) and 79 = ¢?/4megmc? is the classical
radius. For electrons ro = 2.82- 1073 c¢cm and for protons ro = 1.53 - 10716 cm.

In contrast to a diaphragm, a smooth enough transition does not “scrape
oft” the electromagnetic field. When a beam passes through a smooth transition
in a pipe its field is adiabatically adjusted to the shape of the local cross-section.
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It does not cause the energy loss but usually results in energy exchange between
different parts of the beam (the head and the tail).

Even if the transition is not smooth, the radiation is suppressed for very
long bunches, such that the characteristic frequency w involved in the variation
of the beam field, w ~ ¢/o, is smaller than cut off frequency of the pipe.



Lecture 17

Plane electromagnetic
waves and (Gaussian beams

In this lecture we will study electromagnetic field propagating in space free of
charges and currents.

17.1 Plane electromagnetic waves

A plane electromagnetic wave can propagate in free space (without charges
and currents)—it is a field where all components depend only on the variable
& =2z—ct,

E(r,t)=F(¢), B(rt) =G(¢). (17.1)

From the equation V - E = 0 if follows that JF,/0¢ = 0, and hence F, =0 (a
nonzero F, would mean a constant longitudinal electric field which has nothing
to do with the wave). Similarly, G, = 0 because of V - B = 0. We see that a
plane wave is transverse.

Let us now apply Maxwell’s equation 0B/0t = —V x E to the fields (17.1).
We have

F, =G, E, = -G, (17.2)

from which we conclude that F, = ¢G, and F, = —cG, (again, we neglect
possible constants of integration). In vector notation, these relations can be
written as F = —cn x G or

E=-cnxB, (17.3)

where m is a unit vector in the direction of propagation (in our case along the
z axis). Multiplying vectorially Eq. (17.3) by n, we also obtain

B-1nxE. (17.4)
C
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If we use potentials ¢ and A to describe a plane wave, they would also
depend on ¢ only: ¢ = ¢(§), A = A(¢). We will now derive a useful formula
that allows us to find the fields in a plane wave using only the vector potential.
We have

B=VxA
= —xA, +yA,
=nxA
1 0A
=——nXx—. 17.5
¢t ot ( )
After the magnetic field is found, we can find the electric field using Eq. (17.3).
Often a plane wave has a sinusoidal time dependence with some frequency
w. In this case it is convenient to use the complex notation:

E = Re(EOe—iwt-‘rikr-i-id)o) ; B = Re(BOe—iwt-‘rik‘r-‘ri(bo) , (176)

where Eg and By are the amplitudes of the wave, and k = nw/c is the wave
number. The wave propagates in the direction of k; the amplitude of the electric
and magnetic fields are £y = cBy. In general, Ey and B can be complex vectors
orthogonal to k, e.g., Eq = E(()T) —l—iE(()Z) with Egr) and Eéz) real. Purely real or
purely imaginary FEq correspond to a linear polarization of the wave; a complex
vector Ey describes an elliptical polarization.

The Poynting vector gives the energy flow in the wave

S=ExH=,2E2ncos*(wt + kr + o), (17.7)
Ho

(in this formula Ep is assumed real). The energy flows in the direction of
propagation k. Averaged over time energy flow, S, is

1 €0 2 1

2
n=_— = —
2V po 27y

E’n =
o=

Bin. (17.8)

In reality we never deal with exact plane waves. Such a wave would occupy
the whole space. The usefulness of the notion of the plane wave is that in many
cases the electromagnetic field looks like a plane wave locally in some limited
region. One of the important examples, which we will study in details later, is
radiation field at large distances from moving charges, see Fig. 17.1.

In some cases the approximation of the plane wave is enough, in others one
wants to understand deviations from the local plane wave approximation.

Another important aspect of sinusoidal plane waves is that an arbitrary solu-
tion of Maxwell’s equations in free space (without charges) can be represented
as a superposition of plane waves with various amplitudes and directions of
propagation.

Problem 17.1. At timet = 0 the electromagnetic field in free space is given
by functions Eo(r) and By(r) (note that V - Eg =V - Bg = 0). Find the field
at time t. [Hint: represent E(r,t) and B(r,t) as integrals over plane waves.]
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source of radiation .

local plane wave
here

local plane wave
. here

Figure 17.1: Approximation of local plane wave far from a radiated system of
charges.

Problem 17.2. A plane electromagnetic wave propagates at some angle
in a frame moving with velocity [c along the z axis. The magnitude of the
Poynting vector at some location in the wave is equal to S’. Show that in the
laboratory frame the magnitude of the Poynting at this location is given by the
following equation

S/
S = 20 = Boosf?’ (17.9)
where 0 is the angle between the direction of propagation in the lab frame and
the z axis.
Problem 17.3. Prove that the function u(r,t) = f(r — ct)/r where r is
the distance to the origin of the coordinate system, satisfies the scalar wave
equation 0%u/0x* + 0*u/0y* + 0*u/02* — (1/c?)0%u/0t? = 0, if r > 0.

17.2 Gaussian beams

In this section we consider another important example of electromagnetic field
in vacuum which is a little more complicated than a plane wave. The importance
of this example is that it is typically used for representation of laser beams. It
also introduces such an important concept as the Rayleigh length, which we will
later use in application to radiation processes.

We consider a parazial approximation for the electromagnetic field. This
means that the field is composed of plane waves propagating almost (but not
exactly) in the same direction.

We will use the wave equation (1.5) for the x component of the electric field
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(a linear polarization of the laser light)

OB, | 0°E, "B, 10°L,
Ox? Oy? 022 2 Ot?

=0, (17.10)

and assume
Ey(x,y,2,t) = u(z,y, z)e” Witk (17.11)

where u is a slow function of its arguments. More specifically, we require

<k. (17.12)

We will see from the result, that u also slowly varies in the transverse direc-
tions. Putting Eq. (17.11) into Eq. (17.10) and neglecting the second derivative
0?u/02? in comparison with kOu/dz gives

u 0%*u ou

@4'872;24-22]@‘5 =0. (17.13)

We will look for an axisymmetric solution to this equation that depends only

on p = +/x? + 4?2, that is u = u(p, z). We then have

10 0u ou
——p— +2ik—=0. 17.14
pﬁpp8p+ "oz ( )

Moreover, we will assume the following dependence of u on p and z:
u= 141(2')6"_“)(””2 , (17.15)

where A(z) and Q(z) are yet unknown function. We will see that @ has a
negative real part so that we will have an exponentially decaying field in radial
direction.

Substituting (17.15) into Eq. (17.14) yields

A/
4Q%p*u + 4Qu + 2ik (A +Q’p2> =0, (17.16)

where the prime denotes derivative with respect to z. Equating terms that do
not contain p and terms with p?, we obtain

20 +ikQ =0,
A/
2Q+ikZ =0. (17.17)

We solve the first equation with the result

1/wg
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where wy is a constant of integration which has dimension of length. We then
integrate the second of Eqs. (17.17) to get

Ey

Alz) = 1+ 2iz/kw3’

(17.19)

where Ej is another constant of integration which gives the amplitude of the
field.

We now introduce important geometrical parameters: the Rayleigh length
Zr and the angle 6:

kw? wWo 2
Z = 70 0 = == . 17.20
R 9 ZR kwo ( )
They can also be written as
~W
p \9
z
/\
Figure 17.2: Envelope of a Gaussian beam.
A A

where A = k=! = c/w. At z = 0 the radial dependence of u is oc e"’z/“’g,
hence the quantity wg gives the transverse size of the focal spot here. And if we
rewrite A = Eo/(1 +iz/ZR), we see that Zg is the characteristic length of the
focal region along the z axis.

We can now obtain a condition for the validity of the paraxial approximation.
Evaluating 9%u/0z? ~ u/Z% and kdu/0z ~ ku/Zr we see that in order to
neglect the second derivative we need to require Zr > A. From this condition
it follows that A <« wy < Zr and # < 1. The former implies that the size of
the focal spot wq is much larger than the reduced wavelength, and the latter
means that we use a small angle approximation. Locally, on scale of order of X,
a Gaussian beam can be considered as a plane wave, but on larger scales (wyg
transversely and Zg longitudinally) we see that the field varies.

The magnetic field in a Gaussian beam can be found, in the lowest order, by
using Eq. (17.4), where, in our case, n is directed along z, and hence, we have
the y component of the magnetic field

1
By =-E,. (17.22)
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Problem 17.4. Calculate the longitudinal electric field E, in the laser beam
using equation V - E = 0.

Problem 17.5. Show that the energy flux in the laser beam (the Poynting
vector integrated over the cross section of the beam) is equal to

T
Engg . (17.23)

Problem 17.6. A laser pulse has an energy of 1 J and duration 100 fs. It
is focused into a spot of radius 10 pm. Find the magnitude of the electric field
in the focus.

Problem 17.7. Expand the laser field over plane waves.

Let us now look at the field at large distance from the focus, z > Zr. At
this distance we can approximate

ik kw3
Q) ~ o - .

T2z 4227

A(z) = (17.24)
We see that the amplitude of the field dec2ay2s ;n ir;verse proportionality to the
distance z, and there is a radial profile e ¥ %0r" /42" given by the absolute value
of the exponential factor. There is also a correction to the phase factor, so that
the total phase is
kp?
=k —_—. 17.25
¢=kz+ o (17.25)
Note, that if we introduce the distance R from the focal point, R = /22 + p?
(see Fig. 17.3), then, at large z, R ~ z + p®/2z, and we see that the phase is
approximately equal to kR. This is a characteristic of a spherical wave, and
we conclude that at large distance a Gaussian beam is seen as a spherical wave
propagating from the center of the focus.

Figure 17.3: To the definition of R and p.



Lecture 18

Radiation and retarded
potentials

In this lecture, based on simple intuitive arguments we derive the Liénard-
Wiechert potentials that solve the problem of the electromagnetic field of a
point charge moving in free space.

18.1 Radiation field

Let us assume that a point charge was at rest until ¢ = 0, and then it is abruptly
accelerated and moves with a constant velocity v at t > 0, see Fig. 18.1a. How

v @ v ®

\/
Y

t t, t

Figure 18.1: The velocity versus time of an abruptly accelerated charge.

do electric field lines look like before and after the acceleration? Those pictures
are shown in Fig. 18.2. Before the acceleration we have the electrostatic field of
a charge at rest. After the acceleration, at time ¢, the field outside of the circle
of radius ct “does not know” that the charge has been moved. It is still the
same static field as it was at ¢ < 0. Inside the sphere of radius ct, the field is
restructured in such a way that it is now equal to the field of a moving charge
described by Egs. (15.3). In a thin spherical layer around the radius ct there
will be a transition region from one field to the other. At large distances from
the charge, the field in this layer becomes the radiation field.
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S

Y @ Yy |

Figure 18.2: Field lines before (a) and after (b) acceleration.

If the charge was moved twice, as shown in Fig. 18.1b, then the field lines at
time ¢ > t; would look like shown in Fig. 18.2—there will be two spheres, with
the radiation layers between them.

y, @ ®
-t,)
X

>

Figure 18.3: Field lines after two short acceleration phases (a) and continuous
radiation of spheres (b). The blue dots on figure (b) show the centers of the
circles.

One can now easily imagine that a constantly accelerating charge will be ra-
diating the spheres at each moment of time, and those spheres will be expanding
increasing their radii with the speed of light.

For a quantitative description of the radiation process, we first need to figure
out how to relate a point on such sphere to the time and position of the charge
when this particular sphere was radiated. This time is called the retarded time
and the position of the particle is the retarded position. If a particle’s orbit is
given by the vector-function r((¢), and we make an observation at time ¢ at
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point 7 in space, then the retarded time ¢, is determined from the equation
c(t — tret) = |1 — o (tret)] (18.1)

and the retarded position is 7 (twet). Note that both t.e and ro(tyet), for a
given orbit of the particle (determined by the function 7r(t)), are functions of
variables t and 7.

18.2 Retarded time and position for a particle
moving with constant velocity

We talked about radiation of spherical electromagnetic shells when a particle is
being accelerated. If acceleration becomes smaller and smaller, we approach the
limit of a particle moving with a constant velocity or standing still. We should
be able to think about such a particle as sending electromagnetic spheres all
the time. Let us see how this picture agrees with the calculated in Section 15.1
electromagnetic field of a moving charge.

tret t \_>/

[ -

Figure 18.4: Point charge moving with constant velocity along the z-axis.

Assume again that a point charge is moving with a constant velocity v along
the z axis, see Fig. 18.4. First we need to find t,e;. Using

ro = (0,0, vt) (18.2)
we square Eq. (18.1)
At = (z —v(t —t")? + 2?2 + 42, (18.3)

where t' =t —t.;. This is a quadratic equation for ¢ which can easily be solved.
It has two solutions, one of them is an advanced solution with ¢’ < 0, the other
one is our retarded solution with ¢ > 0. The advanced solution is discarded
because it does not satisfy the causality.

Problem 18.1. Find solutions of Eq. (18.3) and analyze them.

We will not try to analyze the solution of Eq. (18.3). Instead, we will rewrite
the equations for potentials (15.8) for a moving charge in a different form.

Let us first show that the quantity R in Eq. (15.4) is equal to

R=R(1-B-n)=R-B R, (18.4)
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where R = r — 1r¢(tret) and n = R/R. Taking square of (18.4) we have

R?=(R- 3 -R)?, (18.5)
or, using coordinates,
2 2
(z—ot)? + & ,:;y — (et — Bz — v(t — 1')))2, (18.6)

where we used R = ¢t/ and R, = 2z — v(t — t'). Substituting 22 + y? = *t/* —

(z —v(t —t))? from Eq. (18.3) we get
At? — (z—v(t—t))?
2
It is easy to check that the above equation is an identity. Hence, we proved Eq.

(18.4).

The potentials (15.8) for a particle moving with a constant velocity can now
be written as

(z —vt)? + = (ct' — Bz —v(t —1)))>. (18.7)

1 q Zo

_ _ q
¢747T60R(1—ﬂ~’n)’ A747T

R(1-B-n)’

Remember that R involves the retarded position of the particle. We can also
formally consider B as taken at the retarded time, because it does not depend
on time at all.

It turns out that in this new form the equations are valid for arbitrary motion
of a point charge, even when the charge is being accelerated.

B (18.8)

18.3 Liénard-Wiechert potentials

In the previous Section we “accidentally” derived the Liénard-Wiechert poten-
tials which describe electromagnetic field of an arbitrary moving particle. Those
equations are:

B q
o(r.1) = deg R(1 — By - M)’
Alr,t) = 20 WPrev (18.9)

B am R(l - ﬁret : n)

Here the particle’s velocity 8 should be taken at the retarded time, B, =
B(tret), and we remind that R = r —r((tet) is a vector drawn from the retarded
position of the particle to the observation point, and n is a unit vector in the
direction of R.

Remember that tyet = tret(7,t). Later we will need the partial derivative
Otret/Ot. This derivative can be calculated if we square both sides of Eq. (18.1)
and take the derivative with respect to time:

g(r — 70 (tret))? (18.10)

9 o 2 _
(t trct) - 8t

ac
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which gives

atre
—202(t_tret) ( att - 1)

=—-2(r— ro(tret))%
= —2(r— ro(tret))%iagr;t : (18.11)
From this equation we find
Oher ! (18.12)

ot B 1_/8ret'n'

This is exactly the factor that we see in the Liénard-Wiechert potentials.
Problem 18.2. Find OR/0t and VR. Show that

_.n
C(]' -—n: /Bret) .

The operator V here is understood as 0/0x + §0/0y + 20/0z.
Using equations for the fields (1.7) one can obtain formulas that express

the electric and magnetic fields of an arbitrary moving point charge (see. Eq.
(14.13) and (14.14) in [1]):

Viet = — (18.13)

E = q nfﬂrct + q n x {(nfﬂrct) Xﬁrct}
dmeg V2R2(1 — By - m)3  dmege R(1 -8, -n)3 ’
B=nxE, (18.14)

where 3,,, is the acceleration (normalized by the speed of light) taken at the
retarded time.

Problem 18.3. A point charge is at rest for t < 0. It is then uniformly
accelerated during time interval At with acceleration a, and moves with a con-
stant velocity v = aAt at t > At. Using the retarded potentials find the
electromagnetic field in space at t > At. Assume v < c.

18.4 Retarded potentials for an ensemble of par-
ticles

The Liénard-Wiechert potentials given by Eqgs. (18.9) are convenient for calcu-
lation of fields of a moving point charge. What if we are given a continuous time
dependent current and charge distribution p(r,t) and j(r,¢)? Can we integrate
the Liénard-Wiechert potentials over the space to obtain the result for such a
case?

Naively, one can think that to obtain the potential for a continuous distri-
bution one has to replace the charge q by an infinitesimal charge p(r’,t)d%r’ in



148

the elementary volume d>r’ and integrate over the space,

1 p(7r! tret )d3r’
47‘—60 |T - T"(l - /Bret : n) ’

(18.15)

where n = (r — 7')/|r — 7'|. This however, would be wrong. Indeed, if we
want, using Eq. (18.15), to recover the original Liénard-Wiechert potentials for
a point charge we need to do the integral with p(r,t) = ¢d(r — ro(t)). Let us
for simplicity assume that the particle moves along the z axis with offsets xg
and yg, then

5(r —roltret)) = 0(z — 20)d(y — ¥0)0(2 — 20(tret)) (18.16)

and B8 = (0,0, 8,). Calculating the integral (18.15) we have to remember that
tret 18 a function of z, so that

plr' tree)d®r” / 6(z" = x0)8(y" — 40)8(2" = 20(tret))

‘rir/|(17/6ret'n) B ‘rfrl|(175rct,znz)
Z — 20 tret))

dx'dy'dz’

dz
|7' 7'/‘ Bret znz) &' =z0,y" =Yo
_ q
|'rl - TO(tret)K Bret,znz)u - ’Uret,zatret/az/‘

- T
R(l - Bret,znz)2 ’

where we used the relation Ot,et/02’ = n, which is easy to check by differen-
tiating c(t — tyet) = |7 — 7| with respect to z’. We see that we have an extra
factor (1 — B, - ™) in comparison to Eq. (18.9). To correct for this factor we
have to start from the integrals that do not have this factor in the denominator

ot = o | R

(18.17)

4meg lr — 7/
Zy (7" tret) 3
A t B eat/ i 18.18
(') = 47rc/ |r — /| " ( )

These integrals are called the retarded potentials. They give the radiation field
in free space of a system of charges represented by continuous distribution of
charge density p and the current density 3.

That these are correct expression, can be verified by using the following
problem.

Problem 18.4. Verify that the Liénard-Wiechert potentials can now be
derived from the retarded potentials assuming p(r,t) = qo(r — ro(t)) and
j(r,t) = qu(t)d(r — ro(t)) with v = drg/dt.



Lecture 19

Scattering of
electromagnetic waves

In this Lecture we consider scattering of an electromagnetic wave on a free
charged particle—so called Thomson scattering. The scattering involves a ra-
diation reaction force, which keeps the energy balance in the process, while the
momentum balance is controlled by the light pressure effect. We also briefly dis-
cuss the inverse Compton scattering on a point charge moving with a relativistic
velocity.

19.1 Thomson scattering
Let us assume that an electron initially at rest is illuminated by a plane electro-

magnetic wave. This electron will start to oscillate in the wave and to radiate
electromagnetic field. We want to calculate this radiation.

Figure 19.1: Plane electromagnetic wave is incident on a charge at rest. Due to
oscillations of the charge in the incident wake, secondary waves will be radiated.
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First, we need to calculate the electron motion in the incident wave. We
will assume that this wave is weak, so that the electron velocity in the wave is
nonrelativistic. The field in the wave is given by Eq. (17.6). The equation of
motion for the electron is

m% _ qEOe—zwt+1k'r
(we assumed the phase ¢y = 0). The magnetic force in this equation is dropped
because it is much smaller than the electric force when v < ¢. We use a complex
notation here with the real part having the physical meaning. Assuming that
the electron is located near the origin of the coordinate system, r ~ 0, we will
drop the term ikr on the right-hand side of (19.1) (see explanation below)

dv

, (19.1)

moy = qEge ", (19.2)
Integration over time gives
v= %Eoe*iwt : (19.3)
and
I B S (19.4)
mw?

The condition v < ¢ implies that

qEo
mwe

<1, (19.5)

where we defined the parameter a which characterizes the strength of the elec-
tromagnetic field. This is a very important condition, which we will meet again
in a later lecture. Note that this condition also means that the amplitude of the
oscillations is much smaller than the reduced wave length, kr < 1, or

T A, (19.6)

where A = ¢/w = \/27, with X being the wavelength of the incident wave.
It is because of the smallness of the parameter kr we neglected the term ikr
in (19.1).

Problem 19.1. Prove that the ratio ¢Ey/mwc is a Lorentz invariant—it
does not change under the Lorentz transformation (in other words, it is the same
in any coordinate system moving relative to the laboratory reference frame).

Having calculated the electron motion, we can now find the radiation result-
ing from this motion. We need to calculate the vector potential Eq. (18.9). We
will make several simplifying assumptions. First, we neglect the Bpe¢n term in
the denominator because 8 < 1. Second, because we are considering radiation
at a large distance, much larger than the amplitude of the oscillations, we have
approximately R = r. Finally, we neglect the term r¢(tyet) in Eq. (18.1):

r
tret =t — —. 19.7
=t-1 (19.7)
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The result is

& qIB(tI'et)

4 T
Zyqu(t —7)
A er
_Zoy iq®

" dm mwer

A(r,t) =

Egeiwttikr, (19.8)

We are dealing here with a spherical electromagnetic wave, whose amplitude
decays with distance as 1/r.

Recall now what we talked about the local plane wave approximation at a
large distance from the source in Section 17.1. This is a situation where we
can apply this approximation and use Eqgs. (17.5) and (17.3) to calculate the
radiation fields. Eq. (17.5) gives

1 0A
B=—-——mnx—
cn ot
ZO q2 iwttik
= — E wiikr 19.9
47 mc2r x foe ( )

We see that radiation occurs at the frequency of the incident wave. The energy
flow in the radiation field is:

_ 1 2
S=_—|E?=—|B
2% | 2%"
Zy q4 2
= 3272 m2c2r2 [ Eol
Zy q4E§ .2
= 39,2 22,2 S 6, (19.10)

with the intensity of radiation

daz Zy 4"Ef
o Sr? = 39,2 m%g sin? 1) . (19.11)

Here the angle 1 is measured relative to the direction of the electric field in the
wave. The angular distribution is o sin® .

Integrating this power over the solid angle gives the total energy radiated
per unit time

dZ
IT= | —=dQ2
k-
ZO Q4Eg T .92 .
= 55,2 m202/0 sin“y - 27 siny dy

ZO 8w q4Eg
~ 3272 (3) m2c?’ (19.12)
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Figure 19.2: The angular distribution of the Thomson scattering. The electric
field is directed along the x axis.

What is the number of photons emitted per unit time?

N, = T
Zy q4E'§ 1
127 m2¢2 hw

1 ¢PE ¢
127eq m22u?’ he
L,

= za'wa, (19.13)

where a is defined by Eq. (19.5) and « is the fine structure constant

1 42 1
a= — .
4dmeg he 137

(19.14)

If we divide the radiated power by the average energy flow in the wave, we
obtain a quantity that has dimension of length squared. This quantity can be
interpreted as a scattering cross section, and is called the Thomson cross section

7z 1 \* 8rg* 8T o
= = = — 19.15
ot E2/22, <47T60> 3m2cd 30 ( )

where rq is the classical radius

1 g2
rg= ————. 19.16
0 4eq me? ( )
For electrons ro = 2.8 - 10713 cm.
In a later lecture we will need the intensity of the radiation written in the
spherical coordinate system, in which the wave propagates in the z direction and
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Figure 19.3: A spherical coordinate system. The wave propagates along the z
axis, and the electric field in the wave is directed along the x axis.

the electric field is directed along x. We introduce the polar angle # measured
relative to the z axis and the azimuthal angle ¢ measured in the x — y plane,
see Fig. 19.3. In this coordinate system

n = (sin cos ¢, sin O sin ¢, cos 0) , (19.17)
and with Ey = (Ey,0,0) we find
|n x Eo|? = E2(1 — sin® 6 cos® ¢) . (19.18)
Eq. (19.11) takes the form
g 2y B2
dQ 3272 m2c?

Problem 19.2. Prove Eq. (19.18).

Problem 19.3. Consider scattering of an electromagnetic wave on a charge
q that is attached to an immobile point through a spring, and can oscillate with
the frequency wg. Find the scattering cross section as a function of frequency
of the incident wave w.

(1 —sin? @ cos? p). (19.19)

19.2 Radiation reaction force

Because the charge is losing energy on radiation, it should feel a force that,
on average, works against the velocity, as a friction force. Indeed, such a force
exists, and is called the radiation reaction force. Let us calculate this force f,.,.
using the energy balance equation

—(frr-v) =1, (19.20)
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where the angular brackets indicate averaging over time. We take the expression
for the velocity Eq. (19.3) in real form

v="L Eysinwt, (19.21)
mw

and assume that f,,. is in the direction of the velocity and is in phase with it

fo=—Av. (19.22)
We then have
vy = La(1B0Y (19.23)
" 20 \nw ) '
Equating this expression to I given by Eq. (19.12), we find
7y ¢Pw?
A=—— 19.24
6m 2 ( )
and the force is
2o q2w2 1 q2 .. 2rom ..
__“0 - Ip=-2" 19.25
Frr 6m 2 6meg €3 v 3 ¢ v ( )

The last expression, as it turns out, is more general than our derivation assumes—
it is valid for arbitrary nonrelativistic motion of a point charge.

As we emphasized above, the radiation reaction force is responsible for the
energy balance in the radiation process. There are some subtle issues in the full
derivation of this force, which we do not touch here (the details can be found in
Refs. [1,17]). The force is however real, and absolutely vital for understanding
the effect of the radiation on particle’s dynamics. In Lecture 24 we will consider
this force in case of synchrotron radiation of a relativistic particle.

19.3 Light pressure

Let us take a quantum look at the Thomson scattering. The photons of the
incident wave within the Thomson cross section are scattered off in different
directions. The incident photons carry momentum in the direction of k, that is
the direction of the wave propagation. Because the scattered photons are equally
distributed between the forward and backward directions and, on average, their
total momentum is zero. Hence the recoil momentum is transferred to the
scatterer, which means that there is a force exerted on the charge in the direction
of the wave propagation. Let us calculate this force.

The calculation is very easy to do using the quantum language. The power
T given by Eq. (19.12) is the energy of photons scattered per unit time. The
ratio of the energy to momentum for each photon is ¢, and dividing Z by ¢ we
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get the momentum scattered per unit time. This momentum is the force fi, in
the longitudinal direction

T E2
= —_—— . 19-26
fw =72 =057 (19.26)

Let us now give a classical derivation of this force. First, we need to modify
the equation of motion (19.2) by adding on the right-hand side the radiation
reaction force

m— = qEpe” ™"+ - —— —— . (19.27)
With this modification, the solution Eq. (19.3) should also be corrected
v=—L Eoe @t 4 v, (19.28)
mw

where the last term on the right-hand side is a correction. We expect that the
correction is small and neglect d?v;/dt? in Eq. (19.27), which gives
dvq 2 iqrow

- —iwt
me 3 . Eye . (19.29)

The solution of this equation is

2qro .,
v = *7E0€ wi .

19.
3 e (19.30)

The final step is to calculate the average over time magnetic force qv; x B which
arises from the cross product of the velocity v, and the magnetic field in the
wave B = (k/ck) x Eqe™“!. To average the force, we have to take the real
parts of v; and B, with the result

_1¢*r0Ed k
T3 me? k

¢{Revy x ReB) = - ———-FEg x k x Ej

ar (19.31)

We see that this force is along the direction of the wave propagation. It is easy
to check that it is exactly equal to the expression given by Eq. (19.26).
Problem 19.4. In the derivation above we neglected the term qu X B where
v is given by the real part of Eq. (19.3). Show that (v x B) = 0.
Problem 19.5. Estimate the pressure of the solar light on the surface of
the Earth. The solar radiation power is about 1 kW/m?.

19.4 Inverse Compton scattering

Let us now assume that the scattering electron is moving with a relativistic
velocity v (v > 1) in the z direction and denote the incident wave frequency
by wg. We make the Lorentz transformation from the lab frame to the beam
frame. First we need to calculate the frequency w’ of the incident wave in the
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Figure 19.4: Inverse Compton scattering off a moving charge.

beam frame using the Lorentz transformation. We will use Eq. (13.18) in which
0=

W = 2qwp . (19.32)

This is the frequency of the scattered radiation in the beam frame. To transform
it to the lab frame we will assume small angles 6 and use Eq. (13.19) again
4y°wo
We see that there is a spectrum of frequencies with the maximum frequency
equal to 4v2wy. Roughly, the frequencies of this order propagate within a small
angle
1
0~ —. (19.34)
v

We know that in the beam frame the photons are radiated more or less
in all directions. The angles in the lab frame 6 are related to the angles in
the lab frame with Eq. (13.15). This equation tells us that almost all photons
propagate within the angle 1/~ in the direction of the beam motion. The number
of photons will be the same as in the beam frame, but their energy in the lab
frame is much larger in case v > 1.

Problem 19.6. R. Ruth and Z. Huang proposed to use Thomson scattering
in a compact electron ring as a source of intense X-ray radiation (PRL, 80, 976,
(1998)). The electron energy in the ring is 8 MeV, the number of electron in the
bunch is 1.1-10'°, the laser energy is 20 m.J, the laser pulse length is 1 mm, and
the laser is focused to the spot size 25 micron. Estimate the number of photons
from a single collision of the laser pulse with the electron beam.



Lecture 20

Synchrotron radiation

We will consider a relativistic point charge (v > 1) moving in a circular orbit
of radius p. Our goal is to calculate the synchrotron radiation of this charge.
Using the Liénard-Wiechert potentials we first find the fields at a large distance
from the charge in the plane of the orbit. We then discuss properties of the
synchrotron radiation using a more general result for the angular dependence
of the spectral intensity of the radiation.

20.1 Synchrotron radiation pulses in the plane
of the orbit

The layout for our calculation is shown in Fig. 20.1. An observer is located
at point O in the plane of the orbit in the far zone. The observer will see a
periodic sequence of pulses of electromagnetic radiation with the period equal
to the revolution period of the particle around the ring. Each pulse is emitted
from the region x ~ z = 0.

X

wT

Figure 20.1: A schematic showing the particle’s orbit and the observation
point. The y axis is directed out of the page.
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Radiation is the electromagnetic field at a large distance from the particle,
and in Eq. (18.9) we can replace R in the denominator by r—the distance
from the observation point to the origin of the coordinate system (where the
observation line touches the circle):

Zoq ﬁ(trct)

A e T Bl

(20.1)

We will also use the fact that in the far zone the radiation field can locally be
represented by a plane wave, and according to Eq. (17.5) the magnetic field can
be found from the vector potential:

B=—"2x—"= (20.2)

where we replaced n by the unit vector in the z direction.

Let us denote the retarded time by 7, so that R(7) = ¢(t—7). We will choose
the zero time in such a way that at t = 0 the particle is located at the origin of
our coordinate system, then the position of the particle at time 7 is characterized
by the angle w,7, as shown in Fig. 20.1, with w, = B¢/p the angular revolution
frequency of the particle. We approximately have R = r — psinw, T, or

r—psinw,T=c(t—7). (20.3)

In what follows we will use the dimensionless variable £, £ = 1¢/p =~ w,7. We
have

ct —r = pl§ —sin(BE)] . (20.4)
We also have

Bz = —fBsin(w,7) = —Bsin(BE),
B. = B cos(w,7) = Beos(BE) . (20.5)

As follows from Eq. (20.1) the 2 component of A is

_Zw B Z Bsin(F9)
C o drr1—p. dwrl—Beos(BE)

(20.6)

Because the vector potential A has only z and z components, it follows from
Eq. (20.2) that B is directed along y with

04, 0A,)0¢
By =~ =~ (20.7)

The function ¢(§) is given by Eq. (20.4) and A,(§) is determined by Egs. (20.6)
and (20.5). We now assume that only a small fraction of the particle’s trajectory
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contributes to the shape of the electromagnetic pulse, £ < 1. We then expand
the trigonometric functions

. 1
sin(8¢) ~ € — <€,
€ sin(BE) ~ £(1 - B) + €0~ g+ €
— sin ~ — & — -
6 272> 6
1
cos(5¢) ~ 1 - 567
1 - Beos(BE) ~ 1 - Bt €~ o5 4 o€ (208)
cos ~ 3¢ FaE tat )
Substituting these expressions into Eqgs. (20.4) and (20.6) gives
Zoq 26 r pf 1 1.4
Ap = ————"— t=-+-| ==&+ = , 20.
4y 42 4 €2 ¢t 272£+6f (209)
with the magnetic field

7 —2 _ ¢2
B, = iqziig . (20.10)
mrp (62 +772)
Let us introduce the dimensionless time variable t = (v3¢/p)(t — r/c) and
the dimensionless magnetic field B = (7rp/Zoqy*) By. 1t is easy to see that the

dependence B(f) is given by the following implicit relations
1-¢? 1 1

GESER t= 5c+6<3, (20.11)

B =
where ¢ = £. The plot of the function B(#) is shown in Fig. 20.2. We see from
this plot that the characteristic width of the pulse At ~ 1, which means that
the duration of the pulse in physical units

P
At ~ — . 20.12
L (2012

The spectrum of frequencies presented in the radiation is Aw ~ ¢y®/p. In the
next section we will study this spectrum in more detail.
Problem 20.1. Find asymptotic dependence B, (t) for |t —r/c| > p/cy>.
Problem 20.2. Prove that the area under the curve B, (t) is equal to zero

(that is [/~ B,(t)dt =0).

20.2 Fourier transformation of the radiation field
and the radiated power

We will now calculate the energy radiated in unit solid angle df2 in the z-z
plane. This energy is given by the product of the Poynting vector S with the
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Figure 20.2: The radiation pulse of the electromagnetic field in dimensionless
variables.

distance squared integrated over time:

o] 027,,2 o]
r? / dtS(t) = = dtB,(t)?. (20.13)
—00 0 —00

In the last equation we used the relation E = ¢B and the fact that in a plane
wave the electric and magnetic fields are perpendicular to each other.

We come to the notion of the spectrum of radiation if we take the Fourier
transform of the field and represent the radiated energy as an integral over the
frequencies w. From Fourier analysis we know (a so called Parseval’s theorem)

o0 1 oo -
[y = o [ dulBy )P

—0Q0

L[>~ -
:f/ dw|B,(w)[?, (20.14)
™ Jo
where
By(w) = / dtB,(t)e™" . (20.15)

We introduce the energy radiated per unit frequency interval per unit solid angle
as

W r?c® - 9
dwdQ TZO|By(W)| ) (20.16)

so that the total energy radiated per unit solid angle can be represented as
aw [~ d d*w

. Ly 20.1
a )y “dwdn (20.17)
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To calculate By (w) it is convenient to start from Eq. (20.7) that in Fourier
representation becomes

cBy(w) = iwA,(w). (20.18)

We can use Egs. (20.9) to find the Fourier component of A,
Ay (w) :/ A (t)e™tat

dt
zwt & =
= [ A0 feas

_ _@Beiwr/c/ geiwn/20(777E+€Y/3) ge (20.19)
drr ¢ 0o

Introducing the new variable ( = £+ and the critical frequency

3cy?

c = ; 20.20
w 2% ( )
we find
5 Zoq P 3w
A (w) = e/ 20.21
() "ty cy? dw, )’ (20.21)
where

Fl(x _Im/ et (¢ /3)dC— 7 K3 (%f) 7 (20.22)

with Kj5/3 the MacDonald function. Note that the real part of the integral in
Eq. (20.22) is equal to zero because of the symmetry of the integrand.
This gives the spectrum of the radiation

PW @ Zo pon2 (1N L, [ w
dwdQ 1273 (?) (72) Kys (2%> . (20.23)

20.3 Synchrotron radiation for v # 0.

In a more general case of radiation at an angle 1 # 0 (see Fig. 20.3 for the
layout) the calculation is more involved and we will not try to reproduce it here.
However, for the reference purposes, we will summarize some of the results of
this general case.

A more general formula valid for ¢ # 0 is

d*w 27 2 /1 2
dwdﬂzzgﬂg (%) (,Ygﬂﬁ) [Km(c) 1772 wﬂ/ﬁ K7/3(0)| » (20.24)
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Figure 20.3: The particle’s orbit and the coordinate system.

where

_ep (1, 2)Y 20.25
C?.c<fy2+w> . (20.25)

This result was obtained by J. Schwinger in 1949. Setting ¢ = 0 we recover
Eq. (20.23).

The two terms in the square brackets correspond to different polarizations
of the radiation. The first one is the so called o-mode, it has polarization with
nonzero E, and B,. The second one has the polarization with the electric field
E, and the magnetic field B,; it is called the 7 mode. The angular distribution
of intensity for these two modes in shown in Fig. 20.4.
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Figure 20.4: Intensity of 7 and ¢ modes.

Problem 20.3. Simplify Eq. (20.24) in the limit ¢ > 1/~v. Make a plot of
the quantity w=2/3d*W/(dwdSY) versus the quantity wpi®/c. Infer from these
equations that the angular spread of the radiation at frequency w < w, is of

order of (c/wp)'/3.
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20.4 Integral characteristic of synchrotron radi-
ation

From Eq. (20.24) we see that the radiation is localized at small angles ¢ (un-
less we go to the frequencies of the order of the revolution frequency ¢/p). To
find total radiated spectral energy dW/dw over one revolution, we have to inte-
grate (20.24) over the solid angle Q. As illustrated in Fig. 20.5 this integration,

Figure 20.5: Synchrotron radiation “fan” from a circular orbit shown as a small
circle at the center. Radiation travels tangentially to the orbit and is detected
on a remote surface shown in blue.

in addition to integration over the angle 1 should include integration over the
angle 6,

dw 2w 2 2w 2w
dw W aa =), ¥ /_ W = /_ W (20:20)

where the integration over v is extended from minus to plus infinity because
the function (20.24) is localized in the region of small values of ¥. The result is

2
dW _ 2mp a%c g <°"> , (20.27)

dw c 9mp

We
where
27{E2 > 2\ 2
T 72 T
X [K§/3 (5(1 + 72)3/2) + ekl (5(1 + 72)3/2)} . (20.28)

This function is shown in Fig. 20.6. The function S is normalized to one:
fOOO dxS(z) = 1. One can show that the function S can also be written as

S(x) = 98?90 /OO Ks/3(y)dy . (20.29)
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wlwe

Figure 20.6: S function.

For small and large values of the argument we have the asymptotic expressions

27 V3 5
5= %%F (3> ', r <1 (20.302)
9 [3 .
S = 3 2—\/56 \ > 1. (20.30b)
™

Integrating dW/dw over all frequencies, we will find the total energy W
radiated in one revolution
* AW 2mp ¢PyZyce

W, = dw—— . 20.31
" 0 Yl c 97p we ( )

The radiation power (energy radiation per unit time) by a single electron is

W, Zoch'yw _ Zoc? gyt _ 2romc2yte

P c 67 p? 3p?

= = 20.32
27p/c 9mp (20.32)

If we divide Eq. (20.24) by fiw we find the number of photons per unit interval
of frequencies in the unit solid angle

&N, 27, 2 2 2
oo P () (S0 K360+ oKl

dwdQ — 12m3hw \ ¢ 1/72 + 42
3 ay? [(w 2
- RT (Wc) F(fv’ﬂ/})v (2033)
with
2
Plen) = (1449 [0+ Tsktp@] . 203
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What we calculated above is the number of photons radiated by a single
electron during passage through the point x = 0, y = 0 on the orbit. If the
current in the accelerator is I., then the number of photons per unit time will
be equal to the above quantity multiplied by the number of electron passing per
unit time, I./q. Hence the photon flux is

dwdQ 472 ¢ w

We

" 2
dZNph _ 3 Ic 0/72 <w) F(§7'}/¢) ) (2035)

20.5 Quantum fluctuations and energy spread of
the beam

Radiation takes away the energy from particles. If this energy is not replen-
ished, the particles would slow down. To keep the particles’ energy constant in
electron and positron machines, one uses RF cavities that accelerate the beam
and compensate for the energy loss due to radiation.

Problem 20.4. Calculate RF power needed to compensate the synchrotron
radiation in the High Energy Ring of PEP-II.

The process of energy loss due to synchrotron radiation is perfectly well
described by classical electrodynamics. There is, however, one important for
accelerator physics effect, which is purely quantum. This effect determines the
energy spread in electron and positron beams in circular machines. If is called
the quantum fluctuations in synchrotron radiation.

We already discussed that radiation, in quantum language, is emission of
photons. Eq. (20.33) gives the spectrum of emitted photons. More precisely,
Ny, is the averaged number of photons. The actual number of photons would
fluctuate from one electron to the other.

Let us now calculate fluctuations of the energy loss AE due to synchrotron
radiation. There are two sources of fluctuations. One is that even if electron
would radiate the same number of photons each time it passes through the
magnet, those would be photons of different frequency w (because there is a
spectrum of radiation), and the total energy of all photon would fluctuate. In
addition, the number of photons fluctuates as well.

First, we take into account the fluctuation of the number of photons. The
only piece of information that we need from the quantum theory is the notion
that radiated photons are randomly distributed in time with the Poisson distri-
bution. More precisely, if we know the average number of emitted photons 7,
then the probability that in a particular process there will be radiated n photons
is

p(n) = . (20.36)

Let’s say that an electron passes through a dipole magnet and radiates n
photons. For the sake of simplicity we will assume that all photons have the
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Figure 20.7: Poisson distributions for n = 0.1, 1, 10.

same frequency w. Then the energy loss is
AFE =nhw. (20.37)

The number n is a random number here, it will vary somewhat from one electron
to another. Fluctuations are characterized by the variance

(AE — (AE))?
= (AFE?) — (AE)? = i*w?(n? — 7?), (20.38)

where the angular brackets here denote averaging over the number of photons,
and (n) = i, (n?) = n2. It is easy to calculate the variance for the Poisson
process,

n2 —n?

=n. (20.39)
Using this relation, we see that Eq. (20.38) reduces to
(AE?) — (AE)? = nhw?. (20.40)

The average number of photons in this formula, 7 can be found from classical
calculations.

Now, we take into account that we have a continuous spectrum of radiation.
In this case, we can talk about n, which multiplied by dw gives the average
number of photons in the frequency interval dw. The generalization of Eq.
(20.40) is

(AE?) — (AE)? = / dwn,h?w? . (20.41)

Note that the quantity n,hw is equal to the energy radiated into the spectral
interval dw, and hence is equal to the quantity dW/dw.
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We can now give a crude estimate of the energy spread induced in the beam
in a circular accelerator due to quantum fluctuations. It is determined by the
fluctuations of the number of photons emitted by the particle during the time
needed to lose all its energy, ny = E/hw., where w. ~ v3c/p is the critical
frequency. This number fluctuates, so that Any ~ | /. Accordingly the energy
spread of particle in the bunch is

AE ~ hweAng ~ \/Ehwe ~ 74 e (20.42)
p

where A. = h/mc is the Compton length.
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Lecture 21

Undulator radiation

Undulator and wigglers are widely used in modern accelerator-based light sources.
We derive the properties of the undulator radiation using the solution of the
Thomson scattering problem from Lecture 19.

21.1 Undulators and wigglers

An plane undulator is shown in Fig. 21.1. The magnetic field in the undulator

north pole

11111111111

south pole

A

u

Figure 21.1: Magnetic field in a plane undulator.

is given by
B,(z) = Bocoskyz, (21.1)
with the undulator period A\, = 27 /k,. The undulator is characterized by the
amplitude magnetic field By, the period A, and the number of periods N,,.
First, we need to find the beam orbit inside the undulator. We assume that

a relativistic beam propagates along the z axis with velocity v. The equation of
motion in the horizontal plane is

d*z
mY s = —quBgcoskyz

~ —qcBy cos k¢t , (21.2)
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where we used the approximation z &~ vt = ct. The solution is

T = 4Bo cos k,ct = 4Bo
myk2e myk2e

cos kyz . (21.3)

This is a sinusoidal orbit with the maximum deflection angle

dx _ 4B
dz N

max

. 21.4
mykyc ( )

Comparing this angle with y~!
K

we introduce an important undulator parameter

_ 4B
k,mc

= 0.934\, [cm]By[Tesla] (21.5)

where we used the value of the electron mass for m. An undulator usually means
K <1, and a device with large K is called a wiggler.

Since we found above the orbit in an undulator, we could calculate the ra-
diation using the retarded potential formalism, as we did for the synchrotron
radiation. We, however, will use a different approach, and calculate the spec-
trum of the radiation by applying the Lorentz transformation to the solution of
the Thomson scattering problem considered in Lecture 19.

21.2 Undulator radiation for K < 1

Let us consider a long undulator with K < 1 and a large number of periods, and
neglect the effects associated with the entrance to and exit from the undulator.
When a particle is moving inside the undulator, we transform to the moving
frame of reference and use prime to denote quantities in this frame.

First, we need to find what is the electromagnetic field of the “flying” un-
dulator in the particle frame where the undulator is moving in the negative
direction of the z axis with velocity v = (0,0, —v). We have

z2=7(2 — Bet’) =y(z' —ct'). (21.6)
Using the Lorentz transformation for the field, and assuming v > 1, we find

E! = yvBgcosk,z ~ ycBg cos kyy(2 — ct'),
By, = yBy cos kyz = yBg cos k,y(2" — ct’) . (21.7)

This is the field of a plane electromagnetic wave moving in the negative z direc-
tion with the frequency w’ = vk, c and the field v times larger than the lab field
of the undulator. Under the influence of this field the electron starts to radiate,
and this is the problem of Thomson scattering that we studied in Lecture 19.
Note that the quantity a in Eq. (19.5), where Ey = y¢By and w — w’ = vk, is
exactly equal to the undulator parameter (21.5). To be able to use our solution
from Lecture 19 that we obtained in the limit ¢ < 1, we have required K < 1.
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The intensity of the radiation is given by Eq. (19.19), which we rewrite here
using the new notation
dP'"  Zy q¢*y?B?
ay  32w2  m?
We now need to translate the quantities dP’, d€¥, ¢’, as well w’ into the lab
frame. Eq. (13.16) gives

(1 —sin® 6’ cos? ¢) . (21.8)

sin 0 20y
(1 —Bcosh)  1+~202°

sing = (21.9)
where we assumed that § < 1 and expanded cos@ ~ 1 —62/2, and used 1 — 3 ~
1/272. Eq. (13.19) gives

2w’ 2v2kyc
~ = . 21.10
YT T 1120 ( )

The maximum frequency goes in the forward direction, # = 0, and is equal to
wo = 2w’ = 2v%kyc. (21.11)
The differential of the solid angle is transformed like the following

dQY = sin(6')do’ d¢
= |dcos(0)|d¢. (21.12)

Using Eq. (13.16) we find

dsy L5 eos(@)ldo ~ —2_aq 21.13
*HTG)Q\ COS()|¢~W : (21.13)
Finally, we need to transform the differential dP’ which is the radiated energy
of the electromagnetic field per unit time dP’ = dE’/dt’. We know how to
transform time, dt’ = dt/y. To transform energy we consider radiation as a
collection of photons. In quantum language the energy of a photon is Aw, and
the number of photons is the same in any reference frame. Hence the energy is
transformed as the frequency, dE' = Npphiw' = dE(w’/w). We now have

dp  dE
dQ  dQdt

_dE w1 42

T ddY W' (14 4262)2

P
T Y (1+1262)
ZO q4'YQB(2) 49272 ) 8’}/2
= 11— ————-=cos ¢ 55 a
3272 m?2 (1 +,-Y292)2 (1 +72Q2)3

_ Zo ¢"v*Bi (14 726%)% — 46242 cos® ¢
T 4n2 m2 (1 + ,},292)5 ’

(21.14)
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Remember that to each angle 6 corresponds a particular energy given by Eq.
(21.10). We can take this into account formally introducing the spectral power
of radiation dP/dQddw

dpP d735< 2v%kyc >

A s (- SR 21.15
dQdw — dQ°\" T 11202 (21.15)

where the delta functions indicates an infinitely narrow spectrum at each angle.
Integration of dP/dddw over frequencies gives us the angular distribution of the
power dP/d). Of course, the delta function spectrum here is due to the fact that
we neglect the finite time of flight through the undulator (actually, considering
the undulator infinitely long). Taking into account the finite length, as we will
see in the next section, introduces a non-zero width of the spectrum.

To find the energy radiated per unit time we integrate this equation over §2
(we use sinf =~ 0)

d [e's) 21 d
Poz/—Psz/ 0ao [ dp?L
0

) T
Zy ¢*v*B§
= — 21.16
120 m? ( )
where we used [°(1 4+ 2?)(1 + 2)"®dz = L. If we replace in this expression

the square of the amplitude of the magnetic field B2 by the averaged over
length (B?), B2 — 2(B?) and compare it with the intensity of the synchrotron
radiation (20.32) (remembering that p = yme/qB), we find that they are equal.
Hence the radiated power from the undulator, per unit time, is equal to the
radiated power from a bending magnet with the same averaged square of the
magnetic field.

Problem 21.1. Integrate Eq. (21.14) over ¢ and find dZ/df. Using the
relation (21.10) between the frequency and the angle show that the intensity of
the radiation per unit frequency is

2
dp:?’%“’(Q(“) —2(w)+1>, (21.17)
dw wo Wo wo wo

for w < wy and zero for w > wgy. The plot of this function is shown in Fig. 21.2.

21.3 Effects of finite length of the undulator

Taking now into account the finite length of the undulator, we will assume that
the number of periods in the undulator N, is large, N, > 1. As was pointed out
in the previous section, the finite number of periods in the undulator results in a
non-zero width of the spectrum of the radiation. The shape of the spectrum can
be rather easily established if one looks at the time dependence of the electric
field in the radiation pulse. An example of such pulse is shown in Fig. 21.3.
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Figure 21.2: The spectrum of the undulator radiation given by Eq. (21.17).
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Figure 21.3: Electric field versus time (in arbitrary units) for an undulator
radiation with N, = 10, K = 0.1 and v = 10.

One can see that the pulse in this case is a piece of a sinusoidal function with
the number of oscillations equal to the number of periods in the undulator. As
is well known, the spectrum of a truncated sinusoidal pulse is given by the sinc
function which has a width in relative frequency of the order of 1/N,. It is
not surprising that the delta function in (21.15) is now replaced the the square
(because the power is proportional to the electric field squared) of the sinc
function:

dP djsin(ﬂNqu/wl(G))2

= 21.18
dQdw  dQ m2N,AW?/w(0) ( )
where Aw = w — wy(#) and we introduced the notation
272k, c
0) = ———. 21.19
wl( ) 1 +,7292 ( )

The total energy radiation from the length of the undulator is obtained by
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multiplying the power by the time of flight, equal, for a relativistic particle, to
L, /c where L, = 27N, /k, is the length of the undulator.

21.4 Wiggler radiation for K 2> 1

In principle, undulator radiation for large K can be derived using the same
approach as for K <« 1 case—the Lorentz transformation from the particle’s
frame. However, calculations become much more involved in the limit K 2 1.
We limit our discussion here by some simple observations of several characteristic
feature of the radiation in this case.

First, we need to calculate the averaged velocity v, of the particle along the
z-axis when K is not small. This is the velocity of reference frame in which
the particle, on average, remains at rest. The z velocity can be found from Eq.
(21.3)

d K
— ch - 776 sin(kyct) , (21.20)

Uz

which gives

2 K2
v, = /0E — 02 A (1 - 2”12) —0 (1 - 22sin2(kuct)> . (21.21)
c Y

Averaging over time, we obtain
K2

When we make the Lorentz transformation we now need to use this velocity.
Assuming K < v, we see that it is still close to the speed of light, but the
gamma factor corresponding to this velocity might be very different from the
original ~:

1 02 K2\1 /2 02 K2\ V2
Vo= ==l 5|13 Hll-—5+55
Ji-we 2\ @y
1 K2\ Y2
- <2 n 2) SRS S— (21.23)

v 2y V1+K2/2
In the frequency dependence in this case given by (21.10) we need to replace ~
by v, with the result

272k, c 272k, c
= z = . 21.24
v 1+72602 14 K?2/24~262 ( )
In particular, for = 0, that is on the axis,
2k cy?
wo o (21.25)

T 1+ K22
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Figure 21.4: Electric field versus time (in arbitrary units) for an undulator
radiation with K = 1 (left panel) and K = 4 (right panel). The undulator has
10 periods, the relativistic factor is v = 10.
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Figure 21.5: Undulator spectrum for K = 4 on the axis (in the limit N, > 1).
The frequency wy is given by Eq. (21.25).

This, however, is not the maximal frequency of the radiation as it used to be
in the case K < 1. The reason for that is illustrated by Fig. 21.4. One can
see that increasing the value of K makes each spike of the electric field narrow
which leads to rich content of high harmonics in the radiation spectrum. Indeed,
Fig. 21.5 shows the undulator spectrum on the axis in the case K = 4.

More details on the undulator (and synchrotron) radiation can be found in
Ref. [18].
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Lecture 22

Transition and diffraction
radiation

Transition radiation occurs when a moving charged particle crosses a boundary
of two media with different electrodynamic properties. In its simplest form,
most often used in the experiment, transition radiation is generated by sending
a beam through a metallic foil. In this lecture we derive the spectrum and
angular distribution of the transition radiation for the normal incidence of the
particle. We also discuss radiation generated by the beam when passing through
a hole in a metal foil—a so called diffraction radiation.

22.1 Transition radiation
We will calculate the transition radiation for the case when a point charge

hits a plane metal surface moving with a constant velocity v in the direction
perpendicular to the surface as shown in Fig. 22.1a. We choose the coordinate

Figure 22.1: A charge moving perpendicular to the metal surface and the image
charge.
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system with the origin located at the entrance to the metal in such a way that
the particle is moving along the z axis in positive direction. The metal occupies
the region z > 0 and the plane z = 0 coincides with the surface of the metal.

Assuming perfect conductivity of the metal, in order to find the electro-
magnetic field in the system, we need to solve Maxwell’s equations with the
boundary condition of zero tangential electric field on the surface of the metal.
However, for this particular problem, one can avoid solving Maxwell’s equation
by invoking the method of image charges. The method is based on replacement
of the metal with an image charge of an opposite sign, moving with the velocity
v in the opposite direction, as shown in Fig. 22.1b. In what follows we will mark
the original charge ¢ by index 1, and the image charge —qg by index 2. It is easy
to verify that in this case the boundary conditions E, = E, = 0 in the plane
z = 0 are satisfied automatically. The charges move until they collide at point
O at time ¢t = 0, where they annihilate. At time ¢ > 0 there are no charges in
the system.

While we assume that the metal occupies the half-space z > 0, we would
obtain the same result in the case of a metal slab, h > z > 0, where h is the
thickness of the slab. This follows from the fact that the boundary condition for
the electric field remains the same no matter how thick the slab is (of course,
assuming perfect conductivity of the metal).

The trajectories of particles 1 and 2 for ¢ < 0 are given by 71(¢t) = (0,0, vt)
and 7r3(t) = (0,0, —vt) respectively. We also need to define the retarded times

¢ ¢2) They satisfy equations c(t—t(l)) = \R—rl(t(l))|

ret ret * ret ret,

and c(t — t(2)) =|R— 7’2(t£32)| correspondingly (see (18.1)), again for tgt) <0

ret

and %) < 0. Note that the moment ¢}) = t(zz = 0 corresponds to t = R/c; we

ret ret re
will use this observation below.

As always, to calculate the radiation, we need to find the vector potential
A at the observation point. It is easy to do this in our case: for tﬁé@ < 0 and

2 (1)'> 0 and

ret ret
tgg > 0, when there are no charges in the system, A = 0. As noted above

tret = 0 corresponds to t = R/c, hence, for t < R/c we can use Eq. (18.8)

_ % g ~ (-9) R
G (ﬁm(tﬁiz)(l—ﬁ-nl) + mm(ti@)(lw-m))h(c t> ’

for both particles, and

< 0 this is the potential corresponding to two charges, and for ¢

(22.1)
where h is the step function, and
Ri(t) =/ (z —vt)? + a2 + 42,
Ro(t) = /(2 + vt)2 + 22 4 32. (22.2)

Since we observe radiation at large distance from the metal, we can neglect the
difference between n, and no and assume that they both are equal to the unit
vector n directed from the origin of the coordinate system to the observation
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point. The magnetic field of the radiation is given by

1 0A
B=—- — 22.3
"t o (223)
(see Eq. (19.9)). When we differentiate Eq. (22.1) with respect to time, we
only need to differentiate the function h—differentiating Ry and R would give
a field that decays faster than 1/R (this would actually be the static fields of
the moving charges). The result is

_vag (R ! ! .
B= 47 06(0 t) (Rl(O)(1+ﬂcosﬁ) + Rg(O)(lﬂCOSG)) X[;’Q 5

where the angle 6 is defined in Fig. 22.1. Because of the the delta function
factor, the values of Ry and Ry in this equation are taken at the retarded time
tret = 0:

R1(0) = Re(0) =22+ 224+ y2 =R, (22.5)

which gives

Zy 2q R n x 3
B=——4——-t] ————. 22.6
47 Re (c )l—ﬁQCOSQG (226)

We see that the radiation field is an infinitely thin spherical shell propagating
from the point of entrance to the metal. Since the Fourier transform of the delta
function is a constant, we conclude that the spectrum of the radiation does not
depend on frequency.

Problem 22.1. Draw a picture of field lines at time t > 0.

The spectrum of radiation is given by Eq. (20.16) with

5 e ) Zo 2qein/c n x /8
B(w) = dtB(t)e™! = = . 22.7
() /_Oo (B)e 4t Rec 1-— [32cos?0 ( )
For the angular distribution of the spectral power we have
d2 2R2 ~ 7 2 2 2 0
W R pp = Bt Sl (228)
dwdQ) w27 473 (1 — % cos? )2

It follows from this equation that for a relativistic particle the dominant part
of the radiation goes in the backward direction. Using 2 = 1 — =2 and
approximating sin f ~ 6 and cos? § ~ 1 — 6% we find

>PW  Zog? 6P
dwdQ "~ 4m3 (42 4 62)2°

(22.9)

Plot of this function is shown in Fig. 22.2—the maximum intensity of the radi-
ation is emitted at angle §# = 1/~, while the intensity is zero at § = 0.
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Figure 22.2: Angular distribution of transition radiation for a relativistic parti-
cle.

One can integrate Eq. (22.8) over all angles to find the spectrum of the
transition radiation

dw T dQP Zoq2 1
_9 nade- L - hg)—1]. (221
o 7T/7T/2 sin ededwdQ 12 [(ﬂ + ,8) arctanh(p) ] (22.10)

We see that the spectrum of the radiation does not depend on the frequency.
Formally, integrating over w from zero to infinity, we will find that the total
radiated energy diverges. In reality, the energy is finite because at very high
frequencies metals lose their capability of being perfect conductors, and the
transition radiation subsides.

Problem 22.2. The usual setup in the experiment for the optical transition
radiation (OTR) diagnostic is shown in Fig. 22.3: the beam passes through a
metal foil tilted at the angle 45 degrees relative to the beam orbit. Show that in
this case the radiation propagates predominantly in the direction perpendicular
to the orbit. How to solve this problem using the method of image charges?

As indicated in the problem above transition radiation is often used in ac-
celerators for observation of the transverse size and position of the beam when
it is intercepted by a metal foil.

22.2 Diffraction radiation

Interception of the beam with a foil either destroys it or deteriorates the beam
properties. Sometimes one would like to generate radiation without strongly
perturbing the beam. This can be achieved if the beam passes through a hole
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Figure 22.3: Transition radiation with foil tilted at 45 degrees.

in a metal foil as shown in Fig. 16.5—a so called diffraction radiation. The
radiation properties depend on the size and the shape of the hole. The complete
electromagnetic solution of the radiation problem in this case requires methods
which are beyond the scope of this course. Below we will present some results
of such a solution and show connection of the diffraction radiation with the
transition one.

Figure 22.4: Angular distribution of the diffraction radiation for various values
of the parameter aw/cy (indicated by numbers near the curves). The dashed
line shows the limit @ — 0, corresponding to the case of the transition radiation.

It can be shown (see, e.g., [19]) that in the limit v > 1 and § < 1 the angular
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spectral distribution of the diffraction radiation is given by the following formula

2 2 2
W, Zod 0 wah wa) (22.11)
dwdQ) 43 (y=2 4 62)2 c ey
where
y? ’
Fe.p) = (9@ Kat) - LR@ K0 ) (2212)

with Jj 2 the Bessel functions and K » the modified Bessel functions.

Note first that in the limit a — 0 the function F — 1 and we recover the
result of the transition radiation (22.9). The hole has a small effect on the
transition radiation at a given frequency w if it is small, a < ¢y/w. In Fig. 22.4
we plot the spectral intensity of the radiation as a function of the angle 6 for
several values of the parameter aw/cy.



Lecture 23

Formation length of
radiation and coherent
effects

It takes some volume of free space for a particle to generate radiation. In this
lecture we estimate the longitudinal and transverse size of this volume for the
synchrotron radiation. We then analyze the radiation of a bunch of particles.

23.1 Longitudinal formation length

It takes some time and space for a moving charge to generate radiation. Let’s
take a closer look at the derivation in Section 20.1 and try to figure out what
fraction of the length of the orbit is involved into the formation of the syn-
chrotron pulse.

In Eq. (20.10) the variable & = ¢7/p is related to the retarded time 7. We
saw that the characteristic width of the electromagnetic pulse in £ variable is
A¢ ~ ~y~1 which corresponds to the time duration 7 ~ p/cy. Hence the length
of the orbit necessary for formation of the radiation pulse, which we call the
formation length, lf is

p
ly ~er ~—. 23.1
f 5 (23.1)

How does this formation length agree with the duration of the radiation
pulse of the order of p/cy3? Since the charge is moving with the velocity v ~
c(1 —1/242), the relative velocity between the charge and the electromagnetic
field is Av ~ ¢/~2, and during the formation time 7 the field propagates away
from the charge at the distance Avr ~ p/cy?, which is the duration of the pulse.

The practical importance of the formation length is that one has to have
the length of the bending magnet several times longer than [y in order to gen-
erate the full spectrum of the synchrotron radiation. Radiation from a magnet
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that is shorter than [y has very different properties than what we calculated in
Lecture 20.

Some of the properties of radiation from a short magnet can be easily ex-
plained using the time profile of the radiation pulse. Let us assume that the
angular extension of the circular part of the orbit is limited by pmin < ¢ < @Pmax,
and outside of the arc the particle is moving along straight lines (tangential to
the end points of the arc) with constant velocity. Since there is no acceleration
on the straight parts of the orbit, the radiation pulse shown in Fig. 20.2 will
be truncated: the value of the radiation field B becomes zero for wr < Pmin
and @max < wr, while it remains the same for the points on the arc where
©Ymin < WT < Pmax. Remembering the relation ¢ = ywr, we conclude that the
radiation pulse for a short magnet is given by the same Egs. (20.11), where ¢
now is constrained by ©min/v < ¢ < @max/7- An example of the pulse shape for
@min/y = —0.5 and @max/y = 0.7 is shown in Fig. 23.1. The discontinuities of

10F T~~~ 1 T UL B B
o.8f 3
0.6F .
[a1]
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0.2f 3

0.0 brrt—r—r—r—r—t—r—r—r ]

Figure 23.1: The radiation pulse of the electromagnetic field for a short magnet
with @min/v = —0.5 and @max/v = 0.7.

the field at the front and the tail of the pulse generate so called edge radiation!
and lead to increased intensity at small frequencies.

More subtle, but practically important, question is what formation length
in needed for radiation of the frequency w <« w.? In order to answer it we need
to analyze Eq. (20.19) and to find out what is the integration length A¢ that
contributes to the integral for given w. We first note that for w < w, one can
neglect the term with =2 in the exponent, and the integral becomes

/ = geiwr/20)(€/3) ge (23.2)

from which it follows that A& ~ (c/wp)'/3. When ¢ is much larger than this
quantity, the function e®?¢°/6¢ hegins to rapidly oscillate, and the contribution
to the integral from this region is small. The corresponding formation length is

Ip(w) ~ pAE ~ p*BA3 (23.3)

n reality, the abrupt changes of the field will be somewhat smeared out due to finite
extension of the edge magnetic field at the entrance to and the exit from the magnet.
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where A = c¢/w. For the critical frequency w = w, this formula gives us the
previous expression (23.1).

If we use the result of the Problem on page 162 that the angular spread of
the synchrotron oscillations at frequency w < w, is of order Ay ~ (A/p)'/3, we
then can write the formation length as

A

ly ~ m . (23.4)

Problem 23.1. Find the vector potential for the radiation from a magnet of
length L < p/~. Hint: introduce the bending angle 6 and consider the passage
through the magnet as an instantaneous change in the direction of motion of
the particle (see the transition radiation derivation).

In quantum language, the formation length gives time for a virtual photon
carried by the electromagnetic field of a particle to free from the charge and
become a real photon.

23.2 Transverse coherence length

In addition to the requirement of having a necessary length of the path, the
charge also needs some space in the direction perpendicular to the orbit to
form radiation. We can estimate the extension of this space if we note that the
angular spread Ay of radiation involves a transverse wave vector component
ki ~ kA. The field with k&, cannot be squeezed into space smaller than kll,
hence the minimal transverse size needed for formation of the radiation is

A 1/342/3
~ ——— o~ . 23.
L~ g P (23.5)

We will call this transverse size the transverse coherence length.

An interesting connection of [} to properties of Gaussian beams can be
made if we recall the results of Section 17.2. Note that far from the focus the
electromagnetic field of a Gaussian beam falls off inversely with the distance and
can locally be considered as a plane wave. If a Gaussian beam has the angular
spread 6, then the minimal transverse size of the beam wq (at the focal point) is
of the order of A/f. We now make an analogy between the radiation in the far
zone and a Gaussian laser beam with the focal point of the laser beam being an
analog of the point on the charge’s trajectory where the radiation comes from.
From this analogy, using Eq. (17.21) for the transverse size of the laser beam at
the focal point, we conclude that [, is equivalent to the waist size wy.

Note also that in our analogy the formation region l; corresponds to the
Rayleigh length Zg.

The practical importance of the transverse coherence is that the radiation
can be suppressed by metal walls, if they are put close to the beam. More
specifically, if the beam propagates through a dipole magnet in a metal pipe of
radius a, then the radiation with wavelength A 2 \/a3/p is suppressed. This
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is called a shielding effect and it is important for suppression of undesirable
coherent radiation of short bunches.

To give a quantitative illustration of the shielding effect, in Fig. 23.2 we
plot the suppression factor for synchrotron radiation when a particle is moving
(on a circular orbit) between two parallel perfectly conducting plates in the
plane equally removed from each plate. The distance between the plates is
2h. Detailed calculations of the shielded synchrotron radiation can be found in

Suppression factor

wh¥2pV2c

Figure 23.2: Suppression factor for the intensity of the synchrotron radiation
for the case of parallel conducting plates as a function of frequency.

Ref. [20].

The result shown in Fig. 23.2 is valid in the limit of small frequencies, when
the free space radiation is given by Eq. ((20.30a)). Note that the horizontal axis
in the plot is wh3/2p='/2/c ~ (h/11)%/?  and one can see that the suppression
factor approaches zero when h becomes much smaller than [ .

23.3 Coherent radiation

We now consider radiation of a bunch of particles. First, we neglect the trans-
verse size of the bunch and take into account the longitudinal distribution. So
we assume a filament bunch with the longitudinal distribution given by the
function A(s). This function gives the probability for a particle to be located at
s; it is normalized so that [ A(s)ds = 1.

Figure 23.3: Two particles in a bunch emit separate pulses of electromagnetic
radiation.
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Let each particle in a bunch radiate an electromagnetic pulse as shown in
Fig. (23.3). The magnetic field of the pulse at the observation point is B(t)
(for synchrotron radiation the function B(t) is calculated in Section 20.1). The
Fourier transform of this field is

B(w) = /_ h dtB(t)e™t . (23.6)

The field radiated by the bunch is sum of pulses

N
B(t)=> B(t—t;), (23.7)

i=1

where t; = s;/c with s; the position of the particle ¢ in the bunch, and N is the
total number of particles in the bunch. The Fourier image of this field is

N
B(w) = / dtBe™! = Z / dtB(t —t;)e™* Z eti (23.8)
The spectral intensity of the radiation is proportional to |B(w)|? (see Eq. (20.16))
N ~ ~
= > Blw)e™'| = [Bw) [ N+ ettt
i=1 itk

= N|B(w)|? + 2|B(w Zcos( % ”’“). (23.9)

i<k

2

The first term in the last equation is the incoherent radiation—it is proportional
to the number of particles in the beam. The second one is the coherent radiation
term. The number of terms in the last sum is N(N —1)/2 ~ N?/2. Instead of
doing summation we can average cos(w(s; — sx)/c) assuming that s; and s; are
distributed with the probability given by A(s):

2 cos Wik ;zN2/ds’ds”>\(s/))\(s")cos W=
C Cc

i<k
= N?F(w), (23.10)

where the form factor F(w) is

F(w) = /ds’ds”A(s’)A(s")cos (wS/ _S”> , (23.11)

c

and

aw
dw

_aw

= —— (N + N?*F(w)). (23.12)
bunch W
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Eq. (23.11) can also be written as

2

Plw) = ‘ [ O; dsA(s)eis/e| (23.13)

which is easily established by writing the square of the absolute value as a
product if the integral ffooo ds\(s)e™*/¢ with its complex conjugate. Eq. (23.13)
shows that the form factor is equal the square of the absolute value of the Fourier
transform of the longitudinal distribution function of the beam.

For the Gaussian distribution function

1
A(S) = mei‘g/m’g y (2314)

we have
F(w) = e~ @o=/9" (23.15)

We see that for the reduced wavelengths longer than the bunch length, A = o,
the power scales as the number of particles squared. This radiation by a factor
of N is larger than the incoherent radiation. For a bunch with N ~ 1010
this makes a huge difference! However, this radiation can only occur at long
wavelengths, and those are in many cases shielded by the walls.

23.4 Effect of the transverse size of the beam

We considered the above radiation in the longitudinal direction. We now take
into account the radiation at an angle and consider a 3D distribution of the
beam. The 3D distribution function is A(r) normalizes so that [d®rA(r) = 1.
From Fig. 23.4 it is seen that the delay between pulses radiated by the central

Figure 23.4: Radiation of particles in a bunch.

particle and a particle located at position 7 in the bunch is equal to At =
(r; — ) - n/c. The field (23.9) can now be written as

B(w,n)* = N|B(w,n)? +2|B(w,n)? Y cos (“M) . (23.16)
i<k
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which gives for the form factor

F(w,n) = /d?’r’d?’r”)\(r’))\(r”) cos (wM) . (23.17)

Similar to transition from (23.11) to (23.13) one can show that (23.17) can be
written as

2

F(w,n) = ‘ / dBra(r)errle) (23.18)

that is the square of the absolute value of the three dimensional Fourier trans-
form of the distribution function.

We can now calculate the form factor due to the transverse size of the beam.
We will find that the coherent radiation is suppressed if

or > A, (23.19)

that is if the transverse size of the beam is larger than the transverse coherence
size.

Problem 23.2. Calculate the integral Eq. (23.17) for a “pancake” distribution

Le—(ﬂ:zﬂ/z)/?af _ (23.20)

2
2mo?

Ar) =4(2)

The vector n is directed at angle v to the z axis.
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Lecture 24

Synchrotron radiation
reaction force

We compute the synchrotron radiation reaction force of a relativistic particle
and show, by explicit calculations for a Gaussian bunch, that the work of this
force is equal to the energy radiated per unit time.

24.1 Radiation reaction force for a relativistic
charge

When a bunch of charged particle emits radiation, the energy of the electromag-
netic field is taken from its kinetic energy. The energy balance in the process
is maintained through a force that acts in the direction opposite to the velocity
of the bunch. This force is called the radiation reaction force. We talked about
this force in Lecture 19 for a nonrelativistic motion. In this lecture we address
this issue for the synchrotron radiation of a relativistic charge.

To simplify calculations, we will systematically neglect terms of the order
of 1/ in our derivation. This means that we consider the limit v — oo and
B = 1. An additional advantage of this approach is that we automatically
neglect the longitudinal Coulomb field of the bunch, that is proportional to v~2
(see Section 15.1).

Consider a thin bunch with the distribution function A(s) moving in a cir-
cular orbit, where s is the arclength. We first calculate the force with which a
radiated point charge acts on a test one located distance s away. We assume
s < p and use the Liénard-Wiechert potentials (18.9)

1 q _ @ qﬂret (241>

¢Z4’/T€0 R(lfﬁrct'n)7 _Zl’/'r]%(]‘fﬁrct'n)7

191



192

and the expression for the fields (1.7)

E=-V¢- % . (24.2)

We introduce the angle ¢ = s/p as shown in Fig. 24.1 where the arc length s

Figure 24.1: CSR wake geometry for positive (a) and negative (b) values of .
The red dots show particle’s position at the observation time ¢; the green dots
show the observation points; the blue dots show the position of the particle at
the retarded time. For both cases shown in the figure, « is positive, and v is
positive on the left figure, and negative on the right.

is measured from the current position of the charge in the forward. We also
introduce the distance s, from the current position of the charge to its retarded
position, and the angle o = s,./p as shown in Fig. 24.1. The arc length s, is
measured from the current position of the charge in the backward directions.

With this convention, the positive and negative values of i correspond to
positions in front of and behind the source particle, respectively; for the angle
«, however, the positive values mark positions behind, and the negative values
ahead of the charge. We will also use the variable S as an arc length measured
from some fixed position on the circle; assuming that the charge moves according
to S = ct, we have s = 5 — ct.

We are interested in the longitudinal field Ey = —9¢/0S — 0A,/0t where
As = A - 7. Note that due to the rotational symmetry of the problem the
functions ¢ and A, depend on the difference S — ¢t only (remember that we
assume v = ¢), and hence

8(¢ - CAS)

B, =—
Os

. (24.3)

First we need to solve the equation for the retarded time. The time needed
for a particle to move from the radiation point to its current position is equal
to s./c = pa/e. Tt is also equal to the time R/c that the electromagnetic field
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takes to propagate along the chord connecting these two points, with

R =2p|sin (T)‘ . (24.4)

We have

pa=R=2p

sin (O“;p)‘ . (24.5)

It turns out that a4+ 1 > 0 for ¢ > 0 (that is in the case when the observation
point is in front of the charge) and, in this case, we can drop the absolute value
sign in the above equations. We then expand the right hand side into the Taylor
series using the smallness of 1) and « and keeping terms up to the third order,

1
a:a+¢fﬁ(a+¢)3. (24.6)
We will see in a moment that a > 1, so we can approximate o + ¥ =~ « in the
second term on the left which gives

a = (249)"? (24.7)

Indeed, we now see that for ¢y < 1 we have @ > ¢ and a + ¢ > 0, as we
assumed.

In the case ©» < 0 (the observation point is behind the charge), as we will
see from the result, o + ¢ < 0. Eq. (24.5) takes the form

a = —2sin (Oz—i—;b) , (24.8)
and using the Taylor expansion we need only to keep the first order terms
ax—(a+7), (24.9)
which gives
o= —% . (24.10)

We now proceed to the calculation of the field Es for ¢ > 0 and calculate
the quantity 1 — B, - m. As is seen from Fig. 24.1, the angle between 3,., and
n is equal to (a + v)/2, which gives

2
1— B -m=1—cos (a—;ﬁ) z%. (24.11)

We also have

o2
2

1 =Bt T=1—cos(a+ 1) = (24.12)
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Finally, for the difference of the potentials we have

o q 1-B-Tm g 4 q 4
" 4meg R(1— B, -n)  4dmeg R 4meg pa
g 4 g 2

" dmeg p(244)1/3 T dmeg p2/3(3s)1/3

¢_CAS

(24.13)

with the electric field given by the derivative of this expression.

Problem 24.1. Find the difference ¢ — cAs behind the particle (¢ < 0)
and show that Es ~ 0 in that region. [A more accurate calculation shows that
actually 4megEs ~ q/8p? in that region.]

Using Eq. (24.3) we now find the electric in front of the moving charge

_q 2 1
* 7 Ameg 34/3 p2/354/3

(24.14)

The longitudinal electric field behind the charge in our approximation is equal
to zero.

One often uses a so called CSR wake field:

I P U
WesR = s T T res 3173 p2/35A73

(24.15)

It follows from our result that the electric field has a strong singularity,
x s~%3 in front of the particle. This is the consequence of our assumption
B = 1. Taking into account the effect of finite v would show us that our
approximation breaks down at the distance s ~ p/+?, and the growth of E,
saturates at small distances (see a detailed analysis in [20]). Fig. 24.2 shows
the plot of E4(0) in the vicinity (in front of) the particle. Notice, that the

5 7.5 10
3sy*/2p

Figure 24.2: The radiation reaction field near the charge; the distance is mea-
sured in units of 372/2p, and the field is measured in units of gv*/4mep?.
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field changes sign, reaching a negative value at the location of the charge. This
negative value is responsible for taking kinetic energy from the particle and
translating it into the energy of the radiation.

Problem 24.2. Find the value of E;(s) using the known intensity of the
radiation given by Eq. (20.32). Does it agree with the value shown in Fig. 24.27
If not, explain the discrepancy.

24.2 Radiation reaction field in a bunch of par-
ticles

It is important, however, that even using the singular expression (24.13) we can
calculate the electric field inside a bunch with a given distribution of particles
A(s). The longitudinal electric field of the bunch £4(s) is given by the following
integral

Es(s) = N/_Oo Es(s — s )A(s') ds’

_ n [ 9o—c4y) N ds — / (¢ —cAs) N gy

- N[w s s—s’ A(S )ds =N —00 s’ s—s’ )\(8 )ds
° ON(s")

= _N/_Oo (¢ —cAg)|,_ o B, ds’

__Neg 2 : 1 NS,

N 747‘1’60 p2/331/3 [W (s—s)1/3 0s' ds’, (24.16)

where N is the number of particles in the bunch. Let us assume a Gaussian
distribution, A(s) = (27)~/20Le~*"/20" The last integral can be computed
numerically with the result shown in Fig. 24.3.

As we pointed out at the beginning of the lecture, the longitudinal field
keeps the energy balance between the kinetic energy of the particle and the
radiation. Let us demonstrate by direct calculation for a Gaussian bunch that
this is indeed the case. First we calculate the energy that the beam loses in one
turn around the ring

- ch%r?p / dsEs(s)A(s)

— 00

N2q2p1/3 00 s 1 8)\(8/)
:T%/ )\(s)ds/ o e 0 (24.17)

— 00 — 00

We then have to compare this expression with the power of coherent synchrotron
radiation. The latter is calculated using the second term in (23.12) in which the
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Figure 24.3: CSR field of a Gaussian bunch. The distance is measured in units

of o,, and the field is measured in units of Q/o§/3p2/3, where @ is the total
charge of the bunch.

intensity dW/dw is taken at low frequencies given by Eqs. (20.27) and (20.30a)

o aw 2 o w
2 aw _ Z o 2 w
N / dwF(w) 7 = 94 vZoN / dwF(w)S (wc>

— 00 — 00

3 VB (5\ [® 202 /02
_ 2 2 —w ol /c 1/3
= NN Q’YZQW)WF<3>/OOdw€ / w/ .

(24.18)

In order to prove that Eq. (24.17) is equal to (24.18) we need to show that

2
5 - —w® 1/3 T e S

The easiest way to do this is to compare their numerical values. And, indeed,
calculations give that they are both equal to 3.17594966.



Lecture 25

Waveguides and RF cavities

A good conductor has a propensity to guide and trap electromagnetic field in a
confined region. In this lecture we will consider an example of a radio frequency
(RF) waveguides and cavities, and discuss some of their properties from the
point of view of acceleration of charged particles.

25.1 TM modes in cylindrical waveguides

Let us consider a cylindrical waveguide of radius ¢ made from a perfect con-
ductor. Such a waveguide has a number of electromagnetic modes that can
propagate in it. We will focus first our attention here on so called TM modes
that have a nonzero longitudinal component of the electric field E,, with B, = 0.
To find the distribution of the electric field in the waveguide for a mode that
has frequency w, we will assume that in cylindrical coordinates r, ¢, z,

E.(r, ¢, 2,t) = E(r)e wimimotixz, (25.1)
use Eq. (1.5) for E,
1d dé m? w? 9
o= . =0. 25.2
rdr dr r25+(c2 %>6 0 (25.2)

The solution of this equation is given by

E=EyJ, (kir), (25.3)
where J,, is the Bessel function of m-th order and k;, = ¢ 'vw? — ¢252. The
boundary condition E, = 0 at r = a requires that & r be equal to a zero of J,,,.

For each function J,,, there is an infinite sequence of such zeros, which we denote
by jm.n withn =1,2,.... Hence ki = jm,n/a and recalling the definition of k|

we find that
1/2
w2 37%1 n
M = E <02 - 02 . (25.4)
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We see from this equation that in order for a mode with indices m and n to have a
real value of s, its frequency should be larger than the cut-off frequency cjm n/a.
Then the plus sign defines the modes propagating in the positive direction, and
the minus sign corresponds to the modes in the opposite direction. If w <
CJm.n/ G, then we deal with evanescent modes that exponentially decay along the
z-axis (and, correspondingly exponentially grow in the opposite direction). Such
modes play important role in formation of localized fields around an obstacle
inside a waveguides.

Given E.(r,¢,z,t) as defined by (25.1) we can find all other components
of the electric and magnetic fields using Maxwell’s equations. They will all
have the same dependence e~ ™!~ "¢+i*Z versus time, angle and z. The radial
distribution of the four unknown components Ey4, E,, By and B, (remember
that B, = 0) are found from the four algebraic equations, which are r and ¢
components of the two vectorial equations V x E = iwB and ¢?V x B = —iwE.
Here is the result

1 Xm0 T ) . )
Er — EO .m,n J;n (jm,n7> efzwtfzm(zﬂ»z%m,nz (255)
Jm,n a
2
m a T . . .
E¢ _ 7E0 %’-Y;LJL Jm (jm,n*) efzwtfzm¢+z%m,nz (256)
TJmon a
2
mwa T . . .
By = By (Jmn - ) €770 0s (25.7)
CTJmn a
wa r _ ,
By = By Tty (G ) et imotisen oz, (25.8)
C"Jm,n a

where J/, is the derivative of the Bessel function of order m and we dropped
the indices m,n on the left sides. These modes are designated TM,,,, or E,,,.
Note that in addition to vanishing F, on the wall, which we have satisfied by
choosing k| = jm n/a, we should also require E4; = 0 on the surface of the wall
(because it is tangential there). This however is automatically satisfied because
the radial dependence of Ey in (25.6) is the same as E, in (25.3).

Of course the physical meaning has the real parts of Egs. (25.5). Since the
longitudinal wavenumbers (25.4) do not depend on m, the modes with positive
and negative values of m (assuming m > 0) are degenerate—they have the same
values of s, ,. A sum and difference of m and —m modes, which convert eime
and e~ into cosm¢ and sin me, are often used as another choice for the set
of fundamental eigenmodes in circular waveguide.

Problem 25.1. Calculate TM modes in a rectangular waveguide with cross
section a X b.

25.2 TE modes in cylindrical waveguides

TE modes have nonzero longitudinal magnetic field B, with E, = 0. There
derivation follows closely that of TM modes. However, a simple observation of
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special symmetry of Maxwell’s equations allows one to obtain the fields in TE
modes without any calculation.

Indeed, assuming the time dependence o< e~** for all fields, Maxwell’s equa-
tions in free space are

V x E =iwB, AV x B = —iwE, V- E =0, V-B=0. (25.9)
Note that a transformation
(E,B) = (¢cB,—E/c) (25.10)

converts (25.9) into itself. This means that having found a solution of Maxwell’s
equation one can be obtain another solution by means of a simple transforma-
tion (25.10). The only problem with this approach is that one has to make sure
that the boundary conditions are also satisfied. Remember that in the deriva-
tion of TM modes we satisfied the boundary condition by choosing k| = jpm n/a.
Since we now need to satisfy a different boundary condition, we will change the
notation and replace j, , in (25.5)-(25.8) by yet unknown j,, ,,. Applying the
transformation (25.10) to (25.3) and (25.5)-(25.8) we obtain (we also replace E
with CB())

. r L .
B, = BoJy (j s ) e imot i (25.11)
1 nQ P )
Br _ BO ‘m,n Jvln ( 1/71,717) e iwt—imo+isty, nz
Jm,n a
2
mxtm na g T —iwt—im+istm nz
By =-Bo— 5 Jm (Jm,n* e o izem,
TJim a
2
mwa T . . .
— -/ —twWt—1mMo~+13ty, n2z
E,. = _BO ) Jm (.]m,nf) e ¢ ’
TJim a
wa P N .
E¢ — _BO : Jrln (];n,nf) e iwt zm¢+z%m,nz.
m,n a

These modes are designated TE,,,, or H,,,,. The only tangential component of
the electric field on the wall is Ey and in order for it to be equal to zero at r = a
we require

Jro (Ginn) =0, (25.12)

which means that j;, , are the roots of the derivative .J;, of the Bessel function.

Problem 25.2. Follow up on the problem 25.1 and derive TE modes in
a rectangular waveguide by applying transformation (25.10) to TM modes and
satisfying the boundary conditions on the wall.

25.3 RF modes in cylindrical resonator

Cylindrical resonator is a cylindrical pipe with the ends closed by metallic walls.
Various modes of electromagnetic field that can exist in such a resonator are
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characterized by their frequency. The resonator modes can be easily obtained
from the waveguide modes derived above.

In comparison with waveguides, a resonator requires one more boundary
condition—vanishing tangential electric field on the end walls. Let’s assume
that the resonator left wall is located at z = 0, and the right wall is located at
z = L. Start with TM modes. To satisfy the boundary condition E, = E4 =0
at z = 0 we choose two TM modes with the same frequency and the same m and
n indices but opposite values of s, , (that is two identical waves propagating
in the opposite directions) add them and divide the result by 2. Using

1 ,
i(e”""'"z + e mn®) = cos(sm n2), (25.13)

1 , ,

i(xmyne”""’"z — M e TE) = oy, SIN(3m 0 2),

it is easy to see that both E, and E, = 0 acquire the factor sin(s, ,2) and
hence satisfy the boundary condition at z = 0. In order to satisfy the boundary
condition at the opposite wall, at z = L, we require s, ,L = lm, where | =

1,2,... is an integer number. The result is
I o
E, = EyJ, (jmmz) cos (zz) e iwt—ime (25.14)
a
Ima N L [Tz s
E,=—-E ijm J7/n (jm’na) S (L) e iwt—imao
imlmra® r Irz ot—i
_ T i [(TE ) iwt—ime
Ed’ =—-Ep Lrj,%w Im (]mma) sin ( I ) e i
2 l o
B, = EO%JW (jm,ni) cos (m> e iwt=ime
T n a L
iwa T Imz\ _. . .
B(z, = Eome]:n (jm,ng) COS (L) & iwt 1m¢.

Eq. (25.4) should now be interpreted differently: we replace s, by In/L,
square it, and find the frequency w of the mode

m\? 42 1z
— R . 25.15
(T) += ] (25.15)

The modes given by (25.14) and (25.15) are called TM,;,,,; modes.

A similar procedure can be done with the TE modes, but instead of adding,
we need to subtract the mode with negative sz, , from the mode with the
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positive sz, , and divide the result by 2i. The result is

B2 = Bo (Jy ) sin (T) eTiwtmme (25.16)
B, = By Ll:jn J <j;n7n£) cos (lzz) p—iwt—imé
B )2
e (e

wa SN . (ITmZ\ ioi—im
Ey=—By—1J,, (j;nna) sin (L) e iwt—ime,

I 2 j'in,n 2
(2) + (%)
The modes given by (25.16) and (25.17) are called TE,,,; modes.

An important quantity associated with the mode is the energy W of the
electromagnetic field. This energy is given by the integral over the volume of
the cavity of (e9/2)(E?2+c?B%), where one has to take the real parts of the fields
before squaring them.

For illustration, let us calculate the energy of TMg19 mode. The calculation
can be simplified if one notices that although E, and By depend on time, the
energy W does not. Because there is a phase shift of 7/2 between these fields,
one can find a moment when By = 0, and then

The frequency is defined by

1/2

(25.17)

w="2[aviE? = E—O/dVSQ
2 2
- %OﬂEgczQLJf(jl), (25.18)

where we used the property fol J3(bz)wdx = SJE(b).

Problem 25.3. Consider a point charge passing through a cylindrical cav-
ity where the fundamental mode is excited with amplitude Ey. Calculate the
maximum energy gain for the charge.

Taking into account the finite conductivity of the wall, one finds that an
initially excited mode decays with time because its energy is absorbed in the
walls. This damping is manifested in appearing of the imaginary part 7 in
the mode frequency, w = w’ — iy, where w’ and ~ are real and positive. The
imaginary part of the frequency can be calculated with the help of the Leontovich
boundary condition.

A related quantity is the quality factor @ of the cavity equal to

wl

Q:%~

(25.19)
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We will give here without derivation the quality factor for the fundamental mode
of the cylindrical cavity

aL
Q= SatD) (25.20)
where ¢ is the skin depth at the frequency of the cavity. More generally, a crude
estimation of the quality factor is @ ~ [/§, where [ is a characteristic size of the
cavity (assuming that all dimensions of the cavity are of the same order).
Typical copper cavities used in accelerators have @ ~ 10*; superconducting
cavities may have Q ~ 10°.

25.4 Electromagnetic field pressure

It turns out that the electromagnetic field in a cavity exerts a force on the
metallic surface of the walls. In the most general formulation this force can be
derived from the so called Mazwell stress tensor, see [1], Chapter 6.7. In this
lecture we will give a simplified treatment of this force.

If electric field lines are terminated on a metal plate as shown in Fig. 25.1,
there are image charges on the surface of the metal with the surface density

Figure 25.1: Electric field lines are ter- Figure 25.2: Magnetic field lines
minated on the metallic surface. near the metallic surface.

equal to €yF,, where the subscript n indicates that the field is normal to the
surface of the metal. To calculate the force, we need to consider in more detail
the distribution of the electric field inside the metal. Let us assume that z =0
corresponds to the surface of the metal, and the metal occupies the region z > 0.
The charge density inside the metal is given by the function p(z), and the electric
field is E.(z). The equation for E, is

dE.  p(z)
dz o €0 '

(25.21)

The force per unit area is given by the integral

(o)
) = / dzpE, . (25.22)
0
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If we multiply Eq. (25.21) by E, and integrate it over z, we find

~  dE,
f§E>:eo/0 2B~ = = -JE}, (25.23)

where we took into account that deeply inside the metal E,(co) = 0, and on the
surface E,(0) = E,. The minus sign in this equation means that the electric
field has a “negative pressure”—it pulls the surface toward the free space.

In a similar fashion, a tangential magnetic field also exerts a force on the
surface. To compute it, we assume that the magnetic field B,(z) is directed
along y, and varies along z due to the current j,(z) flowing in the z direction,
see Fig. 25.2. The Maxwell equation

dH, ,
v 925.24
7 J (25.24)

with the expression for the force per unit area

oo
D :/ dzj. By (25.25)
0
gives
o dH, 1
o) — | gep Yy~ p2 25.26
Iz /0 2Dy dz 20 t ( )

where we took into account that B,(co) = 0, and on the surface B,(0) = B,.

We see that fz(M) is positive—it acts as a real pressure applied to the surface.
Problem 25.1. Estimate the electromagnetic pressure in a cavity with
E =20 MV/m.
The effect of the electromagnetic pressure is usually small, however it causes
a so called Lorentz detuning in modern superconducting cavities which should
be compensated by a special control system (see [21], p.580).

25.5 Slater’s formula

The electromagnetic forces derived in the previous section allow us to solve the
following problem: what happens to the frequency of a cavity, if its shape is
slightly distorted as shown in Fig. 25.37

To calculate the frequency shift for such a cavity, we first compute the work
against the electromagnetic field needed to change the cavity shape. We assume
that the distortion of the cavity occurs slowly in comparison with the frequency
of the mode. This work, with a proper sign, is equal to the energy change
OW of the mode. Since the distortion is small, we can take the unperturbed
distribution of the electric and magnetic fields on the surface, compute the sum
of the electric and magnetic pressures fz(E) + fz(M) and average over the period
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Figure 25.3: An initial (solid curve) and distorted (dashed curve) cavity shapes.

1

5- We then multiply it by

of oscillations. This averaging introduces a factor or
the offset h, and integrate over the area of the dent

1 1 €0
W == — B — 2|E,|? 25.2
Y 2/<2uo| i 2| nl )dSh, (25.27)

where we assume that h is positive in the case when the volume of the cavity
decreases, and it is negative in the opposite case. The quantities B; and E,
are understood as the amplitude values of the field on the surface. The positive
(negative) value of this expression means that the electromagnetic energy in the
mode increases (decreases).

To relate the mode frequency change to the energy change, we invoke a
quantum argument. The number of quanta of the electromagnetic field in the
cavity does not change if the process of cavity reshaping occurs adiabatically
slow. This number is proportional to the ratio of the electromagnetic energy to
the frequency, hence we have W/w = const, from which it follows that

ow W
— == 25.28
w w ( )
This gives us
ow €0 2 2 2
— = d Bi|* — |E,|7) , 25.2
= o (@IBE B P) (25.29)

where the integration in the numerator goes over the volume of the dent, and
the integration in the denominator goes over the volume of the cavity. This is
often called Slater’s formula.

Note that the applicability condition of this formula requires that the pertur-
bation of the cavity shape be not only small but also smooth enough—otherwise
the field variation near possible edges of the dent is large, and one cannot use
the unperturbed fields in Eq. (25.27).
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Problem 25.2. The radius of a cylindrical cavity is changed by a small
quantity da, and the length is changed by dL. Consider this as a deformation
of the cavity shape and find the frequency change of the fundamental mode in
the cavity using Slater’s formula. Verify that the result agrees with Eq. (25.15).

25.6 Excitation of a cavity mode by a beam

In accelerators, cavity resonators are excited by an external RF source. In addi-
tion to this, a beam of particles passing through the resonator also contributes
to the excitation of the mode. In this section we will calculate the amplitude of
the mode that is excited by a relativistic charge passing through a cavity res-
onator using a method proposed by P. Wilson in Ref. [22]. We assume that the
charge moves with the speed close to the speed of light and use approximation
v =c.

The derivation is based on principles of superposition and conservation of
energy. Assume that a point charge ¢ enters an empty cavity which does not
have field in it at time 7 = 0, and is moving along the z axis. We represent the
real longitudinal component of the electric field of the mode under consideration
as

E.(z) = Epe(2), (25.30)

where Fj is the amplitude and e(z) gives the distribution along the z axis at
a given time. Note that the function e(z), being a solution of an eigenfunction
problem, is defined within an arbitrary numerical normalization factor. Cor-
respondingly, Fj is also defined with the same uncertainty. As we will see,
however, at the end our result does not depend on the particular choice of the
normalization factor.

The total electromagnetic energy W of the mode is proportional to EZ and
we write it as

W = AE?, (25.31)

where A is a factor that depends on the geometry of the cavity and the distri-
bution of the field in the mode.

The particle arrives at location z = c¢r at time 7, and at this time the
amplitude of the mode is Ey. When the particle moves from z to z + dz due
to the interaction with the field of the mode it changes its amplitude by an
infinitesimal value dEy. We can find dEj using the energy conservation. The
energy change of the mode is equal to the work of the electric field of the mode
on the charge taken with the minus sign:

dW = —q¢&.dz = —qFpe(z)dz. (25.32)

On the other hand we have dW = 2AFydFEy. This gives

-7
dEy = 2Ae(z)dz. (25.33)
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The added (at time 7) component to the field dEy will oscillate with the
frequency of the mode w, and at time ¢ will evolve to dEgexp[—iw(t — 7)] =
dEy exp[—iw(t — z/c)]. In this formula we implicitly assumed that the excited
field starts oscillations with a zero phase. To obtain the complete amplitude at
the end of the process we need to sum all the infinitesimal contributions with
proper phases:

L
. 4 Vo,
Ey=-2L e‘”t/ doe(2)dz = Lot (25.34)
0 2A

where
L .
V= / e/ %e(z)dz (25.35)
0

and L is the cavity length.

As was mentioned above, the definition of Fy depends on the normalization
of the function e(z), which is reflected in Eq. (25.34). The energy deposited
by the beam to the cavity, however, is uniquely defined. This energy, per unit
charge, is called the loss factor. Since our final amplitude is complex, we need
to use the relation W = A|Ep|?, which gives for the loss factor k

1 o V2 _ V2
Kloss = q2A|E0| =AW (25.36)
where in the last formula Wy = A has a meaning of the energy in the mode
with unit amplitude, Ey = 1. Changing normalization of the function e(z) by a
factor of N would add a factor N2 to both V2 and W, and, as it follows from
Eq. (25.36), does not change the value of kjpss.

Problem 25.3. Find the loss factor for the fundamental mode of the cylin-

drical cavity.



Lecture 26

Laser acceleration in
vacuum. Inverse FEL
acceleration

A focused laser beam can easily produce an extremely high electric field at the
focal point. For example, for 1 J, 100 fs laser beam focused into a spot size of
10 micron, has a maximum electric field about 40 GV/cm. We would like to
use this field for particle acceleration.

26.1 The Lawson-Woodward theorem

The first obstacle that we encounter on this way is that the field is mostly trans-
verse to the direction of propagation. There is, however, a smaller longitudinal
component of the field F, ~ 0F,, see Section 17.2. Second, we may send a
particle through a focal point at an angle as shown in Fig. 26.1. It turns out
however, that no matter how we organize the interaction of the laser beam with
the particles, in linear approximation, there is no net acceleration in free space.
This is often called the Lawson-Woodward theorem.

We will now explain what the linear approximation is. This is an approxi-
mation in which we calculate the energy gain W of a particle passing through
an external field E(r,t) assuming that it moves with a constant velocity v,

W= q/ v - E(ro + vt, t)dt. (26.1)

— 00

In this approximation we neglect the influence of the accelerating field on the
velocity and the orbit of the particle. This approximation is motivated by
the desire to accelerate relativistic particles, and such particles move in free
space with almost constant velocity (close to the velocity of light). Due to the

207
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Figure 26.1: Particle’s trajectory is tilted relative to the direction of the laser
beam.

relativistically increased inertia of such particles, it is difficult to change their
velocity and deflect them from a straight trajectory.

Let us now prove that in free space, without material boundaries, and in the
absence of static fields, the above integral is equal to zero. The proof is based
on the fact that any electromagnetic field in vacuum can be represented as a
superposition of plane electromagnetic waves that propagate with the speed of
light:

E(r,t) = / BPEE(k)e* it (26.2)
with w = ck. We have
oo
W =qu- / dt / BPRE(k)e' (rotvt)—iwt
—00
=27 / Phkqu- E(k)e* 8w —k-v). (26.3)

The argument in the delta function in the last integral is never equal to zero,
because

w—k-v=ck—vkcosa=ck(l—pBcosa) >0, (26.4)

and hence the integral vanishes (« is the angle between k and v).

Problem 26.1. Prove that W = 0 even if v = c.

The physical reason for vanishing W is that the waves propagate with the
speed of light, and the particle always moves slower. As a result, it will be
slipping with respect to the phase of the wave, and the acceleration phase will
be alternating with the deceleration, with the average total effect equal to zero.

There are several ways to try to resolve this problem. First, one can limit
interaction between the particle and the waves in space putting material bound-
aries. We consider a model of such acceleration in the next section. The problem
here is that the laser beam would hit material surfaces and the damage threshold
would limit the attainable laser field. Second, one can work in the regime where
the effect of the electric field on the particle orbit is relatively large and changes
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its velocity and trajectory. This means that one has to drop the assumption of
constant velocity and the straight orbit in Eq. (26.3). This method is limited to
relatively small energies. Finally, one can have an external magnetic field that
bends the orbit. An example of such acceleration is a so called the inverse FEL
acceleration which we consider in the last section of this Lecture.

26.2 Laser acceleration in space with material
boundaries

We will now calculate the energy gain of a charged particle passing through a
focussed laser field reflected back by a flat mirror as shown in Fig. 26.2. The

_________ \

Figure 26.2: The laser beam is reflected by a metal surface; the particle passes
through a hole in the metal.

mirror is located at z = 0 and has a small hole for the passage of the particle.
We assume that the hole does not perturb much the laser field except for a
small vicinity near the hole. In the calculations, we neglect interaction with the
reflected part of the field, which turns out to be small (see the problem at the
end of this section).

We assume that the particle moves along a straight line parallel to the z axis
with velocity v and an offset xy. The z coordinate of the particle at time t is
equal to zg + vt. The energy gain is given by the following equation

0 0
AW =gq dtvE, (9,0, 20 + vt t) = q/ dzE, (20,0, 2, (z — 20)/v).

- (26.5)

— 00

The longitudinal component of the electric field in the laser focus was calculated
in a problem of Section 17.2, and is given by

10E, 2z

2 —iwt+tikz
Buw,y,2,8) = =2 5 = = L A()Q(2)e@0 itk (26.6)

where A and @ are given by Egs. (17.18) and (17.19). Of course we need to
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take the real part of the field to calculate AW. We then have

2x0q ik -1 0 2 ikz(B8~1—1
AW = —Re (,kel #0f / dzA(z)Q(z)eQ(z)zﬂeﬂ 287 - )>
? — 00
2E0x0q ikzoB t /0 dz 2702 ; 2y —-1_
—R ikzo g /wg (142iz/kwg) ,—ikz(8 1) )
e( ikwg © o (U1 2i2/ku?)2” ¢
(26.7)

Let us use an integration variable £ = 2z/kw = z/Zg:

0
AW — _Re<iEOqueik20,3‘l / (1;12)2 emﬁ/wﬁmis)eiskzwﬁw—l1>/2>,
oo i
(26.8)

We first note that if the upper limit in this integral is set to infinity, then the
integral is equal to zero. This can be proved analytically for 8 < 1. Of course,
this result also follows from the Lawson-Woodward theorem.

Problem 26.2. Prove the statement in the previous paragraph for § = 1.

To simplify calculations, let us now consider an ultrarelativistic particle and
set B = 1. Then the integration in (26.8) is easy to do, and the result is

0
i d )
AW = —Re (Z‘Eomoqezkzo / (14_5.5)26—:33/1113(14-15))
oo i
E 2 i
= M(l_e—xﬁ/w?,)ws(k%)_ (26.9)

Zo

The factor cos(kzp) in this equation indicates that the sign of the energy gain
depends on the position of the charge relative to the phase of the laser field; for
bunches of particles longer that the wavelength of the laser radiation such an
interaction modulates the energy of the beam with the period equal to the laser
wavelength.

Problem 26.3. Calculate the contribution to AW of the reflected part of
the laser field.

Problem 26.4. Assume that you are given a laser with a given energy Er,,
frequency w and duration T of the laser pulse. Optimize parameters of a laser
acceleration experiment to achieve the maximum energy gain for relativistic
particles. Express the energy gain in terms of Ej,, w and T.

Many more details of laser acceleration can be found in Ref. [23].

26.3 Inverse FEL acceleration

One can accelerate the beam if its orbit is not a straight line. In this section
we consider acceleration when a point charge is moving in an undulator with
K <« 1 and is irradiated by a laser beam copropagating with the beam. This
kind of acceleration is called the inverse FEL acceleration.
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Figure 26.3: Particle’s trajectory in an undulator and a the laser pulse coprop-
agating with the particle.

We will represent the laser field by a plane electromagnetic wave with electric
field E, propagating in the z direction,

E.(z,t) = Egcos(wt —wz/c), (26.10)
and calculate the energy gain as

W=gq [ dtE -v= q/thwvw. (26.11)

We know the velocity in a small- K undulator (see Eq. (21.3))
K
e = S sin(ky2) . (26.12)
Y
Using the approximation z &~ zo + ¢(1 — 1/2v?)t gives

W:q/th-v

K 1
=q / dt% sin(ky (20 + ct)) Eg cos <wt — ket (1 - 2W2> - kz0>

_ cqK Ey . 1

~ 2 /dt sin (k;uct — wt 4+ wt (1 — 272) + (k+ ku)zo>

_ cqKEy . 1

~ /dt sin <<k’uc - w2’y2> t+ (k+ ku)zo> . (26.13)

In this equation we discarded the term with the sum of the arguments in the
sine function because it adds only an oscillating small contribution to the result.
The most effective acceleration occurs if

w = 2v%kyc, (26.14)

which means that the laser frequency is equal to the frequency of the undulator
radiation. In this case

W >

sin ((k + ku)z0) - (26.15)
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Depending on the position of the particle zy relative to the phase of the laser
the energy gain can have both positive and negative signs. This will result in
the energy modulation of the beam.

As a final note, we mention that the plane wave approximation is valid if the
Raleigh length for the laser beam is much larger than the undulator length. This
is not the most efficient way to interact the laser beam with electrons. A better
approach to the problem is based on exploring a link between the interference
of the undulator radiation with the field of the laser beam [24].

Problem 26.5. Take the the following parameters of the IFEL experiment
from Ref. [25]: beam energy 30 MeV, laser pulse length 2 ps, laser energy 0.5
mJ, laser focused spot size 110 pm, undulator period 1.8 cm, number of periods
3, K = 0.6, and estimate the amplitude of the energy modulation of the beam.
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