Part II General Relativity

Lecture Notes

Abstract

These notes represent the material covered in the Part II lecture General Relativity
(GR). While the course is largely self-contained and some aspects of Newtonian Gravity
and Special Relativity will be reviewed, it assumed that readers will already be famil-
iar with these topics. Also, calculus in N dimensions and Linear Algebra will be used
extensively without being introduced.

There is wide range of books available on the topic and these notes have found inspi-
ration in several of these. Likewise, these notes benefit considerably from other lecture
notes used for this course or its Part III extension in previous years. Readers may find it
helpful to consult any of these as alternative sources for the material, although the goal
of these notes is to make this an optional rather than a necessary procedure for following
the material. We note in particular the lecture notes for Part III GR by Harvey Reall
[36], and the Part IT GR notes by Gary Gibbons [37] and Stephen Siklos [35].

The content of these notes is too comprehensive to be put on the blackboard in ver-
batim fashion. A condensed version mirroring with high precision the blackboard content
will be generated at some later stage.

A subset of the wealth of literature on Einstein’s theory is given as follows.

e S. M. Carroll: “Spacetime and Geometry: An Introduction to General Relativity”
[3]; cf. also [7].

e R. d’Inverno: “Introducing Einstein’s Relativity” [9].

J. B. Hartle: “Gravity, An Introduction to Einstein’s General Relativity” [11].
e L. P. Hughston & K. P. Tod: “An Introduction to General Relativity” [15].
C. W. Misner, K. S. Thorne & J. A. Wheeler: “Gravitation” [17].

W. Rindler: “Relativity: Special, General, and Cosmological” [20].

L. Ryder: “Introduction to General Relativity” [21].

e B. Schutz, “A first course in general relativity” [24].

H. Stephani: “An Introduction to Special and General Relativity” [27].
R. M. Wald: “General Relativity” [30].

S. Weinberg: “Gravitation and Cosmology: Principles and Applications of the Gen-
eral Theory of Relativity” [31].

I have not read all of these books, but will attempt here to give my two cents on guidance
based on what I have read. Schutz’ book is an excellent very first reading of general
relativity. I also enjoyed Carroll’s book a lot (on top of a good compromise between
mathematical foundation and physics, I enjoyed his sense of humor). I found d’Inverno
amazingly readable especially given that it goes quite a bit beyond the standard material



on several occasions. I may be biased, but certainly enjoyed a lot how much material
of his book I found of high value in numerical relativity. (Note besides: it’s German
translation, while equally readable has a good chunk of typos in its first edition — the one
I know). Misner, Thorne & Wheeler is often referred to as “The Bible of GR” and you
will quickly find out why (starting when carrying it home). It was my first introduction
to the geometrical foundation of relativity and it is simply breathtaking at providing the
reader with a visual idea of curved geometry and it’s mathematical toolkit. Weinberg is
also a classic, but focuses more on the field theoretical side rather than geometric images.
I enjoyed the Cosmology part most. I have frequently used Ryder and Wald for selected
chapters but have not read them from the beginning (simply because I only knew about
them at a later stage when reading books from the beginning had become an unaffordable
luxury). Ryder seems a great introduction while Wald is rightfully famous for considerable
mathematical rigor and depth (if you like, a good stepping stone towards Hawking & Ellis
[13]). I have heard good things about Hartle’s book but haven’t got a hand on it myself
yet. It goes without saying that these are merely my own humble opinions. As usual with
textbooks, the recommendation is to have a look yourself and find your optimal selection.
Chocolate is a wonderful thing in my opinion, but I know people who just don’t happen
to like it...

Example sheets will be pointed to at some later stage, probably on

http://www.damtp.cam.ac.uk/user/examples

Cambridge, Oct 23 2016

Ulrich Sperhake
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A Preliminaries

A.1 Units and constants of nature

The units we use for measuring things in our day-to-day lives are naturally adjusted to the
magnitude of the size or mass of ourselves and the objects we tend to deal with. It does not
matter here, whether you prefer Imperial or SI units; on a good pub outing, you will very
likely consume of the order O(1) pints or liters of beer rather than, say, O(1072) or O(10?).
When dealing with the wide range of objects in physics, these units are often not most suitable
because we have essentially no intuitive understanding of numbers such as 2 x 103 — the mass
of the sun in kg. Here lies one reason why physicists often introduce units other than those
used in supermarkets. It is not the only reason, however.

A second, and more profound, reason arises from the seeming constancy of certain values in
nature. While we cannot be absolutely certain that the speed of light, Planck’s & or Newton’s
gravitational constant are genuinely constant over all of space and time, experiments and ob-
servations made so far suggest that they are, and we will follow in this course the working
hypothesis that this is indeed the case.

Constants of nature have two prominent implications: (i) they relate what previously appeared
to be different fundamental physical dimensions and (ii) they give us an intuitive notion about
the regime of validity of a physical theory. In this section, we will discuss these two phenomena
for the speed of light ¢, Newton’s constant G and Planck’s constant h.

Speed of light: In SI units, the speed of light is
c=299792458 m/s ~ 3 x 10° m/s. (A1)

Its constancy, of course, was one of the key ingredients in Einstein’s derivation of the theory of
special relativity. It turns out very convenient in these notes and, indeed, in much of research
in relativity, to measure all velocities in units of the speed of light, i.e. set ¢ = 1. This is to be
applied quite literally to Eq. (A.1), so that

c=3.00 x 10° m/s =1
= 15=23.00x10°m. (A.2)

Note that we really mean that 1 second is the same as 3.00 x 10® meters. This notion is most
familiar from the use of “light years” for astrophysical distance,
days seconds

x 86 400 x 2.9979 x 10° X = 9.4607 x 10" m. (A.3)
year ay S

1 yr =365.25

It is a testament to the intuitive potential of this concept that the light year is frequently used
in public presentations of astrophysical results and in science fiction, whereas astrophysicists
at work tend to use the unit parsec instead. A parsec, 1 pc &~ 3.26 lightyears, is the distance at
which a celestial body undergoes a parallax of 1 arcsecond while the Earth orbits once around
the sun — parsec = short for parallax second.
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The speed of light thus gives us a natural unit for velocities and establishes a fundamental
link between time and spatial distance. It furthermore tells us when a velocity is large in
an absolute sense, namely in terms of a dimensionless number. Absolute numbers in physics
only give us a real sense of the magnitude of something when that number is dimensionless.
Often, such numbers also suggest when a physical theory hits the limits of its regime of validity.
For instance, for velocities v < ¢, the Galileo transformations give us an exquisitely accurate
rule for transforming from one coordinate frame to another moving with v relative to the
first. For v = ¢, however, we know that this rule breaks down and we need to use Lorentz
transformations instead. In fact, Galileo transformations turn out to be the leading order Taylor
expansion of Lorentz transformations around v = 0. Likewise, the Newtonian expression for
kinetic energy mwv?/2 is the leading-order approximation obtained from Taylor expanding the
relativistic E? = p?c? + m2c* around v = 0. We have here a first warning that a theory that is
practically used only in the limit of a small dimensionless number may turn out to be merely
a leading order approximation of a more fundamental theory. This may also be the case of
General Relativity itself.

Gravitational constant: In SI units, Newton’s constant is

m?

G = 6.67408 x 107" — . (A.4)
kg s?

Note that G is known with significantly less accuracy than pretty much all other constants

of nature; gravity is a very weak effect between laboratory test masses and therefore hard to

measure with a high level of precision. The gravitational force of Earth is strong enough, but

we would need an independent estimate of the Earth’s mass; that, however, we obtain from the

Earth’s gravitational field.

As before, we set the constant to unity and also use ¢ = 1, so that

G=1=c¢
= 6.6741 x 107" m® = 1 kgs® = 1 kg x (2.9979 x 10° m)?
= 1m=1.3466 x 10°" kg or 1s=4.0370 x 10% kg. (A.5)

For comparison, the solar mass is
M, = 1.4771 km = 4.9269 us . (A.6)

These are quite useful values to bear in mind when it comes to applications of GR. For instance,
natural units using G = 1 = ¢ give us a good estimate of the size of the event horizon associated
with a specific object; if a mass M is compressed inside a sphere of about the size of its mass
expressed in meters or kilometers, it becomes a black hole. The mass expressed in seconds
is a little less intuitive, but gives a measure of the oscillation periods of a black holes. Solar
oscillations take much longer than a micro second, but if the sun were compressed to a black
hole, that would oscillate on such a time scale.
Again, the natural units G = 1 = ¢ tell us when we have strong effects and a theory, here
Newtonian gravity, reaches its limits. Objects with
% M _M ~ 1, (A.7)
c R R
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in general behave quite differently than Newtonian theory would predict; we need general
relativity for their modeling. The sun has a radius Ro = 6.957 x 10° km, so

Mg
— < 1. A8
i (A8)
Solar dynamics are accurately modelled using Newtonian gravity. For example, the relativistic
effects of light bending near the solar surface are very small and require rather high-precision
measurements to become detectable. We will return to this in Sec. D.3.2 below.
Note that in many physical systems, the regime of high velocity and strong gravity overlap.
For example, the velocity of a test mass in spherical orbital of radius r around a spherically
symmetric body of mass M is (using Newtonian theory) given by
2

v G M

= (4.9)

c cr

and the escape velocity from the surface of a spherically symmetric body of mass M and radius

R is
12GM
=4 —. Al
Ve R ( O)

So we have v? ~ M/R when the velocity is determined by gravitational effects and the regime
v &~ 1 coincides with the regime M/R =~ 1. Post-Newtonian theory is a whole branch of
gravitational research concerned with expanding general relativity around Newtonian gravity
in terms of a power series of a dimensionless parameter ¢ = v? = M/R [5]. If, on the other
hand, large velocities are of non-gravitational origin, special relativity provides a satisfactory
description. This applies, for example, to collisions experiments at particle colliders.

Planck’s constant: Planck’s constant in SI units is given by

kg m? h kg m?
h = 6.62607004 x 10734 “81L hi= o= = 10545718 x 107 s (A.11)
S ™ S
Here, we will use A and also set the speed of light to unity.
We start by setting
1= 0k
=z n X gs
1
= 1kg=85223x10°Hz or 1m (A.12)

" 351767288 x 101 kg’

So we identify the mass of a particle with a frequency or, as we shall discuss a bit further below,
the Compton wavelength with the inverse of a particle’s mass. We can therefore construct a
dimensionless quantity from the quotient of mass and frequency and again we will find that the
breakdown of a theory is signaled when this parameter approaches unity. Consider for example
that we use photons of frequency w to explore the structure of a body of mass m. The photon
energy is fw and the mass-energy of the body is mc?. If

o @y (A.13)

mec2  m
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classical physics break down and we have entered the realm of quantum mechanics. For example,
we can safely track the sun using optical light (v ~ 5 x 1014 Hz), since

hw w 21 x 5 x 104 Hz

Mo~ My 1.989 x 10% kg x 8.5223 x 10% 12

~1.85x107% <« 1. (A.14)

Life doesn’t get much more classical than that. How about tracking protons? Using the proton
mass in SI units, m, = 1.6726219 x 10?7 kg, we obtain

2 5x 10" H
i: T X X 7 - %22X10_9<<17 (A15)
m,  1.6726 x 10727 kg x 8.5223 x 1030 k—gz

which is still ok. For instance, we can safely trace the trajectory of protons in bubble chambers.
Next let us consider energy levels in atoms. For this purpose recall that the energy difference
between different electron states in an atom is of the order of electron volts and that

1 eV = 1.602176565 x 107" J = 1.602176565 x 10~ " kgs—;nQ
= Mey = 1:2\/ = 1.78269 x 107 kg. (A.16)
If we wish to probe energy levels in atoms using optical light, we have
hw @ w 27 x 5 x 10 Hz ~2—0(1), (A7)

meve®  mey 178269 x 10736 kg x 8.5223 x 1050 1

and have definitely reached the quantum regime. The light thrown at the atoms is manifestly
perturbing the very energy levels we are interested in studying.
An alternative way to look at the unity of Planck’s constant is to consider the Compton wave-
length

A=—=—, (A.18)

me  m

so in natural units a particle’s mass is merely the inverse of its Compton wavelength. The
dimensionless quantity then is the ratio of the Compton wavelength of the object to its size
or the characteristic length scale of its available volume. Macroscopic objects are much larger
than their Compton wavelength. For the sun, for instance, we obtain the absurdly small value

h

oC

Ao = =0.5028 x 107 kg™! = 0.177 x 107 m, (A.19)
and clearly Ao/Rs < 1. The sun as a compound object is a classical object through and
through. Of course, quantum effects play a very important role for the behaviour of the sun’s
constituent matter, but not for the sun as a lump object. For a proton, on the other hand, the
Compton wavelength is

h
X, = — = 2.10268 x 107'® m = 0.210268 fm. (A.20)
my,C



A  PRELIMINARIES 10

The radius of atomic nuclei ranges from O(1) to O(10) fm, so the available volume is compa-
rable to the proton wavelength and quantum effects are important.

In summary, we have the following three dimensionless quantities that mark the onset of the
need for new physics when they approach values of the order of unity.

(1) Y~1 = Galileo transformations are no longer valid and
c
we need special relativity.
G M : .
(2) 2R~ 1 = Newtonian gravity breaks down and we need
c
general relativity.
A h : .
(3) R VR ~ 1 = Classical physics break down and we need quantum theory.
c

We conclude this discussion with the question of the overlap between the three regimes. We
already discussed this issue for the first two items: we may have large velocities without strong
gravity which is well described by Einstein’s theory of special relativity. General relativity fully
includes special relativity, on the other hand, so when we have strong gravity, we automatically
have relativistic effects. The most intriguing overlap is that between general relativity and
quantum theory and it remains one of the great unknowns of contemporary physics. This
overlap regime is characterized by having

G M h
- 1 =
2 R and - rp
he
M? = ) A.21
- mw=r (A21)

This scale is called the Planck mass, length or time defined by

he

Planck mass  Mpy = /= = 2.18 x 1078 kg = 1.22 x 10" GeV (A.22)
G —35

Planck length  Lpy = — Mp; = 1.61 X 107 m (A.23)
c
1

Planck time Tp; = —Lp; = 5.37 x 107 s. (A.24)
c

This is the regime where we need a new theory: quantum gravity.
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/,/‘m1

F

i

ma

Figure 1: Tllustration of the Newtonian two-body problem.

A.2 Newtonian gravity
A.2.1 A tale of three masses

Let us start by considering two point masses located at position vectors 77 and r5; cf. Fig. 1.
According to Newton’s law the gravitational force Fi,,o exerted by particle 1 on particle 2 is
given by

L — Ty |

ﬁlonQ == Gmlam2p| = m2i7;‘2 y (A25)

71— 753
and gives rise to an acceleration 7 of the second body. Here, a dot denotes a time derivative
and the additional labels ’a’, ’p’ and i’ stand for the following three types of mass:

active mass:  the source of the gravitational field,
passive mass: the sensitivity to gravitational fields generated by other sources,

inertial mass: a body's resistant to change motion when exposed to forces.

According to Newton’s 3rd law of motion, for every action force, there is a reaction force equal
in magnitude and pointing in the opposite direction. In consequence, the second body reacts
on the first with a force Fs,,1 given by

= To—T1 1 = Ty — T
Foor1 = Gmlpm2a_,—_,3 = —Fion2 = Gmlame = =3 (A-QG)
|7’2—T’1| |T2—7"1
This equality holds for arbitrary position vectors 77, 75, so that
M1pMag = MMy (A.27)

- T (A.28)

Mmiq Mmaq

So for every body, the ratio of passive to active mass is the same and with a convenient choice
of units, we can set it to unity,
my = my . (A.29)

Note that this is not a special feature of gravity. For instance, we also have equality of passive
and active charge in electromagnetism.
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How about the inertial mass then? This has been studied throughout a good part of history in
a variety of experiments. An incomplete list is as follows.

(1) ~ 500 AD: Philoponus observes that two weights differing from each other by a wide
measure fall in times whose ratio differs much less than the ratio of their weights.

(2) ~ 1590: Galileo studies balls rolling down a slope and measures that irrespective of the
balls’ weight, they require for this an amount of time equal to within about 2 %.

(3) ~ 1686: Newton finds the oscillation period of pendulums of different matter types equal
to within ~ 1073.

(4) 1922: Eo6tvos uses a torsion balance with arms of different material to check for a torque
exerted by the sun’s gravity. He finds none to within ~ 5 x 1077,

(5) 1964: Dicke et al perform a refined version of E6tvos’ experiment and observe no torque
to within ~ 10711,

More experiments have been carried out since to search for signs of inequality between the
inertial and the gravitational mass, all compatible to within error bars with the universality of
free fall. If we denote the gravitational field by ¢, a freely falling particle in this field follows

mi = myg(7,t) (A.30)

and the universality of motion implies that all objects have the same ratio m;/m, which, again,
we set to unity without loss of generality. Note that gravity differs in this regard from all
other interactions: inertial mass is identical to the gravitational “charge” of a body, but has no
relation to its electric charge or the body’s coupling to the weak and strong nuclear forces.

A.2.2 Equivalence principles

The observation that all particles fall the same way has led to the formulation of so-called
equivalence principles. It is common to distinguish between three versions.

Weak Equivalence Principle (WEP): Freely falling small bodies with negligible gravitational self
interaction follow the same path if they have the same initial velocity and position.

The WEP summarizes the observations reviewed in the previous subsection. You may wonder
at this stage why this version excludes gravitational self interaction. We will return to this
question shortly, but first introduce Einstein’s version which promotes the principle to a more
general status. For this purpose, we need the following definition.

Def. : A "local inertial frame" is a coordinate frame (¢, x, y, z) defined by a freely falling
observer in the same way as an inertial frame is defined in Minkowski spacetime. In this
context, “local” is defined to mean small compared with the length scale of variations
in the gravitational field g.

The word “local” marks the key difference from inertial frames in special relativity. This con-
straint is necessary to avoid effects such as tidal forces. As illustrated in Fig. 2, tidal forces
in an oversized laboratory give rise to a relative acceleration of two falling particles relative to
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A\ /

\ / Lab frame
—" -~ <o

Figure 2: If an observer’s frame is too large, inhomogeneities in the gravitational field lead to
relative acceleration of particles when viewed inside this frame. Both particles fall towards the
Earth’s center. In a large freely falling laboratory, the different horizontal components of ¢
make the particles appear accelerating towards each other without apparent cause.

each other. Local inertial frames are central to Einstein’s version of the equivalence principle.

Einstein equivalence principle (EEP): In a local inertial frame, the results of all non-gravitational
experiments are indistinguishable from those of the same experiment performed in an inertial frame
in Minkowski spacetime.

In the 1960s, Schiff [23] conjectured that the WEP implies the EEP. The idea is that mat-
ter is composed of particles (quarks, electrons etc.), that the binding energy merely forms a
contribution to the particle’s masses and that the overall interactions in any experiment can
thus be reduced to point particle motion that obeys the WEP. Intriguing though this idea may
be, it remains an unproven conjecture. That leaves the strong equivalence principle which is
undoubtedly a stronger requirement than the WEP.

Strong equivalence principle (SEP): The gravitational motion of a small test body (that may
have gravitational self interaction) depends only on its initial velocity and position but not on its
constitution.

We conclude this discussion with the following remarks.
e As already indicated, the SEP implies the WEP, but not the other way round.

e In the SEP, we require the test body to be small, so that tidal effects are negligible:
Over sufficiently short times, the motion of the Earth and Moon about each other is well
approximated by the motion of point masses. On very long time scales, however, the tidal
interaction transfers angular momentum from the Earth’s spin to the lunar orbit causing
a slow increase in the Earth-Moon distance. This effect would not be present in a system
of genuine point particles.

e The SEP is related to the equality of active and passive mass. Let us consider again the
Earth-Moon system and let us assume Earth and Moon had a different ratio of passive
versus active mass, for example due to differences in the contribution of the gravitational
binding energy to the passive mass. In that case, the Earth and the Moon would fall
differently in the Sun’s gravitational field. This would lead to a distortion of the geocentric
lunar orbit, an effect known as the “Nortvedt effect”. Lunar laser ranging experiments
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ool

Alice i

Bob

X,y

Figure 3: Two observers, Alice and Bob, are located at different height in a uniform gravitational
field g. Alice sends light to Bob that undergoes a change in frequency.

rule out this effect to within 3 &4 cm.

e The SEP implies that Newton’s gravitational constant G is the same everywhere in the
universe, and suggests that gravity is entirely of geometrical nature. Otherwise, the grav-
itational binding energy of an extended object would depend on its position and we would
obtain the Nordtvedt effect.

e General relativity satisfies all three equivalence principles.

e Some modifications of general relativity satisfy the WEP and the EEP, but evoke fields
additional to the spacetime metric to mediate the force of gravity. These additional fields
lead to violations of the SEP.

A.2.3 Gravitational redshift

The equivalence principle allows us to make predictions for the gravitational redshift even in the
absence of a fully developed theory. Consider for this purpose standard Cartesian coordinates
(x,y, z) and a uniform gravitational field

g=1(0,0,—g), g =const. (A.31)

Let Alice and Bob be located at * = y = 0 and z = h and z = 0, respectively; cf. Fig. 3.
According to the EEP, we can describe this scenario using the laws of special relativity in a
freely falling frame, i.e. a frame accelerated with g relative to the rest frame with gravitational
field displayed in Fig. 3.

For simplification, we assume the velocity of both Alice and Bob to be much smaller than the
speed of light, v < ¢, so that we can ignore (v/c)? and higher order special relativistic terms.
The trajectories of Alice and Bob in the freely falling frame are then

1 1 !
za(t) =h+ §gt2, zp(t) = §gt2, vy =vg =gt L c. (A.32)

The calculation then proceeds as follows.
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. Alice emits a first signal at ¢ = t;. The trajectory of this signal is

1
21(t) = 24(ty) — c(t — ) = h+§gt§ —c(t —t1). (A.33)
. This signal reaches Bob at ¢t = T7, where T3 is given by z1(11) = 25(T1), i.e.
1 1
h+ igtf —co(Ty —t)) = 5ng : (A.34)

. Alice emits a second signal at to = t; + A7, and this signal follows the trajectory (A.33)
merely with ¢; replaced by t; on the right-hand side. The signal reaches Bob at T, =
T) + Atp, where 23(T3) = zp(T3), i.e.

1 1
h + §g(t1 + ATA)2 - C(Tl + ATB - tl - ATA) = §g(T1 + ATB)2 . <A35)

Subtracting Eq. (A.34) gives
1 1
c(Aty — ATp) + §gATA(2t1 + ATq) = §gATB(2T1 + ATp). (A.36)

. We now assume that A1y, A7p < T7 — t;. For example, the two signals may be two
consecuitve crests in a light wave where A7 = O(107'%) s which is much smaller than the

travel time Ty — t; in all practical experiments. We can then ignore the terms A7% and
At in (A.36) and obtain

c(ATy — A1) + gATAt; = gATE T
= A7g(gT1 + ¢) = Ata(gts + ¢)

7\ t T —t
= ATB:<1—|—g—Cl) (1—|—g—cl)ATA%|:1—g<1—cl):|ATA, <A37)

where we have used gt/c < 1 in the last step.
. Next, we reshuffle terms in Eq. (A.34), so that

h 1
S (M=) = (T =) = S AT+ 1) (T = 1) ~ 0.
—— h
<1 ~e
h
= T)—t; = — to leading order. (A.38)
c
. Using this expression in Eq. (A.37) for the redshift gives

h !
ATp ~ (1 — gc_2) ATy % ATy | (A.39)

The signal appears blue shifted to Bob: in terms of the wavelength A we have

h
cATg = \g & <1 — 9—2) A4 (A.40)
c
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This prediction was verified to within about 10 % by Pound & Rebka [19] in 1959 at Havard’s
Jefferson Laboratory. With a height difference of about 22.5 m, the quantity gh/c ~ 7 x
107" m/s < 1 satisfies our simplifying assumption exquisitely. The fractional change in energy
of a photon (i.e. its frequency) was O(107'%) in this experiment. Later similar experiments, all
compatible with the equivalence principle, refined the accuracy by several orders of magnitude.
Anticipating material that we will develop further down the road of this course, we can gen-
eralize the result (A.39) to gravitational fields with non-uniform fields. The invariant special
relativistic interval
AAT? = —A AP+ Ax? 4+ Ay? + A2, (A.41)
generalizes in the case of a weak and time independent Newtonian gravitational potential
o(z,y,2) to
2dr? = ll + —2¢(i’2y’ Zq 2 dt? — [1 - —M:{;’f’ 2) ] (da? + dy? + dz=?) % <1. (A42)
In Sec. G.3, we will recover this expression as the spacetime metric of general relativity in
the Newtonian limit. Note that the interval is infinitesimally small in contrast to the special

relativistic (A.41). Let Alice and Bob now be located at fixed positions Z4 and 5. We calculate
the redshift from the invariant (A.42) as follows.

1. Alice emits signals at t4 and t4 + At. Let tg denote the time when Bob receives the first
signal. When does Bob receive the second?

2. Because the spacetime is static (¢ does not depend on t), the two signals travel on identical
trajectories, merely shifted in time. Bob therefore receives the second signal at tg + At.

3. The time measured by Alice’s and Bob’s clocks, however, is given by the proper times 7 at
their respective positions. These are

2¢A 2 2¢B 2
ATE,:(lJr—CQ )AtQ, ATB:(l—i——CZ )At
= ATAm(l—i—gb—?)At, ATB%<1+¢—§)A7§
C C

~1
= ATB%(1+¢—§> <1+¢—'24) ATy
c c

= | A~ (1 + %C;Qm) Aty |. (A.43)

The redshift depends only on the potential difference between the point of emission and the
point of absorption.

The equivalence principles played an important role in the development of general relativity.
If the response of a body’s motion to gravitational forces is independent of the properties of
the body, it suggests that the gravitational force is not a feature of the body but exclusively
of the spacetime in which it moves. To be more precise, gravity is a feature of the spacetime’s
geometry.
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A.2.4 An index based formulation of Newtonian Gravity

We have so far concentrated on Newtonian gravity acting on point masses and only qualitatively
considered the effect on bodies of finite extent. In this section, we will discuss the Newtonian
field equations more generally and also introduce an index notation for their formulation. This
serves two purposes. First, it enables us to introduce index notation in a familiar environment.
Second, this formulation will emphasize more clearly the analogy between Newtonian and
general relativistic laws when we discuss the latter further below.

Index notation is a way to write vectorial and matrix valued quantities in terms of their compo-
nents. For instance, we can represent a vector ¥’ in terms of its components v; where the index
7 runs over the components in a specific coordinate system. If we use Cartesian coordinates
(x,y, z), for instance, we can write

v; = (Vg, vy, V). (A.44)

In view of things to come later when we discuss relativity, we will not equate the vector v with
its components. Our hesitation in this regard will become clearer further below. In contrast
to general relativity, we will also not distinguish between upstairs and downstairs indices, but
only use the latter. Again, the difference between the index positions will be clarified when we
discuss tensors in general relativity. In the example of a vector, we have one index, for example
for the components of a velocity. A quantity may have more indices, however. An example
would be the moment of inertia tensor which is matrix valued and has two indices. We will
encounter further examples as we move along.

The following rules will govern our index notation.

(1) Repeated indices in a product are summed over. For example

3
j=1

Repeated indices appear exactly twice. More than two identical indices in one term do
not give a meaningful expression.

(2) Indices over which a summation is performed may be renamed as long as no conflict with
other indices arises. So,
AijUj = Aipvi (A'46>

really are the same. The j may not be replaced with an 7 in this case, however, since A;v;
is not a well defined expression.

(3) In an equation, free (i.e. not repeated) indices must match on both sides and in added
terms. For example, w; + A;;v; = 0 is a valid equation but wy, = A;jv; is not.

(4) Coordinates can also be written in index form. We often use the letter = for this purpose.
For example, Cartesian coordinates can be written as z; = (x,y, z). We may also denote
spherical coordinates in this way, x; = (7,6, ¢). Some expressions are valid in all coordinate
systems, others may only hold for specific coordinates. In the latter case, we will make
clear which coordinates we are using.
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(5) The partial derivative with respect to the coordinate z; is sometimes denoted by 0; :=
0/0x;. Sometimes, we also use a comma for this purpose as for example in

81}1-

= ) A4
e (A.47)

Vi = Ojv; :

Let us start using the index notation in the already familiar case of the motion of a point mass.
Consider, for this purpose, Cartesian coordinates

;= (x,y,2), (A.48)

and the time coordinate t. Let §(¢,Z) be the gravitational field and m the mass of a freely
falling particle. The equation of motion for the particle is then

KQy

miZ = myg(T,t) | mi=my (A.49)
= =00, =git), (A.50)

where a dot denotes J, and we assumed equality of inertial and gravitational mass. In index

notation, this becomes
& = gi(xj,t), (A.51)

where the j index on the right hand side merely denotes the coordinate labels. It is not a free
index in the sense of requiring an analog on the left hand side.
We can now introduce a non-inertial coordinate system x; by

and Eq. (A.51) becomes in this new coordinate system
o= Gi(E5,t) = g:(T5,t) = bilt). (A.53)

Comments: 1) If g; is uniform (independent of x;), we can choose b; such that g, = 0.

2) If g; is not uniform, we can only achieve that locally. The frame z; is
then a freely falling frame.

We have already seen that in too large a laboratory, tidal effects will give rise to non-inertial
phenomena; cf. Fig. 2. We calculate the tidal forces by considering two particles located at ¥
and T + 67. The two particles’ motion follows

d? d?

d? -

d2

ﬁ(hi = 0xOhgi + O(627) (A.56)
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where we introduced gradient V and dropped higher-order terms in the dz;. We now define
the tidal tensor as (the minus sign is merely a convention)

Eij = —0;9;, (A.57)

and write the tidal effect on the particle’s relative motion as the equation of geodesic deviation
(the name will become clear when we consider the general relativistic analog)

d2

The gravitational field in Newtonian theory is curl free, i.e. V x g = 0, so that there exists a
potential ¢ such that

G=-Vo & g=-0¢ (A.59)

It follows that E;; = +0;0;¢ and, since partial derivatives commute, that the tidal tensor is
symmetric,

E; = Eyj |. (A.60)

Generic matter distributions are described in terms of an energy density field p(Z,t) and source
a gravitational field according to Poisson’s equation

-

V-j=—-4rGp = V2 = 8,0, = AnGp |. (A.61)

Note that we can write this equation equivalently as

which, as we shall see, bears considerable resemblance to the general relativistic version of the
field equations.
Finally, we note that the definition F;; = —0;g; implies

OpEij = —0r0;9; = 0; By (A.63)

1
= By = §(Eij,k — Ei,;) =0, (A.64)
where we used brackets to denote anti symmetrization over the enclosed indices (the factor
1/2 in front is merely a convention). Again, we will encounter a similar equation in general
relativity that goes under the name of Bianchi Identities. In summary, we have the following
main relations:

(1) The geodesic deviation equation
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(2) The field equation

(3) The integrability conditions

Ez‘j = Eji7 (A67

— ~—

A.2.5 The need for general relativity

Unlike special relativity, the general theory of relativity was not urgently required to recon-
cile observation with theory. Even though observational puzzles existed, as for example the
anomalous perihelion advance of mercury, effects of this kind had been satisfactorily explained
in the form of dark matter before: irregularities in the orbit of Uranus lead to the prediction,
by Le Verrier of the location of a further planet whose existence was duly confirmed by Galle
in 1846. Possibly spurred on by the tremendous success of his predictions for Neptune, Le
Verrier conjectured yet another planet to explain mercury’s abnormal orbital motion. This
planet was dubbed Vulcan, though not in anticipation of future televisional fiction, but because
its seeming proximity to the sun sparked fiery visions (Vulcan is the ancient Roman god of
fire). Of course, Vulcan was never found and Mercury’s abnormal motion found a perfectly
satisfactory explanation in the form of modified gravity (general relativity as opposed to New-
tonian gravity). Nevertheless, the idea of another planet seemed far from grotesque at the
time and Mercury’s perihelion precession did not constitute a fatal observational paradox anal-
ogous to the Michelson-Morley experiment’s contradiction of the Galilean/Newtonian concept
of relativity.

The need for general relativity instead arose more from theoretical arguments. Newtonian
gravity is Galileo invariant and therefore incompatible with special relativity. Furthermore the
equivalence principals pointed towards a geometric nature of gravity. At least in hindsight the
extension from special to general relativity along the same lines flat Euclidean geometry had
been generalized to curved Riemannian geometry looks natural. At the time, of course, this
concept was as revolutionary as it was conceptually beautiful.

A.3 A review of special relativity
A.3.1 Notation and metric

In relativity, we introduce two new ingredients to our index notation.

(1) We now distinguish between upstairs and downstairs indices, so in general v’ # v;. Below
in Sec. B.1 we will see that this distinction arises from the concept of vectors and co-vectors
(or one-forms) which are defined as maps from vectors to real numbers. Summation over
repeated indices is now only performed if one index is upstairs and the other is downstairs.

So
3

v = Zvjuj : (A.69)

j=1
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Figure 4: Spherical coordinates (r, 6, ¢).

Coordinates will from now on be denoted with an upstair index. Again, this choice will
be motivated below when we introduce differential geometry and tensors.

(2) We introduce Greek indices a, 3, ... which run from 0 to 3 and include z° = ¢ as the time
coordinate. We will keep the notation that middle Latin indices ¢, j, ... run from 1 to 3
and will occasionally write 2% = (2%, ) or ug = (ug, u;) etc.

We also introduce a metric as a generalization of Pythagoras’ theorem familiar from the R?
or R3. In Euclidean geometry in R3, Pythagoras gives us the distance between two points
= (z,y,2) and ' + Az’ = (v + Az, y + Ay, 2 + Az) as

As® = Az® + Ay? + A2 = §,;Ax Ax? (A.70)
where
1 00
0 01

is the Kronecker delta. In curvilinear coordinates, we can use chain rule to obtain the separation
between neighboring points, but the result will in general only apply to infinitesimally close
points. Les us consider this for spherical coordinates (r, 6, ¢), defined through (see Fig. 4)

= rsinf coso,
= rsinf sing,
z = rcosf. (A.72)

Using

ox ox ox

Oy dy dy
dy = ardr+—aed9+—a¢d¢,
0z 0z 0z

dz = grdrt g5d0+ 5odo, (A.73)

¢7
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we obtain

ds* = da® + dy* + dz?
dr® 4+ r2d6* + r?sin* 0 d¢? . (A.74)

The second equality, however, only holds in the limit of infinitesimally small separation. In fact,
this is the general case; the only situation where we are allowed to apply the distance calculation
to finite separations Az? is that of flat, Euclidean geometry in Cartesian coordinates. Again,
it is customary to write the second equality of (A.74) in index notation as

ds® = g;;dz'd7’ (A.75)
where 7' = (r, 0, ¢) and
1 0 0
gij = 0 T2 0 . (A76)

0 0 r%sin?6

The Kronecker delta (A.71) is therefore only one specific metric, namely the metric in Euclidean
geometry with Cartesian coordinates. In the remainder of this section (but this section only!),
the coordinates x' will be assumed to be Cartesian unless otherwise stated. We will also set
the speed of light ¢ = 1, i.e. use natural units as described in Sec. A.1.

A.3.2 Lorentz transformations

In special relativity, space and time join together to form a spacetime continuum. If 2 denote
the coordinates of an inertial frame, then two spacetime events (¢, x, y, z) and (¢t + At, x +
Az, y+ Ay, z + Az) are separated by a proper distance

As? = —At? + Ax? + Ay? + AZ?, (A.77)

Of course, this relation remains valid in the limit of infinitesimally close points; we then merely
replace all ’A’ with ’d’.
According to the theory of special relativity, however, no inertial frame is preferred over another.
If we denote by #% the coordinate system of another inertial frame, Eq. (A.77) also holds in
this frame, i.e.

As? = —AP 4+ AF* + A+ AF2. (A.78)

Note that this implies, in particular, that As = 0 for events connected by a light ray and all
inertial observers will therefore agree on the value of the speed of light (unity in our coordinates).
Switching again to index notation, we can write Eqs. (A.77), (A.78) as

As? = naﬂAa:axﬁ = ndBAf&AjB ) (A.79)

Here Greek indices with a tilde also run from 0 to 3; the tilde has merely been introduced to
mark that this index is related to the new coordinate system . Normally, we will not introduce
the tilde on the index letters, since the tilde on the x already signifies different coordinates. We
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mark the index as well here because it will help us below to distinguish between the Lorentz
transformation and its inverse. In Eq. (A.79), we have also introduced the Minkowski metric
whose components are

~100 0 ~1000

| 6100 ws _ ap_ | 0 100

Tes="s5=| 9 010 e ont=NT=l g g0 |0 A0
0 00 1 0 00 1

where n°? is defined as the inverse matrix of 7,45 and has exactly the same components in this
case. There now remains the task of identifying the coordinate transformations that ensure the
invariance of As?. Inertial frames move with constant velocity relative to each other, so that
their coordinates are related by linear transformations of the kind

7% =A% " + 2l (A.81)

where the A%, = const. The translation given by the constant 25 has no impact on the following
calculations and we can set zfj = 0 without loss of generality. Equation (A.79) together with
the transformation (A.81) implies

ndgAf&AfB = ndgAé‘MA:v“ AP Az = N Azt Ax” . (A.82)
This condition holds for arbitrary Az*, AZ%, so that we require
M = A% AP 055, (A.83)
or, written as a matrix multiplication,
n=A"nA, (A.84)

where now the “T” denotes the transpose of a matrix. The class of transformations satisfying
this condition are the Lorentz transformations

i —; v,
Aau — f}/ ; ‘ : 7 J Uzvj @ A'ud — 71 ‘ ; fy J Ulvj , (A85)
—w' 0+ (= 1) W8+ (v =)
where the Kronecker delta §°; with one index raised has the same components as d;; in
Eq. (A.71), v" is the velocity (see Fig. 5) of the frame (%) relative to the frame (z*), |v]? =
d;;0'v7 is the norm of this velocity, and v = 1/4/1 — |0]? is the Lorentz boost factor. As one

would expect, the inverse transformation A5 to get back from (%) to the original frame z* is
given by merely inverting the sign of the velocity vector. One straightforwardly shows that

AT NG =0% .,  N'GAS, =6",, (A.86)

where 0, = diag(1, 1, 1, 1) is the four-dimensional Kronecker delta. In practice, one can often
choose the relative velocity v* to point in the direction of one coordinate axis. Choosing, for

instance, the z direction simplifies Eq. (A.85) to
7y ‘ —v 0 0 0 ‘ yv 0 0O
& —yv| v 0 0 w | ywly 00
M=l 0o 1o e M=l 9010 (A.87)
0 0 01 010 01
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xT

Figure 5: An inertial frame (%) moves with constant velocity v* relative to the frame (z#).

A.3.3 World lines and the four velocity

The invariance of the proper distance between spacetime events allows us to make the following
definition.

Def.: The interval between two spacetime events x® and x® + Az is called
timelike = N Ak Ax” < 0
null & Nuw Azt Az? =0
spacelike & N Ak Ax? > 0.
For timelike intervals, we often use the proper time
AT? = —As* = At? — Az® — Ay® — A2*. (A.88)
Using the proper time, we can state the Clock postulate of special relativity:

Postulate: A clock moving on a world line x*(\), A € R, that is in every point timelike or null,
measures the proper time along this world line

A
2 dxt dxt
= N ————dA\. A.89

T /)\1 77# d)\ d)\ ( )
The requirement that the curve be everywhere timelike or null implies that for all A € [A1, As], we

dx* dx¥
have nﬂyﬁ

< 0. Note that the expression (A.89) is invariant under a reparameterization

A — p(A) of the world line and that such a parameterization does not alter the local timelike
or null character of the curve.
It is often convenient to parameterize a timelike curve by the proper time, i.e. use A = 7. From
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Eq. (A.89), we then obtain

dzt dxv
AT =\ g 0

dz* dx”

= ’I'/Iﬂ,i"ui'y = 77“”?? =-—1. (A90)
We define
Def.: The four velocity along a timelike curve is
dx®
@ A91
u = (A.91)

From Eq. (A.90) we find that the four-velocity satisfies by definition

Nuutn” = —1. (A.92)
By chain rule, the four velocity changes under a coordinate transformation (z#) — (%) ac-
cording to )

a® = A% ut . (A.93)

Its norm is therefore manifestly invariant under Lorentz transformations,

0P = AEAY o A% P AP
T/&ﬂu Uu [e% /577;w pu ol

= 0",0"onuulu’ (A.94)
= g’ (A.95)

where we used Eq. (A.82) for the transformation rule of the Minkowski metric and Eq. (A.86)
for the product of the Lorentz transformation matrix with its inverse. Note that we also used
the property of the Kronecker delta to replace indices according to

Mouf =ut, (A.96)

which directly follows from the definition of §*, and will be frequently used in the remainder
of these notes.

A special class of curves are the Geodesics. We will introduce geodesics in terms of a variational
principle. For this purpose, we use the action for timelike curves

B dx® dxP
BN dn

-~

(A.97)
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which we identify as the proper time along the curve z®(\); cf. Eq. (A.89). Timelike geodesics
are then defined as the curves that extremize this action. This is an Euler-Lagrange variation
problem and the solutions are obtained from the Euler-Lagrange equation

d oL oL

B A.
d\Oxzr  Qxr’ (4.98)
where @# := dz*/d\. With the Lagrangian £ from Eq. (A.97) we obtain
oL oL 1
9~ _ _ - Lo . 8 A
o =0 B o e et (A.99)
The definition of £ in Eq. (A.97) implies £ = dr/d\, so that
4OL_ddr( @) ddd o)
axor — dxdr \_Max ) T T aNdr z
d*z®
- Al
dr? (A.100)

The same equation can be derived for spacelike and null geodesics; cf. Sec. B.3 below. With
this result, we can formulate the geodesic postulate of special relativity.

Postulate: Free massive (massless) particles in special relativity move on straight timelike (null)
curves,

d*z*

dr?

=0. (A.101)

Note that 7 denotes the proper time only along timelike geodesics. For null geodesics it merely
parameterizes the curve.

A.3.4 Time dilation and Lorentz contraction

Special relativity is infamous for the apparent paradoxes that have been constructed out of its
sometimes counter intuitive predictions. All of these can be resolved by properly calculating
and interpreting the results, but it requires care at times. In this subsection, we will discuss
two of the most infamous predictions of special relativity that also feature prominently in the
aforementioned paradoxes: time dilation and Lorentz contraction.

Time dilation: Let O and O be two inertial observers using coordinates z* and 7%, respec-
tively, in their rest frames and let @ move with velocity v’ relative to the frame @. Our goal is
to find the relation between the proper time measured along world lines at rest in the respective
frames.

We consider for this purpose a world line at rest in the frame O. The four-velocity tangential
to this world line in coordinates £ is

L (dE
T , A.102
i (dT, 0,0, 0) (A.102)
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The norm of the four-velocity is —1 from which we find

2
— 1 =m0t = - (—) = di =dr, (A.103)

where the sign of dt follows from assuming that both ¢ and 7 are future oriented.
In the frame O, this world line is not at rest and the four velocity expressed in coordinates x*

is
dt dz'\ - i dt
[ ) ARG = — f—
u (dT’ dT) A (WdT’ Y dT) . (A.104)

Let us first consider the time component of this equation. We find
dt dt dt -
ar  dr dt 7 7 ( )

With the result (A.103) and the definition of v, we can write this result as

B dt B dr
VIS I
So while the moving observer ages by an amount d7, observer O sees a larger amount of time
dt = dt/+/1 — |v|? elapse in his/her own frame. The moving observer O ages more slowly than
his twin O remaining at rest. The argument is entirely symmetric: as viewed from the rest
frame of O, the aging of O is slower. This is not a paradox, since the two observers cannot
return to one another to compare their two clocks without undergoing acceleration at some
point. This accelerated phase of their motion requires additional calculation which resolves the

seeming paradox. The interested reader is referred to Sec. 1.13 of Schutz [24].
It is instructive to also consider the spatial components of Eq. (A.104) which gives us

dt

(A.106)

dz’ . dt - . dx' dd?
S L A B A.107
a7 a7 O T e (4.107)
~—

=1
so that the velocity v* denotes the coordinate velocity of frame O as seen in frame O.

Lorentz contraction: We have defined the measure of time by clocks but still need the
proper size of an object. We define this concept through the length of a rod, which generalizes
obviously to the extent of an object in more than one direction.

Def.: The length in a reference frame O of a rod is defined as the proper distance As between two
events A and B, where 2 is the position of the rod’s tail at a specified time ¢4 = ¢, and
T is the position of the rod’s head at the same time ¢5 = ty. Denoting zj — 2%y = Ax’,
the length is given by

As = [/ NapArAxP = \/6;; AxtAzd . (A.108)
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Note, that the length of the rod is by this definition frame dependent. We could define a
preferred measure for the rod’s length by applying the above definition in a special frame,
e.g. the frame comoving with the rod.
Let us now consider an observer O who is comoving with the rod and therefore measures its
length ¢ as given by (A.108). A second observer O is moving with velocity v* relative to the
rod. What length ¢ does this observer measure? Of course, both observers will agree with
the proper distance between the two events we called A and B in the above definition; As? is
Lorentz invariant. What they will not agree upon is whether these two events are simultaneous.
We start by considering the world lines z* of the tail and y* of the head of the rod in the system
O. They are

" = (tai, 75) s Y* = (thead, Th + AT") (A.109)

where xf], Ax® = const and t,; and tpeaq are coordinate time which we use as parameters along
the respective world lines. Observer O will pick two simultaneous events by setting ti.i = thead
evaluate the length of the rod as

? = As* = §;;Ax" Az’ (A.110)

In the frame of the moving observer O, the world lines of the rod’s head and tail are given by

[o}}

(trai, @) = 3% = A%,2",

[N}

(thead, 7') = §& = A%y" = A%, (2" + AzH). (A.111)

Note that here, 7* and ¢ are not constant; the rod is moving in this frame. In order to measure
the length of the rod, observer @ will choose two events A and B, one respectively on the tail’s
and the head’s world line, that are simultaneous in her/his frame. This means setting

Zh{tail = ghead
= Aéottail + Aéiﬂfé = AGOthead + Aﬁi(l'é + Az")
= A()O(ttail - thead) - A()i sz

0 i

= tiail = Thead + % = thead + UiACL‘Z . (A112)
We see here explicitly how the mixing of time and spatial components in the Lorentz transfor-
mation matrix alters the meaning of simultaneity from one observer to another.
All that is left to do is to evaluate the proper distance between the two events A and B that
observer O sees as simultaneously representing tail and head, respectively, of the rod. This
proper separation will be independent of which frame, @ or O, we choose to evaluate it in. We
choose the former frame O because it makes the comparison with the rod’s length in its own
rest frame easier. In the frame O, the coordinates of the two events are

2% = (thead + v Ax' Tl) 2t = (thead; zh + Az'), (A.113)
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and the length of the rod as viewed in the frame O is

- AS?&B = 77#1,(:1:% — xi)(:cg — xf‘l)
= —(v;Ax")? + 6;Ax" Aa? (A.114)

The length is positive by definition, so that in both Eqs. (A.110) and (A.114), we take the
positive square root. Without loss of generality, we can orient our coordinates so that the rod
is aligned with, say, the x coordinate axis. Then we have

(= Az, (=\/1-0vAz. (A.115)

This is the famous Lorentz contraction: Relative to its length in the rest frame, the rod is
shorter by a factor /1 — v? as viewed by an observer moving relative to the rod with a velocity
component v parallel to the rod. Note that (i) the sign of the velocity component (moving
tail-to-head or the other way round) does not affect the result, and (ii) motion perpendicular
to the rod does not contribute to the Lorentz contraction.

A.3.5 Four momentum and Doppler shift

For timelike curves, the four-velocity is a unit vector tangential to the curve. For particles
traveling on such a curve, we define

Def.: The four momentum of a particle of rest mass m is
pe = mu®. (A.116)

Because the four velocity is a vector of length —1, we immediately obtain the frame invariant
relation
Nup'p’ = —m?. (A.117)

Let us again consider two inertial observers @ and O, where O is moving with velocity v’ in
the frame O. A particle at rest in the frame O has a four momentum with components in this
frame given by

= (m,0,0,0). (A.118)

Relative to the frame O, the particle moves with velocity v*, and the four momentum compo-
nents in this frame are obtained from the Lorentz transformation (A.85),

= APt = ym(1, ). (A.119)

Here, ym is the total relativistic mass-energy and ymov® is the linear momentum of the particle
as measured in the frame O. The components of the four momentum can therefore be written
as

P =(E,p"). (A.120)
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From the norm of the four momentum, we obtain the special relativistic energy formula

|
Nuwp'p” = —E* + |p] = —m®

= B =m+|p’

= E?=m’c"+ [p)*c?, (A.121)

where in the last line we restored factors of ¢ by using dimensional arguments.
According to the geodesic postulate, free massless particles move along null geodesics. For null
curves, we cannot define the four velocity, since proper time vanishes along these curves. The
curves still have tangent vectors, but they all have zero magnitude, so that we cannot define a
tangent vector of unit length. The four momentum, however, is not a vector of unit length. For
massless particles, it satisfies 1, p"p” = 0 and therefore is indeed a null vector. The components
are obtained from Eq. (A.120), recalling that the energy of a massless particle, e.g. a photon, is
E = hv and the momentum p = h/\, where v and A are frequency and wavelength, related by
¢ = Av. Setting the speed of light ¢ = 1, we can thus write the four momentum of a massless
particle is

p* = hv(1, n'), (A.122)
where n! is a unit vector.
The redshift can be calculated directly from the Lorentz transformation. Let us consider our
usual frames © and O, the latter moving with v’ relative to the former. Without loss of
generality we orient the frame O such that the photon momentum points in the +x direction.
The four momentum of the photon in this frame can then be written as

p*=(E, E,0,0). (A.123)

Next we assume that observer @ is moving with velocity 7 = (v, 0, 0) relative to O. The
four-momenta p® and p® of the particle in the two frames are then related by a Lorentz trans-
formation according to

P* =AYt = (ny —yvE, —ywE+~E, 0, 0) =: (E, E, 0, 0) ) (A.124)
The redshift is obtained from the ratio E/FE,

E 1—v 1—wv
= —_— = —_ v = —_=
g7 V1—v? I+wv

As expected, the photon is redshifted if the frame @ moves in the same direction, i.e. “tries
to run away from the photon”, but is blue-shifted if v* < 0, i.e. O moves towards the photon.
There is also a so-called transverse Doppler effect arising from velocity components of observer
O in the y or z directions (i.e. transverse to the propagation of the photon). The calculation of
this transverse effect proceeds along similar lines, but requires some care: The general Lorentz
transformation would mix x components with y or z components, so that we would first have
to decide whether the photon propagation proceeds in the x direction in the frame O or in
the frame O. These two cases represent different physical scenarios and would lead to different
redshift factors.

=1—v+ 0. (A.125)

NN
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B Differential geometry

Differential geometry is the mathematical formulation of the properties of curved manifolds,
i.e. the extension of flat, Euclidean geometry. Some of the observations we have made so far
suggest that the generalization of special relativity to encapsulate gravitation will follow a sim-
ilar path like that from Euclidean to curved geometry. A full discussion of differential geometry
is beyond the scope of these lectures. On the other hand the geometric view of Einstein’s gen-
eral relativity is constructive for the understanding of the theory. We will therefore pursue a
middle path in these notes; while not dealing with all aspects in full mathematical rigor, we will
introduce the main concepts as necessary to form a geometrical picture of the theory. Readers
who wish to delve deeper into the topic are referred to DAMTP’s Part III course on general
relativity, the corresponding lecture notes [30] and the books by Stewart [28], Hawking & Ellis
[13] and, especially for an intuitive pictorial introduction, Misner, Thorne & Wheeler [17].
From now on, we will extensively use Einstein’s summation convention in the same way as
introduced in Sec. A.3. We only make two additional remarks.

(1) In the literature, you will sometimes find upstairs indices referred to as contravariant and
downstairs indices as covariant. We will not use this terminology, but it is good to bear
these names in mind.

(2) An upstairs index appearing in the denominator of an expression counts as a downstairs
index. Likewise a downstairs index appearing in a denominator counts as an upstairs index.
Typically, we encounter this phenomenon when we take partial derivatives with respect to
a coordinate. We therefore use the notation

0

B dam”’

which makes it manifest that the index really is downstairs.

(B.1)

B.1 Manifolds and tensors

Our starting point is a manifold on which we will, step by step, develop all the structure required
to describe its geometrical properties. We introduce a manifold without full mathematical
rigor as follows; cf. Fig. 6.

Def.: An n dimensional manifold M is a set of points that locally resembles Euclidean space
R™ at each point. For our purposes, this means that there exists a one-to-one and onto
map

o M—-UCR", peM—2z*cUCR", a=0,...,n—1, (B.2)
where U is an open subset of R".

A few comments are in order.

e [t is not strictly required that we have one map ¢ that globally covers the entire man-
ifold M. Instead, it is sufficient if we can chop up the manifold into subsets and find
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UCR

Figure 6: Illustration of the mapping from points in a manifold M to coordinates in the R".

a coordinate map for each of them. Wherever the subsets of M overlap, we then have
multiple coordinate charts and require that these are smoothly related to each other. In
most practical applications, this subtlety is not required and one instead works with one
or more coordinate systems covering the entire manifold. We will therefore assume in the
rest of this work that we do not need to subdivide the manifold. The results we will obtain
are valid either for a global chart or for a collection of local coordinate charts.

e As we have already seen in the discussion of special relativity, there does not exist one
unique coordinate system, but an infinite number of different coordinate systems. The
coordinates serve us in labeling points and in translating operations on the manifold into
operations in the R"™, where we are already familiar with, for example, taking derivatives.
As we will discuss in more detail further below, the objects in the manifold remain invariant
under the choice of coordinates. A convenient way to think about coordinates is the use
of house numbers in a street. They are convenient, but a relabeling of houses does not
affect the physical structure of the houses or the street.

e The operations (e.g. taking derivatives) and objects (e.g. functions) that we will be dealing
with, really all live in the manifold M, not in the coordinate space U. Because the mapping
¢ : M — U is one-to-one, however, this distinction is often blurred and we will not always
rigorously distinguish between operating on the manifold or in coordinate space.
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T,(M)

Figure 7: Illustration of defining a vector as the derivative operator along a curve. T,(M) is
the space of all vectors at point p.

B.1.1 Functions and curves

Def.: A function on the manifold is a map
fTM—=R. (B.3)

The function is smooth iff for any coordinate system x® on the manifold, f(x“) is a smooth
function from R™ to R. If a function is invariant under a change of coordinates, it is also
called a scalar.

Def.: A curve is a map
A I CR—->M, (B.4)

where [ is an open interval. The curve is smooth iff for all coordinate systems z“ on M,
the map z* o A : I — R" is a smooth function.

B.1.2 Vectors

Def.: Let C* be the space of all smooth functions f : M — R, X\ be a smooth curve and
p = A\(0) € M. The tangent vector to the curve \ at p € M is the map

V:C® =R, [feV()= %f()\(t)) : (B.5)

t=0

A vector is thus defined as the directional derivative operator along a curve at a specific point
of that curve; for an illustration see Fig. 7. Note that vectors inherit the following properties
from derivative operators.
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(i) Linearity: For constant o, 5 € R and smooth functions f, g,

Viaf +Bg) = aV(f)+8V(g). (B.6)
(ii) Leibniz rule: For two smooth functions f and g,

VI(f9)=V(f)glp)+ flp)VI(g). (B.7)

We next consider the choice of a convenient basis of the vector space T,(M). Let z* be a
coordinate system on the manifold M. Using chain rule, we can write

_dat 0

d ..., o
V(f)= Ef(x (A1) = i |, aun (). (B.8)
/ T N
vector components basis vectors

It can indeed be shown that 7,(M) is a vector space of dimension n and that the n partial
derivative operators d,, = 0/0x" define a basis of this vector space. We denote the basis vectors

by either of
0

e“ = QM = % . (Bg)
The components of the vector V' are then
dz# dz
V= | = B.10
dt |, dt’ (B.10)

where we often drop the explicit reference to the curve A\. We can then expand the vector in
terms of the basis according to any of the following combinations,

dz* 0 d
V:VHEM:VI'L@H: E% = E . (Bl].)

Note that the vector components V# and the basis vectors 0/0z* both change when we trans-
form from one coordinate system (z*) to another (). More specifically they change according
to chain rule,

0 0 ort 0 oxt
= — e pr— p— p— B . 1 2
= o 7 % T gza T dioogzr | oot (B.12)
dat 4z 9rvdar 0ie
Vi=r = Ve w T o a " ar” (B.13)

While the components of the vector change under a coordinate transformation according to

b
-, oxt

w_
V= (B.14)
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the vector V transforms as

o
O O Ve, — Vie, LV (B.15)

T oz ope M

V = V“e# — Vaéa

i.e. the vector is invariant under coordinate transformations! This is an important point. The
components and the basis depend on the coordinates, but the vector is an invariant object.
The specific type of basis vectors e, = 0, form a so-called coordinate basis. This is not the
only possibility for a basis and for some other choices one can even show that there exist no
coordinates y® such that the basis vectors are partial derivatives 9/0y“. For most applications
(inside and outside of this course), however, coordinate bases will do fine. Furthermore the
statements we will make in this work hold for coordinate as well as non-coordinate bases unless
we explicitly state otherwise. We shall therefore use coordinate bases throughout the remainder
of these notes.

B.1.3 Covectors / one-forms

Def.: A covector or one-form (the two terms are synonymous and we shall be using both) is a linear
[cf. item (i) just below] map

n:T,(M)—-R, VinlV). (B.16)

The space of all covectors at a point p € M is called the cotangent space T, (M) and can
be shown to be an n dimensional vector space, just like 7,(M). If e, be a basis for the
tangent space 7,(M), we define the components of a covector 1 as

M= m(ep), (B.17)
i.e. we plug in the u' basis vector.

Covectors have the following properties.

(i) Linearity: Let o, 8 € R and V, W € T,(M). A covector i obeys [cf. Eq. (B.6) for

vectors]
n(aV + W) = an(V) + n(W). (B.18)
(ii)) Components: With the definition (B.17) we therefore obtain for an arbitrary vector and
covector
n(V)=n(Vte,) = Vtn(e,) Because 7 is linear (B.19)
= n(V)=V",. (B.20)

We require (V') € R to be a scalar, i.e. invariant under coordinate transformations.
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(iii) Transformation rule: The coordinate invariance of (V') determines the behaviour of the
components 7, under a change of coordinates. Let us transform from z* to new coordinates
z*. We already know the transformation rule (B.13) for the components of a vector, so

that for any V' € T,(M)

~ or®
— © L ~ a = 2
n(V) =0 V" =0V = oy 2V
o0x® oz
=g Rl B.21
= 77M amuna aj«:ﬁ ( )
. oz
= | 7ls = 55" | (B.22)

We illustrate the concept of covectors with the following example.
Def.: The gradient df of a smooth function f is the map

d df
df : R — - B.2
fiTM) = R, at ' di (B-23)
Recall that a vector is the derivative operator d/dt along a curve A. If we denote this vector

by V' = d/dt, we write synonymously

d,
di(v)=vi( =2 (B.24)
In particular, we can regard the coordinates z® as functions on the manifold. Setting f = x®

for some fixed a € {1, 2, ..., n}, we obtain

N ol O ox® o

Recalling Eq. (B.17) for the components of a covector, we conclude the following relation for
any vector V,

N0dz®(V) = 1odz®(VP0s) = 0o VPda®(95) = naVP6%5 = 0oV = n(V), (B.26)

so that n,dz® and i are the same one-form. The coordinate gradients dx® therefore form a
basis of the cotangent space 7, (M), the dual basis of the vector basis 9,. We thus have the
basis expansion of a one-form 7,

n = n,dz® |. (B.27)

B.1.4 Tensors

Now that we have defined vectors and covectors, we can define general tensors which include
the former two and also scalars as special cases.
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Def. : A tensor T at p € M of rank (;) r, s € Ny, is a multilinear map

T:T; (M) x ... X T/ (M) XT(M) x ... x T,(M) = R. (B.28)
rfa?crtors sf;(;ors

;
\

Put bluntly, a tensor is a machine into which one plugs r one-forms and s vectors and
out pops a real number.

We illustrate this with a few examples.

1) A covector n is a tensor of rank (?); we plug in one vector V' and obtain the number (V).

2) A vector V defines the following linear map
VT (M)—=R, n=n(V). (B.29)

A vector can therefore be regarded as a tensor of rank ((1)) This view also gives us a

convenient way to obtain the components of a vector. From the basis expansion of a one-
form (B.27), we have

N(V) = nadz® (V) =0,V

= V°=da®(V) = V(dz®). (B.30)

Just as we obtained the components 7, of a covector i in (B.17) by filling its slot with
the basis vector e,, we obtain the components of a vector by filling its slot with the basis
one-form dz“.

This rule holds for tensors in general: the components of a tensor T" of rank (;) are obtained
by filling its slots with the respective basis one-forms and basis vectors:

Ty g =T(dx*, ..., dz" ez, ..., €p,). (B.31)
3) We define the (}) tensor § through
0:T (M) xT(M)—=R, (nV)=nlV) VneT (M), VeT,(M). (B32)
From Eq. (B.31), we obtain its components

Oz
5a5 = 5(d£L’a, 65) = dx"‘(ﬁﬁ) = w = 5(15 s (B33)

as the Kronecker delta.

It can be shown that the tensors of rank (Z) form a vector space of dimension n"**. The
transformation properties of the components of a tensor are determined by requiring that the
number obtained by filling all its slots with one-forms and vectors is a scalar, i.e. invariant
under coordinate transformations. A straightforward calculation shows that transforming from
coordinates x* to T changes the components of a tensor of rank (Z) according to

ox™ o0zer Oz™ ox"s
Oxrm e Oxtr aj;ﬁl e 85;53

Talmarﬁl...ﬂs _ T,ul...,u,«ylmys ) (B34)
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Note the simple rule underlying this lengthy expression: one factor 0z/dx* for each upstairs
index of the tensor and one factor dx” /07" for each downstairs index. The transformation rules

B.14) and (B.22) are merely special cases of this rule for (}) and (°) tensors.
( y 0 1

B.1.5 Tensor operations

There are several ways how we can construct new tensors out of existing ones. We summarize
them as follows.

(1) Tensors can be added together and multiplied with numbers by correspondingly com-
bining their output numbers. For example, we define for two tensors S, T of rank (}) and
two numbers ¢q, ¢o € R the new tensor

aS+eT T/ (M) xT(M) =R, nVe=caSnV)+alnV). (B.35)

(2) A special case of adding and scalar-multiplying tensors is the symmetrization and anti-
symmetrization. For a tensor T' of rank (g), we define

1

its symmetric part Sap = §(Ta5 + T3a) = T(ap) ; (B.36)
. . . 1
its anti-symmetric part Aup = §(Ta5 — Ta) = Tiag) - (B.37)

This operation can be applied over a subset of indices of tensors of higher rank, as for
example in

1
(B — §(Ta676 + TP, (B.38)

For (anti-)symmetrizing over non-adjacent indices, we use the | symbol as a delimiter
between the indices we operate on and those we do not. For example,

1

Ttaipme) = 5(Tapys = Topra) - (B.39)

We can also (anti-)symmetrize over more than two indices. This is done as follows.

e Sum over all permutations of the indices we (anti-)symmetrize over.

e For antisymmetrization, each of these terms is multiplied by the sign of its permuta-
tion.

e Divide by n! (n factorial).

For example, this procedure gives us
« 1 [e% [e3 (e} [e% (e} «
T%y0) = 3 (17805 + T%05 + T%sy — T8y = T%15 — T"p5) - (B.40)

(3) The contraction of a tensor T of rank (Z) is the (Zj) tensor obtained by filling one of
the “upstairs” slots with the basis one-form dx® and one of the “downstairs” slots with
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the basis vector d, (with the same index a'!). For example, let T be a (g) tensor, w and

1 two covectors and V' a vector. Then a (f) tensor S is defined through contraction of T
by

S(w,n, V) =T(dz* w,n,0,,V). (B.41)
The definition is invariant under a change of coordinates, since
0 ozH 0z 0
TH _ _ - 7 « 7 . a
T(dx ,w,n, 8ju’v> = 900 5o T<dx ,w,n, 8x5’v> =T(dz" w,n,0,, V). (B.42)
Y]

Note that the derivatives 97#/0z® and dz° /07* are merely numbers and can therefore be
pulled out of the argument of T'; T is linear in its vector and covector arguments!

The components of the contracted tensor are obtained from Eq. (B.31),
S, = S(dz",dz", e,) = T'(dz®, dz",dz" e, €,) = T ,,. (B.43)

Note the following properties of contractions.

e It matters over which of the slots of the tensor we contract. In general
T, # T . (B.44)

e Often the same letter is used for the tensor and its contraction, as for example in
T, = T, This is not strictly wrong, but in index free notation, it will be
confusing if the same letter is used for different tensors.

The outer product of a (Z ) tensor S end a (2) tensor T is the (’q’f;) tensor S ® T defined
through

ST (Wi, ... s Wy, Ny, ooy My, Vi oo, Vi, Woy o, W) (B.45)
= Swi, ...,w,, Vi, ..., V)T, ...,m, Wy, ..., W), (B.46)

where wy, ..., wp, My, ..., N, are covectors and V', ..., V,, Wy, ..., W are vectors.

By plugging in the basis vectors and one-forms into all slots of the tensor product, we
obtain for its components

(S ® T)al-napﬁlmﬂr

—_ Sal...ap

Tobr (B.47)

M1 fhqV1.. Vs 1. g

One can furthermore show that an arbitrary tensor T' of rank (’;) can be expanded in
terms of the basis vectors and one-forms according to

T=T""""5 5€4,®..0€, dr" @... ads’. (B.48)

The outer products e,, ®...®e, @dz” ®...®dr" thus form a basis of the vector space
of (7) tensors.
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B.1.6 Tensor fields

So far, we have only considered tensors at a specific point p € M. Einstein’s theory of general
relativity is formulated in terms of tensor fields. A rigorous definition of tensor fields requires
the concept of fibre bundles which is beyond the scope of this course; for the interested reader,
we recommend Hawking & Ellis [13] for a more in-depth discussion. Here, we loosely define
fields as follows.

Def.: A tensor field of rank (7) is a collection of (7) tensors at each point. We can regard the tensor
field as a map that associates with every point p a tensor T, of rank (:) The tensor field is
smooth :< its components in a coordinate basis are smooth functions.

The distinction between a tensor and a tensor field will often be clear from the context. Some-
times, however, we will use an index p to distinguish a vector X, at p € M from the vector
field X. As an example, we consider a vector field

X M-=>T,M), p—X,. (B.49)

If f: M — R is a smooth function on the manifold, the vector field X defines a new function
X (f) through
X(f): M=R, p—X,(f), (B.50)

i.e. at any point p, the function X (f) returns the directional derivative df /dt along the curve
that defines the vector at that point. For a vector field, we can define smoothness in a concep-
tually different but fully equivalent way to the above smoothness criterion for tensors.

Def.: The vector field X is smooth :& X (f) is a smooth function for every smooth f.

For illustration, let ® be a coordinate system on the manifold and consider the vector field
defined by the coordinate basis vector 9, at every point. For a function f, the vector field
generates the new function 5

ou(f): M —=R, pr—>a—g;];. (B.51)
The vector field 9, is clearly smooth, since for every smooth function f, its partial derivative
JOf /0x* is also a smooth function. We now see why the two definitions of smoothness for a
vector field are equivalent: we merely expand a vector field in the coordinate basis and obtain
smoothness of all individual terms in the expansion iff the vector field’s components are smooth.
As a final example, we consider a smooth vector field V' and a smooth covector field 1. Then

nV): M—=R, p=n,(Vy), (B.52)

is a smooth function because n(V') =7, V* and the components are smooth. Throughout the
remainder of this work, we will assume all tensors to be smooth.
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Figure 8: Illustration of the integral curve A of a vector field V' through the point p € M.

B.1.7 Integral curves

In Sec. B.1.2 we introduced vectors as directional derivatives along curves. A vector field, in
turn, defines curves in a unique manner.

Def.: The integral curve of a vector field V' through a point p € M is defined as the curve through
p whose tangent at every point ¢ along the curve is V.

An integral curve A of a vector field V' through p € M can be parametrized without loss
of generality such that A(0) = p. If we let 2* be a coordinate system on the manifold, the
condition for an integral curve can be written in terms of the vector components as

d| dzt (A(t))
7 R

= VH(z?), (B.53)
with the boundary condition z#(A(0)) = #*(p). The theory of ordinary differential equations
ensures that Eq. (B.53) has a unique solution. A vector field X therefore has a unique integral
curve through point p € M; for illustration see Fig. 8.

B.2 The metric tensor
B.2.1 Metrics

In Sec. A.3.1 we introduced the metric as a generalization of Pythagoras’ theorem to measure the
distance between infinitesimally close points labeled in not necessarily Cartesian coordinates. In
Sec. A.3.2, we further generalized the idea of a metric to include the time coordinate through a
negative metric component. In both cases, we had some idea of what the distance of the points
should be, for instance from Pythagoras’ theorem in R?® or the invariant proper separation
(A.77).

In this section, we will reverse this point of view. While we have established a layer of struc-
ture on our manifold (coordinates, curves, tensors), this manifold remains amorphous. There is
nothing in what we have said so far that tells us anything about the curvature of the manifold
M or, equivalently, the distance of neighboring points. Recall that we likened coordinates to
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house numbers who are convenient for labeling houses in a street but not for giving us a precise
measure of how far apart they are. We will now define the metric tensor in such a general man-
ner that it accommodates the description of spacetimes as different as those containing multiple
black holes, describing open and closed universes or the gravitational collapse of stellar cores
in supernova explosions.

Def.: A metric is a tensor field g of rank (g) with the following properties.
(i) g is symmetric: g(V,W)=g(W.,V) V V, W e T,(M)
or, equivalently, g.3 = gsa-
(ii) g is non-degenerate: g(V,W)=0 ¥V W € T,(M) ifandonlyif V =0.

According to Eq. (B.48), we can expand the metric in terms of basis one-forms as
g = gopda® @dz”, g, =9(9,,0,). (B.54)
This relation is reminiscent of the more common notation for the line element
ds? = gapdrda” . (B.55)

Note, however, that the two relations express mathematically very different objects, the former
a tensor on a manifold, the latter a differential. Combining Eq. (B.34) for the transformation
of tensors under a change of coordinates with chain rule, we directly obtain the invariance of
the line element (B.55),

ox® 0xP oTH p ozr”

d5* = G, d2"3" = i 97 I8 pm dx P dz” = §°,0° 5 GupdrPds’ = gapdr®ds’ = ds?.
(B.56)
A metric introduces an isomorphism between vectors and one-forms,
i.e. V is a one-form defined through
V:T,(M) =R, Wi V(W) =g(V,W). (B.58)

The components of V are obtained by expanding all involved vectors and covectors in the
coordinate basis,

W =W, V=V9, V=Vd

= V(W)=V,dz*(W"0,) =V WHs, =V W, (B.59)
Furthermore,

g(V7 W) = gaﬁvawﬁ

= V,=gu,V". (B.60)
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In the following, we will drop the underbar in the covector and write V,, = V. The index
position makes clear whether we have a vector or a one-form. In index free notation, the
distinction will often be clear from the context. In those rare cases where it is not, we will
explicitly state what type of tensor we are dealing with.

Since the metric g is non-degenerate, it can be inverted. We define

1

Def.: The inverse metric g~ is a symmetric tensor of rank (g) with

(97" ) M gus = 6% (B.61)

From now on, we will drop the exponent —1 when we write the components of the
inverse metric and merely distinguish it from the metric by the position of the indices.

Example: The line element on the unit sphere, 22 4 y? + 22 = 1 in R?, is ds® = df? + sin® 0 d¢?,

so that
1 0 1 0
Gap = and hence  ¢* = : (B.62)
0 sin%é 0 -

sin? 6

Just as the metric defines a mapping from vectors to covectors, the inverse metric defines a
map in the other direction. If ) is a one-form, a tensor of rank (é), i.e. a vector, is defined
through

g t(n .): TS M) =R we g '(nw). (B.63)

In components,
e

N =g . (B.64)

The two isomorphisms defined by the metric and the inverse metric through Egs. (B.58), (B.63)
are inverses of each other,

g'(gv,))=V, glg'(n, .),.)=n. (B.65)

In analogy to Eq. (B.64), we can raise and lower any number of indices in a tensor with the
metric or its inverse. For example, if T" is a tensor of rank (g), we obtain a tensor of rank (11*)
through

T = gang™ g™ T ., . (B.66)

Because these mappings between tensors of different rank are isomorphims, we usually use the
same letter, here T, for the object, irrespective of the positions of the indices.
B.2.2 Lorentzian signature

The symmetry and non-degeneracy of the metric has an important consequence that we state
here without proof.
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null
/ spacelike

Figure 9: Light cone structure for vectors at a point p € M.

Lemma: For every point p € M, there exists a coordinate system y® such that at p the com-
ponents g,z are (i) non-zero only on the diagonal, i.e. for = 3, and (ii) that these
non-zero components are +1 or —1. “Sylvester’s law” furthermore states that the num-
ber of such +1 or —1 entries is invariant under any coordinate change that preserves
the requirements (i) and (ii).

This fact allows us to make the following definition.

Def.: The signature o of a metric g, on an n-dimensional manifold M is the sum over the +1 and
—1 entries over all diagonal elements. A metric with signature ¢ = n is called a “Riemannian
metric” and a metric with signature 0 = n — 2 is called “Lorentzian”.

For example, the four-dimensional Minkowski metric n,s = diag(—1, +1, +1, +1) has signature
o = 2 and we define spacetimes accordingly in general relativity.

Def.: An n dimensional spacetime, or Lorentzian manifold, is defined as a smooth n-
dimensional manifold M equipped with a metric of signature n — 2. Many (though
not all) applications of general relativity are concerned with n = 4 dimensional space-
times and we shall assume n = 4 from now on unless stated otherwise.

We emphasize, that the signature is convention dependent; some authors write the Minkowski
metric as 7,3 = (+1, —1, —1 — 1), and correspondingly use metrics of signature —2 in general
relativity.

We will discuss the construction of the particular coordinates later in Sec. B.7, but already
make one important comment here. For metrics of signature 2, we can transform the metric
locally to the Minkowski metric. This is only possible locally, since at points g # p, the metric
will in general not be Minkowskian in this coordinate system. This is strikingly reminiscent of
the Einstein equivalence principle: locally, we have the Minkowski metric of special relativity
and the corresponding coordinate frame is a freely falling frame. Furthermore, we know that
the Minkowski metric is invariant under the Lorentz transformations (A.82). The coordinate
system that locally transforms the metric to 7,5 = diag(—1, +1, +1, +1) is therefore not
unique, but all coordinates with this property are related by Lorentz transformations.

Locally at a point of the manifold, we thus recover the laws of special relativity. This also
includes the light cone structure discussed in Sec. A.3.3 which we define for vectors on a
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Lorentzian manifold as follows; cf. also Fig. 9.

Def.: Let (M,g) be a Lorentzian manifold, V € T,(M), V #0. V'is
timelike & gV,V) <0
null =  g(V,V)=0
spacelike & gV, V) >0.

For spacelike vectors V', W, we can further define norm and angles.

Def.: The norm of a spacelike vector V' € T,(M) is |V|:= /g(V, V).

The angle between spacelike V., W € T,(M) is 8 := arccos <£|]€"\/|V“‘;I)> :

B.3 Geodesics

B.3.1 Curves revisited

On a manifold with Lorentzian metric, we can distinguish between timelike, null and spacelike
vectors according to the above definition. This property is directly transferred to curves.

Def.: A curve is timelike (null, spacelike) at a point p € M
& its tangent vector at that point is timelike (null, spacelike).

Note that in general, the null, time or spacelike character of a curve can change along the curve.
For curves or segments of curves that are timelike or spacelike throughout, we can define the
following measures.

Def.: The length of a spacelike curve (segment) is

t1
s= [ oV Vil (B.67)
to

d . :
where V = 7 is the tangent vector of the curve A. In components, this becomes

f dz® dxP
s = Jop———— dt, (B.68)
/to Odt dt
which, by differentiation, also justifies our notation ds®> = g,sdx®dz” for the line

element.
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Def.: For timelike curves, we define the proper time along a curve as

t f dx® dxf
t) = —g(V.V dt = — o —— —— dt B.69
7(t1) /to \/ v, )|>\(t) /to 9ap di di ( )
where again, V' = d/dt is the tangent vector along the curve.

For timelike curves, we define the four-velocity as through Eq. (A.91) in special relativity:

Def.: The four-velocity along a timelike curve X is the tangent vector to that curve parametrized
by proper time T,

ut = Cili: : (B.70)
A7)
According to Eq. (B.69) the proper time along this curve is
T:/TO g d%:/m Vgds | L
= 1=\/—guuu’
= gwulu” = —1. (B.71)

Just as in special relativity, the four-velocity of a timelike curve is a unit vector.

B.3.2 Geodesic curves defined by a variational principle: Version 1

Geodesics are the analog in differential geometry to straight lines in Euclidean geometry. Even
though we have an intuitive idea of what a straight line is in flat geometry (think of a ruler,
for instance), a cleaner mathematical definition is more suitable for generalization to curved
manifolds: A straight line is the curve of minimal length between two points A and B. In
Sec. A.3.3, we defined timelike geodesics in special relativity as curves that extremize the
action (A.97), i.e. the proper time along the curve. We shall now do the same for curves in
generic Lorentzian manifolds.

First, however, we recall Noether’s theorem which is of outstanding value in many calculations
involving geodesics. Noether’s theorem really consists of two parts and we will apply both in
the remainder of this work. Let us consider for this purpose a Lagrangian L that depends on
generalized coordinates ¢ and ¢y, where ¢ := dqx/d\, and A\ denotes the parameter along the
possible paths gx(A) of a physical system. The action

s= [ Ll nar, (B.72)
is extremized by curves satisfying the Euler-Lagrange equation

d (0C\ ocC
X (8_%) - (B.73)
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()
A

Figure 10: Graphical illustration of varying curves from A to B such that the action (B.77) is
extremal.

We may then obtain integrals of motion as follows.

Noether’s theorem: (i) If £ does not explicitly depend on ¢, then

oL

= B.74
Pk XA ( )
is a first integral of motion, i.e. is conserved along the path
that extremizes the action S.
(ii) If £ does not explicitly depend on the parameter A, then
oL

is a first integral of motion.

Proof: Part (i) follows directly from the Euler-Lagrange equation (B.73). For part (ii), we
start by differentiating Eq. (B.75),

d (.96 .\ _ 9L . dOoL dL
a \ "84, = g T aNDg A
_ --%+-i%_<% ~%+-~%>
“oq " arog — \ox " Tag, " "og,
=0
d oL oL
(LA %2 Eq. (B.73). B.
i (55— 5o ) =0 byBe (BT (B9

In the study of geodesics, this result will turn out particularly valuable if ¢, # 0.
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Let us then extremize proper time for timelike curves. More specifically, we consider curves
x*(A\) connecting points A and B of the manifold; cf. Fig. 10. Without loss of generality, we
choose the parameter A such that A = 0 corresponds to point A and A = 1 to point B. We
wish to extremize the proper time between the points which gives us the action [cf. Eq. (B.69)]

1
S:/ Ld\, L= /—guiri’. (B.77)
0

Note that S is invariant under a reparametrization of the curve. For example, we can introduce
a new parameter k required only to be a monotonic function of A, i.e. dk/d\ > 0. Then we
have chain rule

_ datdz
I~ ax dn

_/ dz dzv d
B V 79k dr d)\

dzt dzv

g, e B.
g,LL dli dlﬁl K ( 78)

We now apply the Euler-Lagrange equation (B.73) to the action (B.77). The derivatives of the
Lagrangian are (a dot denotes d/d\)

oL 1 Y i ew Gt
o 2£ ( g,uzz(s x” — g,uux'ufs a) =2

(B.79)

£ Y
oL 1 e
@ - i (_x,ux aag;w) ) (BSO)
so that the Euler-Lagrange equation becomes
d Jpuadt T3 On Gy
— = =0. B.81
ax ( C ) TTar (B:81)

If you haven’t got a social life, like me, you might want to go ahead and evaluate the \
derivatives. But there is an easier way: we reparametrize the curve using proper time

A o dpy -
:/ =g B 5
0 d\ dX\

dr\? dzt dx” 9
= (5) =0y F
dr
-~ _r
=

1
d_drd_1d B

dr  drdx  Ld\’
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where we assumed in the third line that d7/dX > 0, i.e. both parameters are future oriented.
Inserting this result into Eqgs. (B.81) gives

d dx" L dxt dx”
—L— (gua dr )"’ 2 d dr aag;w—o

dr
d*zt da¥ dxt 1 dat dz”
le' vipa—7 7 — FYauw 5 — B.
= drz I + 0y dr dr 2709 T ar ¥ (B.83)
Pz 1 dx* dz”
_ Ba
= gﬂa d 2 + (&/gua + augz/a - aozg;u/) ? dT = 0 - g
d’z’ 1 dz* dx”
Z B 0,0, 0u0va — OaQuy) — . B.84
d7'2+2g (OvGon + O g“)dT dr ( )
In view of this result we make the following definition.
Def.: The Christoffel symbols are
{5} = 59" 959y + 9298 — Ougsy) |- (B.85)

By construction, they are symmetric in their two downstairs indices.

The geodesic equation (B.84) can then be written as

dx? dz

e B.
{57 dr dr 0 (B.86)

For spacelike geodesics, we can perform an analogous calculation, merely starting with the

action .
S = / Ld\, L= /guiri”, (B.87)
0
in place of Eq. (B.77) and then reparametrizing from A to the proper length s according to

ds

§ B.
o\ =L, (B.88)

We then obtain

dx? dz

—=0]. B.8&9
d32 {57 ds ds ( )

B.3.3 Geodesic curves defined by a variational principle: Version 2

It is instructive for a number of reasons to derive the geodesic equation also from a slightly
different action. Instead of varying the action (B.77), we now start with

5 5 4 dz® dz”®
5:/ LA\, L =gus———r. B.90
N P IN)) (B-90)
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The difference to our first Lagrangian (B.77) is (i) that we do not take the square root and (ii)
that we do not restrict the discussion to timelike or spacelike or null curves. For this reason,
we need not worry about the overall sign of g,sz®i” and, just for convenience, choose to not
put a minus in front.

The variation of (B.90) is straightforward. The derivatives of £ are

oL B en . .
@ = gaﬁxﬁé n + JapT 56# = 2gﬂﬁxﬂ ) (B91)
oL ...

and the Euler-Lagrange equation gives us

d oL 0L . . o
d\Oit  dxh 2055”4 287(0,g,8) i — 4" 0ugap = 0

= 2g,pi° + 2i"%8,g,5 — ¥ 70ug,5 = 0

g, L., o
= guﬁxﬂ + b i (Ov9us + 989 — Ougus) = 0 g™
= @+ {5} @i =0. (B.93)

Aside from the fact that we have the more general parameter )\ instead of proper time or
length, this equation looks exactly like Eqgs. (B.86), (B.89) derived above for time and spacelike
geodesics and all seems fine. But it is not quite as simple as that.

Let us consider, for example timelike geodesics and choose a parameter A related to proper
time by

d dnd _d & d [ d d &
- d_drd _d i N At T
S . N W =R s (e d)\) Aot (B9

We have demonstrated above that the action (B.77) is invariant under any reparametrization,
so its variation proceeds the same way for any A and the geodesic equations (B.86), (B.89) still
are the correct results. Rewritten in terms of A = e”, however, (B.86) becomes [using (B.94)]

1 (0%

B4 {0} e’ = _X% : (B.95)
This is clearly not compatible with Eq. (B.93). So which one is correct and what is going on?
The answer arises from the fact that the action (B.90) is not invariant under a change of the
parameter . If we change the parameter, say from A\; to Ay, we are not necessarily extremizing
the same action and should not be surprised that the result of this exercise, namely Eq. (B.93),
gives us a different curve when choosing parameter A\; than for choosing parameter \y. So, for
our particular choice A = €7, Eq. (B.95) gives us geodesics and Eq. (B.93) does not.
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On the other hand, if we set A = 7, Eq. (B.93) agrees with (B.86) and gives us geodesics.
The question then remains to figure out for which choices of the parameter A\, Eq. (B.93) is
correct. Let us first consider timelike geodesics which are given by Eq. (B.86). Let A and T be
monotonically increasing and, thus, invertible functions of each other: dr/d\ > 0. Then

d d\d N & d (dxd 7d2)\d+ d\\° & (B.96)
dr — drd\ dr2  dr \drd\)  dr?d\ dr ) dX\2’ '
and Eq. (B.86), reparametrized with A, becomes
Az da da® d\\ 2 ) dz® da®
4T et o (0h) CAfT @ B.97
o U (dT) 2 a S i (B:97)
This agrees with Eq. (B.93) if the right-hand side vanishes which is only achieved for
d?\
ph 0 & A=cT+cy, ¢, co=const €R, (B.98)

i.e. if A and 7 are linearly related. We likewise find that (B.93) defines spacelike geodesic if the
parameter \ is linearly related to the proper distance s. This leads to the definition of affine
parameters.

Def.: The parameter \ along a timelike (spacelike) curve is called an affine parameter if it
is linearly related to the proper time (proper distance) along this curve: A\ = ¢;7 + ¢
(A =c15+ ¢2).
For an affine parameter, timelike and spacelike geodesics are determined by Eq. (B.93).
If we choose a non-affine parameter instead, geodesics are given by Eq. (B.97).

In this discussion, we have so far gracefully ignored null geodesics. Null geodesics are special in
the sense that they do not have a natural affine parameter analogous to proper time or proper
distance. Nevertheless, null geodesics are honorable curves that can be parametrized just like
other curves. We can even define affine parameters as follow.

Def.: If a null curve
C:ICR—->M, A—=2%), (B.99)

satisfies Eq. (B.93) it is a geodesic and its parameter \ is called an affine parameter.
If the curve satisfies Eq. (B.97) with a non-zero right-hand side, it is a geodesic and
its parameter is non-affine. If the curve satisfies neither (B.93) nor (B.97), it is not a
geodesic. This definition holds as well for timelike and spacelike geodesics.

In general relativity we define test particles as sufficiently small bodies that generate negligible
gravitational fields. Their motion is governed by a geodesic postulate analogous to Eq. (A.101)
in special relativity.

Geodesic postulate: Test particles with positive (zero) rest mass move on timelike (null)
geodesics.
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The geodesic equation, either in the form (B.93) for an affine parameter or (B.97) for a non-
affine parameter, is a second-order ordinary differential equation. The uniqueness theorems of
the theory of ordinary differential equations ensure that a unique solution exists for specified
position z®(\) and velocity £%(\) at some A = .

Aside from demonstrating the difference between affine and non-affine parameters, the varia-
tional method discussed in this section also serves a practical purpose: it gives us a convenient
method to calculate the Christoffel symbols without grinding through its definition (B.85).
This method is best illustrated using an example. As will be shown below in Sec. D.1, the
Schwarzschild metric for a static black hole can be written in spherical coordinates as

% dr? +1r2df* + r? sin® 0 d¢p? | firy=1- — (B.100)
where the constant M denotes the mass of the black hole. For an affine parameter A, the
geodesic equation is then given by (B.93) if we know the Christoffel symbols. Viewed the
other way round, however, we can use Eq. (B.93) to extract the Christoffel symbols if we know
the geodesic equation. And for reasonably simple metrics like (B.100), the geodesic equation is
quite easily obtained by directly varying the Lagrangian £ of Eq. (B.90). For the Schwarzschild
metric (B.100), the Lagrangian is

ds* = —f(r) dt* +

fm —fP 4 2 4020 42?0 2. (B.101)

The t component of the Euler Lagrange equation is obtained from

9L i %y, (B.102)
leading to
%(—in) =0
- 3_; + f‘l%ﬁ =0
S U L g T L 0 otherwise, (B103)

Note the factor 1/2 that arises for Christoffel symbols with mixed downstairs indices which are
equal and thus appear twice in the summation {#ty}x'“af’/ in the geodesic equation.

B.4 The covariant derivative

Physical laws typically involve derivatives which requires us to compare mathematical objects
at nearby points. In general relativity, the relevant objects are tensors and that presents us
with a difficulty: vectors at different points p, ¢ € M, for example, live in different vector
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spaces, namely 7,(M) and 7,(M). We can therefore not take the difference between them. So
how can we calculate their derivative?

The answer is to construct the so-called covariant derivative. We will do this in steps, first for
scalars, then for vectors and finally for arbitrary tensors. For scalars, this is trivial since they
are the only class of tensors for which the problem just mentioned does not arise; we can just
subtract the scalar at one point from that at another.

Def.: The covariant derivative V f of a function f is a map
Vf:T,(M) =R, V= Vyf=V(f). (B.104)
By definition, V f is therefore a tensor of rank ([1)) In components, we write
Vof = (Vf)a=0uf. (B.105)

Recall that V' (f) is the derivative of f defined by (B.5). Covariantly differentiating vector fields
is a bit more complicated.

Def.: The covariant derivative VV of a vector field V' is a map
VvV :T,(M) = T,M), X—VxV, (B.106)
with the following properties (f, g are functions and X, Y, V', W are vector fields)
(1) VixsgvyV = fVxV +gVyV,
(2) Vx(V4+W)=VxV +VxW

(3) Vx(fV)=fVxV +(Vxf)V (Leibnitz rule)

Note that we can also define V'V as the following type of map, which is completely equivalent
to (B.106),
VV T (M) X T, (M) =R, (1,X)=n(VxV). (B.107)

In this form, the tensor rank G) of VV is manifest. In components, we use the following
notations
Ve :=VaVe:=(VV). (B.108)

You may wonder at this stage that this definition is all nice and fine, but how do we actually
calculate the covariant derivative of a vector? Patience, we will come to that. First we define
another level of structure on the manifold.

Def.: Let (e,) be a basis of the tangent space 7,(M). The connection coefficients I/, are defined
through
Ve, :=Vee,=17¢,. (B.109)
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Some comments are in order.

e In these notes, we only consider coordinate basis vectors e, = 0,,. This definition of the
connection coefficients, however, is general and also holds for non-coordinate bases.

e Note that Ve,e, is a vector by construction; cf. Eq. (B.106). The I'f, therefore are the
expansion coefficients of this vector in the basis (e,).

e The word connection arises from the fact that through Eq. (B.109) we “connect” the
tangent spaces at different points p, ¢ € M. Specifically, the connection coefficients give
us the rate of change of the basis vector e, in the direction of the basis vector e,. This is
the key element we were missing above when we wondered how we can compare vectors

in different tangent spaces 7,(M) and T,(M).

e Here we use the convention that the second downstairs index of the connection, i.e. v in
Eq. (B.109), denotes the direction in which the derivative is taken. The first index denotes
the basis vector we are considering. There is bad news and good news about this. The bad
news is that this convention is not ubiquitous; some people have the downstairs indices in I"
the other way round. The good news is that in general relativity, the connection turns out
to be symmetric in its downstairs indices, so that this convention does not really matter.
Beware, however, that there are instances where one uses another connection that is not
symmetric in the two indices. For example, this can happen in studies of modifications
of general relativity. We will not do this in these notes, but we recommend that you stay
aware of which convention you use, whether you follow these notes or choose the opposite.
It is a good idea, in general, to write down your conventions unless your choice is evident.

With the definition (B.109), we obtain a more concrete expression for the covariant derivative.
Let V = V*e, and W = WW"e, be two vector fields. Then we have

VvW  =Vy(Whe,) =V (W")e, + WHVy(e,) ‘ by Leibnitz rule
=V"e,(W#)e, + WHV e, (e,)
= Ve, (Wh)e, + VW'V, e, ) by item (1) of the definition of ¥

=V [0, WP +WITE | e, (B.110)
= (VvW)’ =V"9W° +T% WHVY (B.111)

where in the last but one line, we used e, (f) = 0, f for f = W*, renamed the summation index
i to p in the first term and inserted the connection through its definition (B.109). Since the
vector V is arbitrary in Eq. (B.111), we can rewrite this result, also defining standard notation,
in the form

WP, =V, W= (VW) = 9,W° +T0, W |. (B.112)

So we now have a perfectly nice expression for the covariant derivative of a vector field provided
we know the connection. Before you conclude that we are just kicking the can down the road,
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we will get to that point in due course. But first we deal with a couple of other important
points concerning Eq. (B.112).

First, we would like to check how it changes under a transformation of coordinates from z® to
Z#. For the connection, we start with its definition (B.109) and replace e, = J, which makes it
easier to spot where to apply chain rule. Transformed to coordinates z#, this equation becomes
(we denote 8, 1= 9/07®)

. ) o g
e 0y = V0= ai Vo (%@)

pv

oz® 028 0z 0x”
= 9 oo’ T g agn v 0 9)

02xP ox® 0P
— Fp
0705 P T 5w g sl

02xP ox® OxP 077 ~
Fp
970w T 05 0 oo | Gar

5.0 2
S, - 200 Oat 02y | 080 Oar (B.113)
dxr 87 OFr P Gar OFvOFH
The first term on the right-hand side of the last line corresponds to the transformation properties
of a tensor of rank (;), but the second term spoils the transformation; I, 5 1s not a tensor. Note,
however, that the second term is independent of the connection itself. So the difference of two
connections is a tensor and it leads to the following definition.

Def.: Let M be a manifold with connection Fﬁy. The torsion tensor is defined as
Tt :=T),-T5,. (B.114)
The connection I' is called torsion free & T,w’\ =0.

The difference between two connections often appears naturally in perturbation theory where
we study small deviations from the connection of a background spacetime. This deviation is
indeed a tensor.

With Eq. (B.113), we have all tools at hand to check how the covariant derivative of a vector
transforms. Let us first consider the partial derivative on the right-hand side of Eq. (B.112),

) B.11
03 OxB (’33:” W 0r0xP ( )

oWe 0z 9 (03° 5\ _ Ox* 07
oxv  0iv Oz \ OxP

Again, the first term on the right hand side would give us a tensor transformation law, this time

for a tensor of rank (}), but the second term spoils the transformation. It looks suspiciously

similar to the extra term we obtained in Eq. (B.113) and you probably guess where this is
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heading. Combining Eqs. (B.113) and (B.115), we obtain the transformation of the covariant
derivative VW2,

V00 = G, 4 o T

0zx® 0x” Oz oz
— Cn B
- 0iv ox 528" T o PR <8:L‘5)
Oz Oxf 0xP ., Ot 5 0T 5 (Ox\ 0P 4
Oxr 07 7~ P O e oxr " (8@“) 81:5W (B-116)
0zx® 0x” oz? o0xP 0xP ozr Ot ~ (O
— B 83 Y o B
= 9 gpp W IO, <8x5) Mt LR S e (W) ‘

We simplify the very last term using

Sk A AT A A S
o 0a” o L 5 (6’1) _ 0y (ai)

oxP Oz oxP Ok Ot oxP
oxP O+ ~ ([ Ox? 0P Oz ~ (0T 0F
B N ¢ vc CF B.11
W 8x>‘8x58 (agzu) W o o (amﬁ) WO (8x5> > (BA17)

which exactly cancels the second term in the last line of Eq. (B.116), so that

oz 8x”a Wh 4 ox® 0z° F = ox® 0z”

p_
V. W oz 0xP oz OxP orv 0xb

VW7 (B.118)

The covariant derivative V,W# transforms as a tensor as it had better do since we defined
it as a tensor in the first place. But we now see that the extra term that spoiled the tensor
transformation law for the connection in (B.113) and the partial derivative in (B.115) cancel
each other; the extra term involving the connection in the covariant derivative (B.112) adjusts
the partial derivative such that we obtain a tensorial derivative for vectors. Another viewpoint
regarding the extra term on the right-hand side of Eq. (B.112) evokes Leibnitz rule. The
vector is W = Wre,. The partial derivative J,W” only takes care of changes in the vector’s
component, but not in the basis vectors. Leibnitz rule gives us two terms in the derivative of
the produce W*e, and the second term accounting for the rate of change of the basis vector
involves the connection which has just been defined to measure this change.

We have dealt with the transformation properties for the covariant derivative of vectors in much
detail here because the construction of covariant derivatives of arbitrary tensors proceeds along
very similar lines. This construction is straightforward but involves a good deal of lengthy
calculations which are not particularly enlightening. Having introduced all the key ideas in the
special case of vectors, we therefore feel more comfortable skipping those detailed manipula-
tions and focus on the results instead.

Before moving on to other tensors, we mention a subtle point about the notation that has
some potential for confusion but is nonetheless used almost ubiquitously in the field. concerns
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the component functions of tensor fields; for example the components W*#* of a vector W.
Strictly speaking, these are merely functions on the manifold. We have treated them as such,
for instance, in the derivation (B.110) where we regarded e, (WW*) as the derivative 0, W*. It
is common in the literature, however, to also use W* representing the entire vector. This is
done, for example, in the notation V,W?* for the covariant derivative of W in Eq. (B.112).
The covariant derivative of a function would just be its partial derivative, but V, W7 includes
the correction term for the covariant derivative of a vector. How do you know when terms like
W? are assumed to represent merely the component functions or the entire tensor? Usually
this should be clear from the context, but a good rule of thump is that they represent the
components if the basis vectors are explicitly present in the equation, but otherwise denote the
tensor; cf. Eq. (B.110) with Eq. (B.112).

In order to define the covariant derivative of a covector field, we recall that a covector is defined
through its action on vectors; cf. Eq. (B.16).

Def.: Let 1 be a covector field and V', W be two vector fields. The covariant derivative of n
is defined as the map

Vv :T,(M) = T*(M), V—=Vyn, with
(Vvn)(W) := Vy (n(W)) —n(VyW). (B.119)

Note that n(W) is a function and Vy W s a vector, so that all terms on the right-hand
side of Eq. (B.119) are already well defined. Equation (B.119) furthermore exhibits product
rule explicitly for differentiating (V') if we move the last term to the left-hand side.

Vn is a tensor of rank (g) which can be seen as follows.
(Va)(V,W) = (Vyn)(W) = Vy (V") —n.(VvW)"
= VP0,(nW*) — 0. (VPO,W" + V’T‘,ij”)
= VW#om, — Ty nV'W”
= (Opmu =Tl ) VPWH (B.120)

So Vn is indeed a linear map taking two vectors as input and returning a number. Equation
(B.120) further gives us the components of the covariant derivative of a one-form n,

Nup = Vol = (V) o = Oy — Loty |- (B.121)

We likewise define the covariant derivative of a tensor T" of rank (g) by filling all its slots with
r one-forms and s vectors. The result is a number and we require Leibnitz rule to hold on the
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entire product. A straightforward calculation analogous to (B.120) shows that the result VT

is a tensor of rank (Sfrl) and has the components

T1een _ 1.0t 1 ou... 1...Us—10
ijjlu uryl...ys - 8/)7ﬂ'u 'urul...us + ngT K uryl...ys +...+ Fg,T_,T“ Hs V1...Us

el D L R I ol e (B.122)

vip Vsp

This expression is simpler than it looks at first glance. First, we get a partial derivative and then
for each tensor index one correction term constructed as follows. For each upstairs (downstairs)
index of the tensor T, we add (subtract) a term “I'T”. The derivative index (p in our case) is
always the second downstairs index of the I' whose other indices are combined with those of T
in the only manner possible to make the free indices’ positions agree with the left-hand side.

B.5 The Levi-Civita connection

Finally, it is time to answer the question about how to determine the connection coefficients
in practice. The general answer is that you can choose any coefficients I'j, that obey the
transformation rule (B.113) under a change of coordinates. In general manifolds, there is no
more fundamental structure on the manifold that determines the connection, so it is part of
defining the geometry to equip it with a connection of your choice. Note that it is not even
necessary to have a metric on the manifold. Nothing of what we said in the previous section
on covariant derivatives relied on having a metric available.

If we have a metric, however, there exists one special connection. This is a consequence of the
fundamental theorem of Riemannian geometry.

Theorem: On a manifold M with metric g there exists a unique torsion free connection that is
metric compatible, i.e. satisfies
Vg=0. (B.123)

This connection is called the Levi-Civita connection and its components are given by the
Christoffel symbols.
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Proof: “<”7: Let .
g’y - {ﬁa—y} = §gau<aﬁg%u + 0,9, — (%gm) . (B.124)

This connection is evidently symmetric in S and + and therefore torsion free.
Furthermore,

Vagsy = 0afsy — Fgagm — I 960

1
aagﬁw - 59,;0— [(aﬁgaa + 8&905 - aagﬁa) gpv + (6 A4 ’7)]

1
a9y = 5 10890y + Dagys = Drgpa + (B ¢ )]
1
0298y = 5(0agy8 + Dagpy) =0, (B.125)

since the metric is symmetric.
“=7: Let ng be a metric compatible, symmetric connection. Then

Vagsy =0
= Oafpy = Fgagm + angﬁp- (B.126)

By definition the Christoffel symbols are

1 v
{#,} = 390893 + 01905 — 0.957)

1

= I, (B.127)

In general relativity we use the Levi-Civita connection and we shall henceforth assume the
connection ng to be the Levi-Civita one unless stated otherwise.

B.6 Parallel transport

The covariant derivative enables us to compare tensors at different points on the manifold. In
particular, we can define when a tensor does not change along a curve.

Def.: Let V' be a vector field and C an integral curve of V. A tensor T is parallel transported
along C if VyT = 0 at every point of the curve.
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Example: Recall Eq. (B.93) for an affinely parametrized geodesic which we now write as

d?z dxt dx”
T B.128
d\? T d\ d\ ( )
The tangent vector of that curve is
dx®
Us = — B.129
d)\ ) ( )

which becomes the four velocity (B.70) for the case of timelike geodesics
parametrized with proper time. Equation (B.128) then becomes

0 = Lyay e pegr = da? o 1o LT UrUY
T dA v T a\ p
= UPQUC 4T, Ut = UPV U = (VoU)®. (B.130)

So the tangent vector of an affinely parameterized geodesic is parallel propagated
along itself.
If x is another parameter along the geodesic with dA/dk > 0, both vectors

d d d\

are tangent to the geodesic. Defining h := d\/dk, we have

dh
VvV = V,u(hU) = hVi(hU) = W2 VU +U (W) hU = —V B.132
v wu (hU) u(hU) vU +U (h) o ( )

=0

and ih
V=—-V B.133

describes the same geodesic. « is also affine if dh/d\ =0 < h=const & k=
c1A + ¢o in agreement what we found in Eq. (B.98).

Parallel transport defines a tensor uniquely along the curve of transport. Let, for instance, T
be a tensor of rank (}) and let the curve be described by z*(\) with tangent vector V. The
parallel transport of T along the curve is then defined by the equation

0= (VyT)", = VOV,T", = V79, T", + T, T°, V7 —T0,T",V°

d ag o
= TV + T T0V7 =TT,V =0. (B.134)

The theory of ordinary differential equations ensures that a unique solution exists if initial
conditions are provided for T#, at some point on the curve. In the literature, you will sometimes
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find the notation

D dx?

2o e B.1
DX dx P (B-135)

so that parallel transport of our (}) tensor T along a curve is defined by DT*,/DX = 0 and
likewise for other tensors.
Note that parallel transport along V' preserves the length of a vector W

d
T (WalV™) = VIV, (W) = 2, VIV, (B.136)
———

=0

and a similar calculation shows that the angle between two spatial vectors also remains un-
changed under parallel transport. An important consequence of Eq. (B.136) is that the timelike,
spacelike or null character of the tangent vector along a geodesic is constant along the geodesic.
Unlike a normal curve, a geodesic that is timelike (spacelike, null) at some point is timelike
(spacelike, null) everywhere. We have already seen this for the specific case of the four velocity
of a timelike geodesic: u,u® = —1. In the context of timelike curves, one can also define the
acceleration.

Def.: Let u® be the tangent vector to a timelike curve parametrized by proper time 7. The
acceleration is Dot
u

a = oy = u’V u (B.137)

The curve is a geodesic if a* = 0. Geodesics are therefore the analogs of the paths of freely
moving particles in Newtonian dynamics. Note that a non-affinely parametrized geodesic
satisfies a® = fu® where f is a function.

It is instructive to contrast parallel transport in general relativity with that in special relativity.
In the Minkowski spacetime with Cartesian coordinates, I',, = 0 and Eq. (B.134) becomes

d

—T", =0, B.138

S, (B.135)
so that in Cartesian coordinates parallel transport leaves tensor components unchanged and
this result is independent of the curve we choose between points p to ¢g. This is a key difference
between special and general relativity. As we shall see in Sec. B.8.4 below, parallel transport
of a tensor from p to ¢ is dependent on which curve we choose.

B.7 Normal coordinates

In Sec. B.2.2 we stated that at a point p € M we can construct coordinates such that the
metric is Minkowskian at that point. We will now show how to construct these coordinates.



B DIFFERENTIAL GEOMETRY 62

Def.: Let M be a manifold with connection I' and let p € M. The exponential map is defined as
e:T,(M)—->M, X,—q, (B.139)

where ¢ is the point a unit affine parameter distance along the geodesic through p with
tangent vector X,

We make the following remarks.

(1) In a local neighborhood of p, the map e can be shown to be one-to-one and onto.

(2) The vector X, fixes the parametrization of the geodesic: A straightforward calculation
shows that e maps the vector AX,, 0 < A <1 to the point an affine parameter distance A
along the geodesic of X,

The exponential map enables us to construct a special class of coordinates.

Def.: Let (e,) be a basis of 7,(M). Normal coordinates in a neighborhood of p € M are defined
as the coordinate chart that assigns to ¢ = e¢(X,) € M the coordinates of the vector X*.

Note that this definition does not completely specify the coordinates. We still have the freedom
to choose a basis for 7,(M).

Next, we will investigate how normal coordinates can be used to control the metric components
at p.

Lemma: In normal coordinates constructed around the point p, the connection at p satisfies
F‘(‘Vp) = (. If the connection is torsion free, we furthermore have F‘ljp =0.

Proof: In item (2) of the above set of comments we saw that the exponential map (B.139)

maps the vector AX, to the point an affine parameter distance A along the geodesic

through X ,,. In the neighborhood of p, the affinely parametrized geodesic is therefore

given by
C:[0,1] - M, A= 2t (A) = AXE (B.140)
The geodesic equation for the affine parameter A\ becomes
d*zt dz” dx” ,
noo_
= F(Vp) =0. (B.141)
If the connection is torsion free, we also have Fﬁj o= 0 and, hence, I'}, = 0.

Having chosen coordinates that lead to I'), = 0 at p € M, we will in general not find the
connection to also vanish at other points ¢ # p. It is an interesting exercise to check which
piece of the above proof breaks down at ¢ # p. We will comment on this question in the actual
lectures.
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Lemma: If we have a manifold with metric g and choose the Levi-Civita connection, then in
normal coordinates
0p9ve = 0. (B.142)

Proof: The Levi-Civita connection is torsion free, so that by the previous lemma
Iy, =0
= 2gc,pFZl, = 0uvo + 0oy — Osgu = 0. (B.143)

Next, we symmetrize the left-hand side over ¢ and p and add the result to obtain
20,95, = 0.

Note again that this result holds at p but that in general we cannot make 9, g,, vanish at other
points ¢ # p. It now remains to select the normal coordinates such that the metric components
acquire the Minkowskian values.

Lemma: Let M be a manifold with a metric g of signature 2 and I' the Levi-Civita connection.
Then we can choose normal coordinates such that at p

09 =0, G = Ny = diag(—1, +1, +1, +1). (B.144)

Proof: We already proved the first part. For the second part, let % be normal coordinates.
By Eq. (B.140), the point an affine parameter distance A along a geodesic through p
with tangent X, then has coordinates A X. Now choose an orthonormal basis (e,,)
of the tangent space T,(M) (this can always be achieved, for example by Gram-
Schmidt orthonormalisation) and consider the special case where X, = e;. The
point an affine parameter distance A along the geodesic through p with tangent e
then has coordinates

AXE = A (eg)" = (), 0,0,0).

So the geodesic curve has coordinates z#(\) = (A, 0, 0, 0). But in any coordinate
system, the tangent vector to the curve (), 0, 0, 0) is 9y = 0/9z°, so that 9y = ey.
We likewise show 0,, = e,. It follows that the {d,} form an orthonormal basis and,
hence,

Guv = g(a/u au) = N - (B145)

In summary, we can choose coordinates such that at p € M the metric is Minkowskian and the
connection coefficients vanish.

Def.: We call a coordinate frame with these properties a local inertial frame.

In a local inertial frame, we therefore recover the laws of special relativity. According to the
equivalence principle, this frame represents freely falling observers.
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B.8 The Riemann tensor

The fact that with all our efforts, we can at best recover the laws of special relativity locally
at a point in the manifold is a consequence of spacetime curvature. The Riemann tensor is the
mathematical object that encapsulates the curvature of our manifold. It is time to study this
tensor in detail now.

B.8.1 The commutator

In Eq. (B.115) we saw that the partial derivative of a vector field, 9,W# does not transform
as a tensor. In consequence, V®9,W? is not a tensor either for any vector field V. We can,
however, define a tensor based on this partial derivative as follows.

Def.: The commutator [V, W] of two vector fields V', W is defined by
[V, W]* .=Vt W —WHIV, (B.146)
and is a vector field.

Proof: Using Eqs. (B.14), (B.115) for the transformation of a vector and its partial derivative
under a change of coordinates (z%) — (Z*), we find for the commutator in the new
coordinate system

T = v [ S, (35)
e Bf;:z;fiwz 1)
_ gi VEgsW 4+ VI aizz;
w2
- ()

Note that we departed here from our usual path of defining tensors as linear maps and then
deducing it’s transformation properties. Instead, we define the commutator through its compo-
nents and show that this definition satisfies the transformation rule of a vector under coordinate
transformations.

One straightforwardly shows that with vector fields U, V', W and a function f the commutator
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satisfies
V. W]=-[w,V], (B.148)
V. W +U]=[V,W]+ [V, U], (B.149)
V. W] =[I[V.W]+V(/)W, (B.150)

U, [V.,W]|+ [V, [W,U]] + [W,[U,V]] =0 “Jacobi Identity”.  (B.151)

For a coordinate basis {0, }, we obtain

{ 0 9 ] =0, (B.152)

D’ dav

because the components of these vectors are constant by construction. We state without proof
the following theorem about the inverse implication.

Theorem: If Vi, ..., V,, 1, m < dim(M) are vector fields that are linearly independent at
every p € M and whose commutators all vanish, then we can construct coordinates
2" in a neighborhood of any p € M such that

0

B.8.2 Second derivatives and the Riemann tensor

From calculus in n dimensions we know that partial derivatives of functions commute, 9,0, f =
0,0, f. Let us see whether this holds for covariant derivatives of functions. We have

Vo Vuf =0,(Vuf) =T8NV, f =0,0.f —1%,0,f =V, V., f—2I7

(v

0f . (B.154)

With a torsion free connection, such as Levi-Civita, we therefore find that second covariant
derivatives of functions also commute. Note that in Eq. (B.154) we first took the outer covariant
derivative. This avoids ending up with covariant derivatives of connection coefficients which
are not well defined quantities.

Next, we consider second covariant derivatives of vectors. We find with the Levi-Civita con-
nection

VaVaV7 = 0a(VsV7) = T5,V, V7 + T2, V17
= VaVsV7 = 0,(85V7 +TV7) =I5, (9,V7 + T2,V7) + T (83V7 + T2,V7)
= VoVl = VeVl = 0,07, VO 4 T7,0,V7 + T0,05V0 + T, 0,V

—(a « B), (B.155)
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where (a <> ) denotes the right-hand side of the preceding lines with o and /3 swapped.

Def.: The Riemann tensor is

R pog = 0aly — 010, + T, T7, — DR T . (B.156)

With Eq. (B.156), the second covariant derivative (B.155) becomes the so-called “Ricci Identity”
VoVVT =VV, VT =R ,.5V". (B.157)

We conclude that covariant derivatives of vectors fail to commute and that the Riemann tensor
(by definition) measures this failure.

An equivalent definition of the Riemann tensor is given as follows.
Def.: Let U, V., W be three vector fields. The Riemann tensor is the rank (é) tensor R with
(R(U,V))(W)=VyVyW = VyVyW — Vg vW. (B.158)
Proof: Let f be a function. A straightforward calculation shows that
R(fU, V)W = fR(U, V)W |
RU, fV)W = fR(U, V)W |
RU,V)fW = fR(U,V)W . (B.159)

So R is linear in its three vector arguments. Furthermore, the right-hand side of Eq. (B.158)
is manifestly of vector type, so that contraction with a one-form is by construction a linear
operation. Therefore, R is a tensor. In order to calculate the components, we fill the three
vector slots of R with the basis vectors, i.e. substitute in (B.158) U =e,, V =egand W =e,.
We use a coordinate basis e, = J, so that [e,,es] = 0 by Eq. (B.152),

R(e,,eg)e, =V,Vge, — V3V, e,. (B.160)
Recalling Eq. (B.109), we find V.es = I} e, and therefore
R(e,,ez)e, = V.(Ize,) — Vs(lh.e,)
= (ﬁal“gﬁ)eu + rgﬁvaeu — (0s1%,)e, — T, Vse,
= (Oalpp)e, + 1,00 e, — (0s17,)e, — T4, se,

[f‘?anﬁ — 9Ly, + Ty, —Th Ths e, . (B.161)

pa puf
>

~
=RY o3 with the definition (B.156)
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Equations (B.156) and (B.158) indeed define the same tensor. We have covered both defini-
tions because from case to case, either one or the other may be more convenient in practical
calculations.

B.8.3 Symmetries of the Riemann tensor

The Riemann tensor obeys a number of symmetries which we discuss and derive in this section.

(1) By definition, the Riemann tensor is antisymmetric in the last two indices

R%gy5 = —R"gsy < R(v0) =0 |. (B.162)

(2) Let I' be a torsion free connection, p € M and z® be normal coordinates at p. At the
point p we then have

ry,=0 = R'Y), =0, —0,lI,. (B.163)
Antisymmetrizing this equation over p, v, o yields

Oy y = 0,1, + O,Th, = 0,00, + 0,1, — 0,1,

—0,T4,+ 0,00y — DTl + 0,1, — 0,00, + 0,1, = 0

= R“[Vpg] =0 (B.164)

This is a tensorial equation and is therefore valid in any coordinate system. Furthermore,
the point p was arbitrary, so that Eq. (B.164) holds at all points.
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(3) Again we use normal coordinates at p € M and a torsion free connection, so that at p
we have [} = 0. Next, we take the partial derivative of the Riemann tensor as given in
Eq. (B.156). Because the connection vanishes, the only terms surviving in this equation
can be symbolically written as

“OR = 90T — T'oT = or" . (B.165)

Furthermore the vanishing connection at p implies that covariant and partial derivatives
are the same in that point, so that

V/\R'uupa = a)\R'uupU = a)\aprl,jg - a)\8o-rl,jp . <B166)

After a small calculation, antisymmetrization over p, o, A leads to the Bianchi identities

VP\lRMVlPU} = R“,,[p,,;)\] =0]. (B.167)

Again, this is a tensorial equation and the point p was arbitrary, so that the equality
holds in general. Note the striking similarity with the Newtonian integrability condition
(A.64).

(4) For this symmetry, we assume that the manifold is equipped with a metric and that the
connection is the Levi-Civita one. At an arbitrary point p € M, using normal coordinates,
we then have 0,,9,, = 0. This implies

0=0,0") = 0,(9"" 9op) = 9op0ug"’ : gp)\
= 0,07 =0
1
= aprzi\a - ngu(ﬁpaugau + apaag/w - 8pauguo)
1 13
= Rupe = 3 (9,00 90p + 050uGup — OOrGpp — 0p0uGo) + “TT —TT”
=0
= Ruupa = Rpa;uz ) (B168>

because g,s is symmetric and 9,03 commute. We can therefore swap the first with the
second pair of indices. Together with Eq. (B.162), we directly obtain

Raﬁ'yzs = _Rﬁa75 = R(aﬁ)»yg =0 (B169)

Note that the first of our four symmetries always holds, the second and third hold if we have
a torsion free connection, and the fourth holds if we have a metric and use the Levi-Civita
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u (0,8t) X r (8s,0t)
Y Y
p(0,0) X q (0s,0)

Figure 11: Integral curves and points along a closed loop along which a vector Z is parallel
transported.

connection. In particular, all symmetries hold in general relativity.

The Riemann tensor describes the curvature of a manifold. We will next demonstrate the
two main properties of a manifold with non-zero curvature and how these are mathematically
related to the Riemann tensor. The first effect is the path dependency of parallel transporting
a vector from one point to another and the second effect is geodesic deviation.

B.8.4 Parallel transport and curvature

Let M be a manifold with a torsion free connection I' and X, Y be two vector fields with
the following properties: (i) they are linearly independent and (ii) their commutator vanishes,
[X,Y] = 0. By the theorem of Eq. (B.153), we can then choose coordinates z® = (s, ¢, ...)
such that 9 5

Y

x-2Z _ 2
s’ ot

Let us now consider the points p, ¢, r and s along integral curves of X and Y with coordinates
p=1(0,...,0), ¢=(s,0,...,), r=(Js,6t,0,...,0), u=(0,0t0,...,0) as illustrated
in Fig. 11. Now we take a vector Z, € T,(M) at point p and parallel transport it along the
closed loop pgrup which gives us Z|, € T,(M). The difference between Z; and Z, is related to
the Riemann tensor by

(B.170)

(R ZPYHX")] . (B.171)

Proof:

Let Z, € T,(M) and (2#) be normal coords. at p. Because of Eq. (B.170) the integral curves
of X and Y are given by (s, 0, ..., 0) and (0, ¢, 0, ..., 0), respectively. We assume that Js
and 0t are small and related by dt = ads for a = const. We divide the closed path from p back
to p into four parts.
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(1) p — ¢: We transport Z, along the curve with tangent X and parameter s i.e. we have
VxZ =0, so that

0 dz*

XV, 7t = xo L gu e goxe = Y20 L e goxo
v 2"+ T, T, 0
A
o Y _ruogrxe
ds pa
B27r o d
Co  _XA(Th 2P X ‘X:X“—:—. B.172
ds? 2\ re ) ozt ds (B.172)

Next we Taylor expand Z* around p and use that I, = 0 at p in our normal
coordinate system,

H 27w
VAV AE (dZ) 5s+1(dz) §s* + O(ds°)
P

4= e ) e e

1
— _5( XAZpX"@AFZU)pész + O(8s*) (B.173)

(2) ¢ — r: We use again Taylor expansion, but this time around the point ¢ and need to bear
in mind that the connection coefficients do not vanish at g. We obtain

dz" 1 [/d*z¢
o o 2 3
Zr -zt = (—t )q6t+—2( = >q5t + O(6t%)

1
= —([%,2"Y7) ot - 3 [YA0A(T0, 27Y7)] 6% + O(6t%) . (B.174)
Using

(Ph,2°Y7) ot = [(Dh,2°Y7), + (X 0A(1),2°Y 7)) bs + O(8s)] bt

= [0+ (Z°Y7X 0, )05 + O(35%) |6t (B.175)
we find
= Z¢ =7l = —[(Z°Y X 0\T%,),0s + O(0s%)] 6t
—% [(Y 0N, 2°Y7)) , + O(s)] 6t + O(6¢7) (B.176)

1
= —(Z2°PY X 0\I%,) 056t — §(ZPY”Y’\8AF‘;U)p(5t2 + O(65%)
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For the first part of our loop we thus find
(zr —z*

1 g g g
r—Zh) = _5((3;;;0) [Z2°(X7XA0s” + YY1 +2Y X 05 6t)] + O(3s°) . (B.177)
(3), (4): The change of Z, under parallel transport along the alternative route p — u — r,
follows from Eq. (B.177) by simply interchanging X <> Y, s <> ¢,

(z1— z»

T p )pur

= _%(3/\an) [Z"’ (YUY’\(StQ + XXs% + 2X°Y ot (53)}:0 + 0(0s%) .
(B.178)

The change of Z along the inverse path from rup is simply minus the result (B.178), so that
the change of Z, under parallel transport along the closed loop pgrup is

=7t = (2= 2 — (28 = Z)pur = —[(YO X — X"YA)(aAFﬁU)}pZP st + O(65%)

= XY zr (I, — a,rg% 5t ds + O(0s”)

"
ZRH 5y

= (R ZPY?X7) 6tds + O(ds°) (B.179)

where the symbol = denotes equality in normal coordinates at p where (ng)p = 0. Taking the
limit ds, 0t — 0, we recover Eq. (B.171).

We conclude that curvature measures the change of vectors under parallel transport along a
closed curve or, equivalently, the path dependence of parallel transport.

B.8.5 Geodesic deviation

In flat Euclidean geometry, geodesics are straight lines and they are either parallel or cross in
exactly one point which means that their separation either remains constant or changes linearly
as we move along the geodesics. In curved spacetimes, geodesics undergo relative acceleration.
As an example, we illustrate in Fig. 12 two great circles which are geodesics on the surface of a
two-sphere. If two observers starting on these curves at different points on the equator measure
their relative separation as a function of the distance from the equator, they would measure
this function to have a negative second derivative. In this section, we will quantify this effect
on arbitrary manifolds.

Def.: Let (M,I') be a manifold with connection. A “1-parameter family of geodesics” is a map
vy:IxI'"—= M with I, I' CR, openand (B.180)
(i) for fixed s, ~y(s,t) is a geodesic with affine parameter ¢,

(ii) locally, (s,t)+— ~(s,t) is smooth, one-to-one and has a smooth inverse.

The family of geodesics then forms a 2-dim. surface ¥ C M.
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Figure 12: Relative geodesic acceleration illustrated for great circles on planet Earth (red
curves). Two such curves starting at the equator initially point perpendicular to the equator
but converge at the north pole. Two observers, one moving along each great circle would find
the second derivative of their separation with respect to their distance to the equator to be
negative.

s=const

t= const

Figure 13: A one-parameter family of geodesics. Curves s = const are geodesics and T+ =
dx*/dt is their tangent vector. S = dz*/ds is the vector pointing from one geodesic in the
direction of neighboring geodesics.

Let T be the tangent vector to the geodesics v(s = const, t) and S the tangent vector to the
curves (s, t = const). In coordinates (z*) we can write the vectors as
o det e
dt ’ ds
We now consider two neighboring geodesics specified by parameters sy and sy + ds. These
geodesics are given by x#(sg, t) and z#(so+ds, t) and we Taylor expand their coordinate distance
according to

(B.181)

2"(s0 + 08, t) = 2" (s0,t) + 05 S"(s0, 1) + O(ds?). (B.182)
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This equation motivates the following definitions.

Def.: 0s.S is the “geodesic deviation vector” that points from one geodesic with sy to a nearby
one with parameter sg + ds.

The “relative velocity” of nearby geodesics is Vr(0s.S) = ds VS
The “relative acceleration” of nearby geodesics is 6s VoV .S

Theorem: The geodesic deviation is given by

VeVerS = R(T,S)T (B.183)

& TV, (T"V,S8%) = R\, T T"S". (B.184)

Proof: We use coordinates (s,t) on the two-dimensional surface ¥ spanned by the geodesics
and extend the coordinates to (s,t,...) in a neighborhood of ¥. In this coordinate
system, the vectors S and T have the particularly simple form

0 0

T

=5 T=u

= [S,T]=0, (B.185)

because the commutator vanishes for basis vectors. For a torsion free connection,
we further have for arbitrary vector fields V., W

VAV, WS — WEY, V= VRGO + VIS WP — W),V — WETS, VP
= VFOWE — WHO,VE = [V, W]*, (B.186)

by Eq. (B.146). For the vectors T" and S this implies

V1S —-VsT =[T,S]|=0, (B.187)
and hence
VrVrS =VrVsT =Vs VT +R(T,S)T, (B.188)
~——

=0
where we have used the definition (B.158) of the Riemann tensor and the geodesic
equation VT = 0.

By Eq. (B.183), geodesic deviation is a manifestation of a non-vanishing Riemann tensor. The
relative acceleration of geodesics is zero for all families of geodesics if and only if R*),, = 0.
Tidal forces are a physical consequence of geodesic deviation; recall Fig. 2 where two particles
are accelerated towards each other when freely falling in the gravitational field of the Earth.
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B.8.6 The Ricci tensor

74

We conclude our review of differential geometry with several tensors derived from the Riemann

tensor which play a crucial role in Einstein’s theory of general relativity.

Def.: The “Ricci tensor” is Ros = R'aup |
The “Ricci scalar” is R:=g¢g"R,, |
The “Einstein tensor” is | G = Rap — §ga5R .

A very important relation is obtained from the Bianchi identity (B.167),

Rappysp) = 0 ‘ VAl
1 «a 0
= 69 7gﬁ [Raﬁv&u + Ragsuy + Rappyis = Rapsyin —Rapyus — Raﬁuéw] =0
~——
=—Ragysiu
1 (0%
= gg g% [Raﬁvci;u + Rapgspy + Raﬁw;ﬁ} =0

= Ry — 9" Rapy — gﬁ(SRBu;é =0

1
= V,R—2V,R, = —2V" (Rw - §gwR)

= | VG =0 |.

(B.189)

This relation is called the “contracted Bianchi identity” and bears a striking similarity to the

Newtonian integrability condition (A.64).
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C Physical laws in curved spacetimes

In the previous chapter we have constructed the mathematical framework for the formulation
of Einstein’s general relativity. We have seen that a connection or a metric add structure to a
manifold and provide a measure for the manifold’s curvature in the form of the Riemann tensor.
At this point, however, we have no guidelines how to determine the metric corresponding to
a specified physical system. Establishing the rules for this determination is the topic of this
chapter. For this purpose, we will first motivate a recipe for converting physical laws of special
relativity to the general case including gravity. We then explore how matter and energy are
modelled in the form of the energy-momentum tensor which acts as the source of spacetime
curvature and, in turn, obeys rules of motion dictated by the spacetime geometry. As suggested
by this qualitative description, this interaction between matter and geometry is manifestly non-
linear and it is determined by the Einstein field equations. In contrast to the theorems and
equations we derived in Sec. B, most of the laws presented in this chapter cannot be derived from
first principles. Instead they form a conjectured model describing physical phenomena involving
gravitational interaction. Their correctness can only be tested by comparison with experiment
and observation. In simple words, the previous chapter was predominantly of mathematical
character; now we are entering the realm of physics. We assume from now on that we have a
metric, so that the position, upstairs or downstairs, of tensor indices can be adjusted with the
metric as convenient.

C.1 The covariance principle

Let us briefly recall some of the key observations we have made in our discussion so far.

e FEquivalence principle: The physical laws governing non-gravitational experiments are
the same in a (sufficiently small) freely falling frame as in an inertial frame in special
relativity.

e Normal coordinates: There exist coordinates such that locally the spacetime metric
is equal to the Minkowski metric, gos = 7as, and the (Levi-Civita) connection vanishes,
I, = 0.
e The laws of special relativity are invariant under Lorentz transformations that relate dif-
ferent inertial frames.
These observations motivate the covariance principle.
Proposal: In general relativity, the laws of physics are stated in terms of tensorial equations and,

thus, are invariant under coordinate transformations. The laws are obtained from those
in special relativity by making the following substitutions,

(1) The Minkowski metric is replaced by the spacetime metric: 1,, — g -

(2) Partial derivatives are replaced by covariant derivatives: 0 — V.
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Example: The Maxwell equations are conveniently formulated in terms of the antisymmetric
Maxwell tensor Fy, = Fj,, related to the components E;, B; of the electric and

magnetic field by
Foi = —E; Fij = €ijx By, (C.1)

where ¢, 7, ... = 1,2, 3 and ¢;;; is the completely antisymmetric symbol. The
vacuum Maxwell equations in special relativity are

nlwauFup = 07 a[,uFup] =0. (CQ)

The covariance principle predicts that the Maxwell equations in curved spacetimes

are given by
g“yquyp = O, V[MFVP] =0. (03)

Note, however, that this covariance recipe is not unique. The Riemann and Ricci tensors
vanish in special relativity, so that we could add terms involving them to the general relativistic
equations without changing the corresponding special relativistic limit.

C.2 The energy momentum tensor

Postulate: In general relativity the mass, energy, momentum and strain of continuous matter distri-
butions is described in the form of the energy momentum tensor (also sometimes
called stress-energy tensor) 7,3. This tensor is symmetric and conserved,

Tog=Tho,  VFT, =0. (C.4)

We define the energy momentum in general terms as follows. Let x* be a coordinate system.

Then
T°% .= flux of & momentum across a surface of constant z” . (C.5)

Recall that the tensor components are defined by filling the tensor slots with the basis one-
forms, 7% = T(dz®dz”). The components can be interpreted in a more intuitive manner by
assuming that 2" = ¢ is a timelike coordinates and ¢, i = 1, 2, 3 are spatial coordinates, so
that

T = flux of 0-momentum, i.e. energy, across surfaces t = const

= energy density,
T% = energy flux across surface ' = const,

T = flux of momentum in the z* direction across surfaces ¢t = const

= z'-momentum density ,

T = flux of ' momentum across surfaces x’ = const, (C.6)
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where all fluxes are measured by an observer momentarily at rest in a local inertial frame co-
moving with the matter element at point p.

The construction of the energy momentum tensor often follows the covariance principle. We
start with normal coordinates, find the energy momentum tensor from the local laws in special
relativity and then generalize the tensor to arbitrary coordinates using the coordinate invari-
ance of tensors. We will discuss below some of the most important types of matter used in
applications of general relativity.

C.2.1 Particles

We begin this discussion with the special case of point particles which are not fully consistent
forms of matter in general relativity because a finite amount of mass-energy contained inside
an infinitesimally small volume will be a black hole. Nevertheless, point particles are a very
useful concept and provide a good description of small objects that barely backreact on the
spacetime geometry. They are exceptional in this discussion because they are not of continuous
nature and are therefore conveniently described in terms of the four-momentum rather than the
energy momentum tensor. Using an energy momentum tensor with ¢ distributions representing
the particles would ultimately lead to the same relations that we develop here.

In special relativity (cf. Sec. A.3.5) we saw that the four momentum of a point particle of rest
mass m in some given frame can be written as

P =mu' = (E, p'), (C.7)

where u* is the particle’s four-velocity in this frame and E and p’ are the particle’s energy
and linear momentum in this frame. An observer at rest in this frame has four velocity is
wt = (1, 0, 0, 0) and measures the particle’s energy as

E = —n,w"p”. (C.8)

The right-hand side is Lorentz invariant, but note that the F is the particle’s energy in the
observer’s rest frame. The particle’s rest mass can be expressed as

NP’ = —E* +p* = —m®. (C.9)

By the covariance principle, these equations only change by substituting the metric g, for the
Minkowski metric, so that

m? = —gagp“pﬂ, (C.10)

E = —gasuw®p”. (C.11)

A more important difference is that in general relativity Eq. (C.11) is only well defined if the
vectors w® and p? are at the same point of the manifold; we have no recipe for multiplying
vectors at different points and, unlike in special relativity, parallel transport is path dependent.
An observer can therefore only measure the energy of the particle by being at the same location
in the spacetime.
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C.2.2 The electromagnetic field

In pre-relativistic formulation using Cartesian coordinates, the energy and momentum density
and the stress tensor of the electromagnetic field are given by (note that we sum over repeated
indices i, j, ... =1, 2, 3)

1
= —(E;E; + B B;) C.12
€ gﬂ( - ) (C.12)
. 1
Ji = Eez‘jkEjBk- (C.13)
1 |1
Sij = In §(Ek:Ek + ByBy)6i; — E,E; — BB | . (C.14)
T

Here j¢ is the so-called Poynting vector and also describes the energy flux. The conservation
laws for energy and momentum density follow from the Maxwell equations and are

Oe d7;
at ] at J~] ( )
In special relativity, these equations are conveniently formulated in terms of the energy mo-
mentum tensor given in an inertial frame by (recall the example in Sec. C.1 for the Maxwell

tensor F),,)
1 |
T, = yp <FWF1,” — ZFP Fpgnm,) =T,. (C.16)
With the identification

Too = €, Toi = —Ji, T = Sij> (C-17)

the conservation equations (C.15) can be shown to be equivalent to
T = 0" 0\T, = 0. (C.18)

The general relativistic analog follows straightforwardly from the covariance principle. The
energy momentum tensor and its conservation are given by

1 1

Tos = 1 (FMFﬁV - ZJﬂémgoyﬁ> =0, (C.19)

VT = 0. (C.20)

Let us now consider an observer O with four-velocity U and a local inertial frame at point
p € M where O is at rest. We can then construct an orthonormal basis starting with the
timelike basis vector ey := U and the choosing three spatial vectors e; that are orthogonal to
U and to each other and have unit length. By the equivalence principle, we can use the laws
of special relativity in this frame and, using Eq. (C.17) obtain

e =Ty = T.sUU”, (C.21)
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which is the energy density at p measured by the observer O. We likewise find

ji = —To; = momentum density , (C.22)
p® = —T°,U" = (e, ;) in this basis = energy momentum flux, (C.23)
S;; = Ti; = stress tensor as measured by O, (C.24)

in agreement with our general definition (C.6).

C.2.3 Dust

The simplest type of continuous matter is the so-called dust, defined as the continuum limit of
a collection of non-interacting particles of rest mass m with a number density in the rest frame
denoted by n. It is often convenient to define a fluid element or, in this case, a dust element
as an infinitesimally small volume of particles with rest-frame density n.

The dust evolves purely under gravitational interaction, so that an observer comoving with
a dust element is, by definition, freely falling. In a locally comoving inertial frame both, the
particles and the observer are moving with four-velocity u* = (1, 0, 0, 0), the metric is locally
Minkowskian and the energy density is p = mn. Since the particles are not moving in this
frame, the momentum density is zero, T = 0. Furthermore, the particles are not interacting,
so no energy-momentum can be transferred in spatial directions, i.e. 7% = 0, T% = (. In this
frame, the energy momentum tensor for dust is therefore given by

T = puu® = mnuu”® |. (C.25)

Here, m is merely a constant number and n, defined as the number density in the particles’
rest frame is a scalar, so that the equation is tensorial and therefore valid in every coordinate
system.

C.2.4 Perfect fluids

Probably the most important type of matter in applications of general relativity is the perfect
fluid which is often used for the modeling of astrophysical systems such as neutron stars or
accretion disks.

Def.: A perfect fluid is a continuous matter distribution that has no viscosity and no heat
conduction in the locally comoving frame.

The form of the energy momentum tensor for this type of matter follows from looking more
closely at the meaning of “no viscosity” and “no heat conduction”.

No heat conduction: If the total energy m of a particle contains some internal energy, we
require that this internal energy is not transferred to another particle. Energy can therefore
only flow if the particles themselves flow.
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No wiscosity: Viscosity is defined as a force component exerted by one particle on another
that is perpendicular to the line of sight between the two particles. In the absence of such a
component, the force between two particles only changes the momentum in the direction along
their line of sight. Without loss of generality we can rotate the coordinate system such that this
direction coincides with the 2 direction for some fixed i. The only momentum that can flow in
this direction is then the p’ component. By our general definition (C.6) of the components of
the energy momentum tensor, this implies that 7% # 0 only if i = j. Furthermore, our choice
of the coordinate direction ¢ was arbitrary, so that T = T?2 =T33, Let us call this quantity
P, so that in special relativity in the locally comoving frame

T = = (p + P)u®u” + Pn? (C.26)

oo oD
oo Mygo
oNg oo
o oo

Here, the last equality follows from the fact that in the comoving frame, u* = (1,0, 0, 0)
in special relativity. The general relativistic expression follows from replacing 7n*® with ¢
according to the covariance principle, so that

T = (p + P)uu’ + Pg*? |. (C.27)

It is instructive to consider the implications of the energy conservation law V,7%? = 0 for the
perfect fluid (C.27). We find

VT = (0ap + 0aP)uu’ + (p + P) [u’Vou® +u*Vou’] + (0,P)g*” 0. (C.28)
First, we multiply this equation with ug which gives

U (Oap + 0aP) + (p + P)[~Vaou® + u* usVou’] + u9,P = 0

0

= | uVap+ (p+ P)Vau® =0 |. (C.29)

We can use this result to substitute for the first “(p + P)” term in Eq. (C.28), so that

(Oap + 0u P)uv” + 1’ (=uVap) + (p+ P)uVou’ + VP =0

A~

= | (p+ P)uVou’ = —(¢*° +uu’ )V, P |. (C.30)

By taking the Newtonian limit, one can indeed show that Eqgs. (C.29) and (C.30) become the
law of mass conservation and the Euler equation of fluid dynamics. In order to model perfect
fluid sources, one needs one additional ingredient that is not provided by general relativity: an
equation of state relating pressure P and energy density p. This equation of state describes the
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form of matter and is a non-gravitational phenomenon. Practical applications often assume a
power law dependency P o p' for some “polytropic” exponent I'.

For the case of dust, i.e. P = 0, we see that Eq. (C.30) merely implies u®V,u” = 0, so that the
dust particles move on geodesics. This is expected since they are non-interacting and, hence,
freely falling.

It may have been noticed that all cases discussed here resulted in a symmetric energy momentum
tensor, T3 = Tj,. This is not trivially obvious but can be shown to hold in general for the
energy momentum tensor. For example, energy flux in the 2* direction is by construction energy
density x the velocity with which it flows in the 2! direction. This product, however, can be
rewritten as mass-energy X velocity / volume, i.e. momentum density, and we have recovered
T% = T®. The symmetry of 7% can also be shown to hold generally. You may have come
across the Newtonian limit of this symmetry: the stress tensor ¢;; in Newtonian dynamics is
symmetric. Readers interested in more details about the energy momentum tensor are referred
to Chapter 4 of Schutz’ book [21].

C.2.5 The Einstein equations

If you had the stamina to read up to this point, the reward is finally coming in the form of the
postulates of general relativity. The very core of Einstein’s theory is summarized as follows.

The Postulates of General Relativity

(1) Spacetime is a four-dimensional manifold with a metric of signature — + ++ (or + — — —
if you use the opposite sign convention).

(2) Free test particles move on timelike or null geodesics.

(3) Energy, momentum and stress of continuous matter distributions are described by a sym-
metric tensor T3, that is conserved according to V7,3 = 0.

(4) Curvature is related to mass-energy by Einstein’s equations

871G

~7 Tos (C.31)

1
Goeﬁ = Roeﬁ - ERgaB =

where we have restored the speed of light ¢ and Newton’s gravitational constant G.
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Comments: (i)

(i)

(iii)

The proportionality factor 8wG/c? is obtained from taking the Newtonian
limit of the Einstein equations. We will return to this point in Sec. G.3
below.

Einstein’s first guess at the field equations was R,3 = kTnp with £ = const.
The contracted Bianchi identities (B.189), however imply V*G,s = 0, so
that

1 1
VaRag — §ga5VQR =K VaTag —gga[gVQR =0
=0

= V*R=0 = VT =0. (C.32)

This result is not satisfactory, however, since T := T, is non-zero inside a
star but vanishes outside. The Bianchi identities instead suggest G5 o< Tg.

In vacuum 7,5 = 0, so that

= R=0 = Ros=01|. (C.33)

Finally, we emphasize that the Einstein equations represent 10 second-order,
non-linear partial differential equations. Solving them is a very difficult
task and, barring high degrees of symmetry, only possible using numerical
methods or analytic approximations such as linearization.

We conclude this discussion with Lovelock’s theorem and an important modification to the
Einstein equations, long regarded as Einstein’s biggest mistake, but by now rejuvenated to the
status of critical importance for some of relativity’s most important applications.

Theorem: Let H,3 be a symmetric tensor with

(1) In any coordinates and at every p € M, H,g is a function only of the metric, its
first and its second partial derivatives.

(2) VOH,s =0.

(3) H,p is linear in the second partial derivatives of the metric 0,0,9,..-

Then there exist constants a, b € R so that

Haﬁ = CLGag + bgag . (634)
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We can thus modify Einstein’s equation to

8tG
Gaﬂ + AgOéﬁ = C4 Taﬁ 9 (C35)
where A is the cosmological constant presently estimated from observations to be about A~1/2 ~

10° lightyears. As can be seen from Eq. (C.27) for the energy momentum tensor of a perfect
fluid, the cosmological constant term in the Einstein equation is equivalent to a matter source
of perfect fluid type with an equation of state

Act
p 81

(C.36)

This form of matter is called dark energy and trying to understand its nature is subject of
considerable contemporary research. Note, however, that the interpretation as matter or as a
cosmological constant term is mathematically indistinguishable.
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D The Schwarzschild solution and classic tests of GR

When Einstein found his field equation, he was not very optimistic that physically meaningful
solutions would be found anytime soon. Solving 10 second-order non-linear partial differential
equations just looked too daunting a task. Of course, it is easy to construct solutions; just take
some arbitrary metric, plug it into the definition of the Einstein tensor and call the resulting
right-hand side of (C.35) your matter distribution. The problem with that approach is that
matter distributions thus obtained will in general not describe any physical systems out there
in the universe. Instead, we need to proceed the other way round, specify T, 3 and solve (C.35)
for the metric.

Notwithstanding Einstein’s pessimism a physical solution of crucial importance was found
in 1915 [25] by Karl Schwarzschild, shortly after Einstein published his theory. Tragically,
Schwarzschild died in 1916 after contracting a disease in World War 1. His solutions played a
critical role in mathematical studies of general relativity ever since and, starting in the 1960s,
acquired a similar importance as describing black holes in astrophysics. In this chapter, we
will derive the Schwarzschild solution, study in detail the geodesics in this spacetime and re-
sulting predictions by GR for the so-called classical tests of the theory, and then return to the
Schwarzschild metric with a more-in-depth discussion of the causal structure of the spacetime.

D.1 Schwarzschild’s solution

We are looking for spherically symmetric solutions to the Einstein equation in vacuum (C.33).
Note that we do not require the spacetime to depend (or not depend) on time in any specific
way.

D.1.1 Symmetric spacetimes

In order to make progress, we first need to translate the notion of spacetime symmetries into
mathematical terms. This can be done in a mathematically elegant way using so-called Killing
vector fields, but this approach is beyond the scope of this course (though you will encounter it
in Part III General Relativity). Here, we will describe the symmetry properties of a spacetime
in terms of conditions on the metric tensor.

Def.: A spacetime (M, g) is “symmetric in a variable s" if there exist coordinates 2 such that one
of the x* = s and the metric components are independent of s in this coordinate system.

0

Def.: A spacetime (M, g) is “stationary” if there exist coordinates z® such that z” is a timelike

coordinate and the metric components g,s do not depend on x°.

Def.: A spacetime (M, g) is “static” if it is stationary and in that coordinate system gy, = 0 for
=1, 2, 3.

In order to better understand the difference between stationary and static spacetimes, let us
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write the line element as

ds® = goodt® + 2go;dt dz’ + gi;da’ da? . (D.1)
Under reversal of the time direction, t — —t, the line element changes to

ds® = goodt® — 2goidt da’ + gy;da’ da’ (D.2)

i.e. ds? is invariant under time reversal for static spacetimes with go; = 0 but not for stationary
spacetimes with gg; # 0.
Think of a pipe through which a fluid is flowing. If the fluid has the same constant density and
velocity at every point, the flow is stationary; the system looks the same tomorrow as today.
Under time reversal, however, the flow would change direction. The system is not static unless
the flow velocity is zero.

D.1.2 Spherically symmetric spacetimes

Spherical symmetry means that there exists a special point, the origin O, such that the space-
time is invariant under rotations about this point. Let us fix the time for now and consider two
points p and ¢ infinitesimally close to each other and both with the same proper distance from
O. As we rotate either point around O, it traces out a 2-sphere that can be parametrized by
standard angular coordinates 6, ¢,

0<6<m, —rT<¢p<T. (D.3)

Spherical symmetry of the spacetime implies that the proper distance between these two points
does not change under rotations. It can be shown that this condition implies that the angular
part of the line element is given by the metric on a 2-sphere: df? + sin® 6 d¢?.

Furthermore, we demand that the line element does not change under reflection of the angular
coordinates § — m — 0, ¢ — —¢. This implies that all metric cross terms involving the 6 or ¢
component vanish. There must then exist a coordinate system x® = (¢, 7, , ¢) such that the
spacetime metric is

ds* = —Adt* + 2Bdt dF + Cdi* + D(d6? + sin® 6 d¢?) (D.4)
where A, B, C, D are functions of (£,7) and D > 0.
We next define a new radial coordinate by r := \/5, so that
ds* = —A(t,r)dt* + 2B(t,r)dt dr + C(L,r)dr* + *(d6* + sin® 0 d¢?) . (D.5)

Now consider the term R R
— A(t,r)dt + B(t,r)dr. (D.6)
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The theory of ordinary differential equations tells us that there exists an integrating factor
I(t,r) such that we can rewrite the expression (D.6) as a total differential

~ ~ ~

di = I(t,r)[ — A(,r)di + B(,r) dr]

= df* = I*(A%f* — 2AB dt dr + B dr?)
1 B?

—~ _AdP 4+ 2Bdidr = ————di* + ——dr?
AI2 A

AP
= ds? = —j(i,r)di* + k(E, r)dr? + 1*(d6® + sin 0 dg?) (D7)

di? . B2
= ds = + (C + 7 ) dr? + r2(d92 + sin? 0d¢2)

where in the last step we merely renamed the free functions in a more convenient manner. Note
that up to this point, we have only used the coordinate freedom to adapt the line element to the
spherical symmetry. In order to make further progress, we need to use the Einstein equations.
A straightforward calculation leads to the non-vanishing components of the Ricci tensor

2 2
POk Rk i ok
Ry= k22 =0, Rr_kzzr_o’
. 0:k - —r0yj + 3k —J

The equations for R"; and R!, show that k only depends on r. Next, we solve ng = 0 for the
function k. Making the Ansatz r/(r — 2M), M = const turns out to give a solution. Plugging
this result for £ into the component R", gives us
—r0yj+jk—7=0
r
0
r—2M +J
= r(r—2M)0.j —2Mj=0. (D.9)

= r0.j—J

Again, knowing the solution simplifies our task, so we make the Ansatz j = (r — 2M)f(t)/r
which turns out to solve Eq. (D.9). Requiring a metric with Lorentzian signature implies that

the otherwise arbitrary f(£) > 0. Finally, we rescale the time coordinate through dt = y/ f(t) dt
and obtain the Schwarzschild metric

oM oM\
o= (1 B T) A <1 B T) dr® + v (d6 + sin® 0 dg?) |. (D.10)

We note some important points about this result.

e The Schwarzschild solution (D.10) is the unique solution of the vacuum Einstein equation
in spherical symmetry.
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e For large values of the radius r, the Schwarzschild metric approaches the Minkowski metric.
This property is called asymptotic flatness.

e Even though we did not require any specific time dependence of the solution it turns out
to be static.

This result is known as Birkhoff’s theorem.

Theorem: Any spherically symmetric solution of the vacuum Einstein equations is given by the
Schwarzschild metric and is therefore necessarily static and asymptotically flat.

The parameter M can be shown to denote the total mass-energy of the spacetime, the so-called
Arnowitt-Deser-Misner or ADM mass [!] that coincides with the black-hole mass as defined
through the apparent horizon. These concepts are beyond the scope of our course but more
details may be found in [13, 30].

Note that the Schwarzschild metric (D.10) also describes the exterior of spherically symmetric
stars; in its derivation we required the spacetime to be spherically symmetric but of vacuum
nature only at those points where we calculated the solution. The metric inside a spherically
symmetric matter distribution will differ from the Schwarzschild metric, but in the exterior
vacuum, Eq. (D.10) is the solution.

We have a good deal more to say about the Schwarzschild metric but we leave that to a later
section and first explore the geodesics in this spacetime.

D.2 Geodesics in the Schwarzschild spacetime

D.2.1 The geodesic equations and constants of motion

4

We derive the geodesics by varying the action (B.90) which we referred to as “version 2”7 above.
Recall that with that version of the Lagrangian we require the parameter A of the geodesic to
be affine. The Lagrangian for the Schwarzschild metric is

; oM\ - oM\ : :
L:—(l——>  + (1——) i+ 1r20% + r?sin 0 ¢* (D.11)

T T

where the dot denotes d/d\. First we consider the § component of the Euler-Lagrange equation

d (0L\ OL . : .

i <%> ~ 20 = 2r20 4 4179 — 2r? sinf cosf ¢* = 0

Y I .2

= 0+2— —sinf cosf¢p” =0. (D.12)
r

We can always rotate our coordinate system such that the geodesic starts at ¢ = /2 with
0 = 0. From Eq. (D.12) we then find § = 7/2 along the entire geodesic. We can therefore set

0 = 7/2 without loss of generality for all geodesics and shall do so in the remainder of this
section.
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The calculation of geodesic curves is further simplified by recalling Noether’s theorem from
Sec. B.3.2 and employing the resulting constants of motion. We have three such constants,

. oL IL 2M

(ii) % =0 = (= Z—g = 2r2sin% 0 ¢ = 2r2¢ = 2L, (D.14)
~ —1

(iii) g—fzo = 03:—(1—¥) £+ (1—%) 2 +r2¢* = Q. (D.15)

Recall that the third constant of motion ) = L= Japt®i?, so that @ = —1 if the geodesic
is timelike and we choose proper time for the parametrization, A = 7. Likewise, ) = 1 if
we have a spatial geodesic and parametrize it with proper distance A = s, and ) = 0 if the
geodesic is null. Recall that geodesics do not change their timelike, spacelike or null character.
To summarize, we have the following constants of motion

E = (1—%»5, (D.16)
r
L = r%p, (D.17)
Y o\ ! -1 timelike
1 spacelike

In order to identify the physical significance of the constants E and L for timelike geodesics,
we consider the weak-field limit » > M. The Schwarzschild metric approaches the Minkowski
limit in this case and we are in the regime of special relativity. In this limit,

. dt
E=t=_" D.19
dr’ ( )
where ¢ is the time measured by an observer at rest and 7 the proper time along the particles
world line. In special relativity the two are related by Eq. (A.106), i.e. dt/dT = 7, so that

d¢

L =12 = r2~ =2 D.20
P =1t (D.20)
If we denote the particle mass by m, we can write this as
Em =my = relativistic mass energy , (D.21)
d
Lm = mver—f = relativistic angular momentum (D.22)

so that E and L denote the energy and angular momentum per unit mass, respectively, of the
particle.
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Now we insert Egs. (D.16), (D.17) into the equation (D.18) for @ and obtain

1 2M 2M
e L (12 g (102
!

= | v = %EQ, V(r) =+ (1 - %) (L—2 - ) : (D.23)

r r2

D.2.2 Comparison with the Newtonian equations

It is instructive to compare the relativistic equation for timelike geodesics with the Newtonian
equations of motion for a particle in a spherically symmetric gravitational field. For this
purpose, we temporarily restore factors of G and ¢ in Eq. (D.23). This also serves as an
example of how this is done in practice. First, we multiply (D.23) with the particle mass m
which gives

%mf"Q +V(rym = %EQm. (D.24)
The term m#2/2 clearly represents kinetic energy, i.e. has units Nm = kgm?/s? without re-
quiring any factors of G or ¢. The factor (1 — 2M/r) in the potential V' (r) is dimensionless,
but M /r has ST units kg/m. In Sec. A.1 we saw that G/c? has units m/kg, so that GM/(c*r)
is dimensionless in SI units. The second factor in the potential is also dimensionless, since
Q = —1. The constant of motion L, however, has units m?/s according to Eq. (D.17) and,
consequently, L?/r? has units m?/s?. It turns out convenient to keep these SI units and instead

apply a factor ¢ to the Q, so that the potential becomes

1 2GM L?
Vi) =3 (1 - —> (— - QCQ) ’

and has ST units of (m/s)?. After multiplication with the particle mass m, this gives Nm in
agreement with the kinetic energy term ms?/2. There remains the term mE which we already
identified as the relativistic mass. By Einstein’s famous & = mc?, this term acquires the
dimension of energy after multiplication with ¢?. Equation (D.23) written in ST units therefore

becomes . oG\ /L2 1
.9 m 2\ 2 2

Of course, there is some freedom in absorbing factors of ¢ in the constants of motion by redefin-
ing, for example, F := cE or similar. Any such redefinition is, of course, equivalent to (D.25).

Now let us derive the Newtonian counterpart of this equation. It is obtained from energy
conservation. The Newtonian kinetic energy has two contributions, a radial and an angular
one,

(D.26)
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where we defined the Newtonian angular momentum per unit mass L := r2¢. Note that the
dot denotes d/dt here, since we do not distinguish between proper time and coordinate time in
Newtonian dynamics. The potential energy of a particle in a spherically symmetric field is

M
By = —G=2. (D.27)

r

If we denote by &£ the total energy per unit mass, conservation of energy Eyi, + Epor gives us

1,21L2 Mm
g gmy 6

= mé& = const, (D.28)

which we contrast with the relativistic Eq. (D.25) slightly rearranged as

1 ., 1 I? Mm GmML* 1, , 9
5 +§mr_2+QG — -5 :§(E + Q)mc” = const . (D.29)

In the weak-field regime, we had E = +, so that for small v and setting () = —1

1 v? v? 1 1 L2 1
2 _ ~ vy v 1 .2 1 L~ 1 9
E—l—m—1~<1+c2> 1—02 = 2mr +2mr2—2mv, (D30)
so in the limit of negligible gravitational field and low velocities, the relativistic equation merely
reduces to the Newtonian kinetic energy balance. It just happens that the term E which we
interpret as the relativistic energy in the absence of gravity enters the full blown geodesic
equation of general relativity in the form (E? + Q)/2.

Comparing the Newtonian and the relativistic equations (D.28) and (D.29), we see that they
merely differ by the extra term —GML?/(c*r?) in the relativistic equation. For the following
discussion it is convenient to write the two equations as follows

1 12 GM
57‘2 + Vayar(r) = const . W(r)=-———,

, (D.31)

with Q = —1 for timelike and () = 0 for null geodesics. The shape of the potential determines
the possible trajectories, so let us explore the potential for the three cases in more detail. In
doing so, we shall revert to natural units and set G = ¢ = 1.

Newtonian: We immediately see that for » — 0, the potential Vy — 400 while for r — oo
the potential vanishes. A straightforward calculation shows

> M L?
W=-5+32=0 = r=3
312 2M
Vi(r) = — — — =  W(L*/M)=M*"/L°>0. (D.32)
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Figure 14: The Newtonian potential Vy (upper panel) and the relativistic potential Vggr for
timelike (bottom left) and null geodesics (bottom right panel), all for selected values of the

angular momentum parameter L /M.

The Newtonian potential has exactly one extremum and it is a minimum at r = L?*/M except
for the special case L = 0 which has no extremum. This behaviour is graphically illustrated in
Fig. 14. For L > 0 the Newtonian potential always admits a stable circular orbit (# = 0) which
is located at r = L?/M. Furthermore, a particle with non-zero angular momentum can never
reach the origin, since the centrifugal repulsion dominates over the gravitational attraction;

cf. top panel in Fig. 14.

GR null geodesics: The relativistic potential also approaches zero as » — oo, but in the
limit » — 0 we have Vqr — —o00. A calculation of the extrema is quite easy for () = 0 and

leads to
L? 3MIL?
Ver(r) = -3 +—3-=0 = r=3M,
3L 12ML? 2
Vér(r) = o VEr(BM) = s <O (D.33)

For L > 0 there always exists an unstable circular orbit at » = 3 M which is often referred to
as the light ring. The relativistic correction term oc 7= furthermore implies an infinitely deep
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potential well at » = 0 which drags in all particles with insufficient energy; cf. bottom left panel
in Fig. 14.

GR timelike geodesics: The equations are a little more complicated but after some crunch-
ing one finds
L? M 3ML? L? L*

VC/}RO“):_E—FE—F 7”4 =0 = T:Ti:mi 4M2

—3L2,

3L 2M  12ML?
— - —

V(/;/R<7") =

r3 7o

L? + LV/L? — 12M2 — 12M?
L3(L + VI2 — 12M2)p

L? — LVIZ — 1202 — 1202
L3(L — VI — 12M7)p

The potential is shown for various values of L in the bottom right panel in Fig. 14 which also
includes an inset zooming in on three curves to demonstrate the presence or absence of extrema.
We see that extrema only exist for L? > 12M? and in that case we find a minimum, i.e. a stable
circular orbit, at » = r, and a maximum, i.e. an unstable circular orbit, at » = r_. One can
furthermore show that r, (r_) is monotonically increasing (decreasing) with L at fixed M and
in the limit L% \, 12M?, the two coincide: 7, = r_ = 6M. Finally, in the limit of very large
angular momentum parameter L/M — oo, the unstable circular orbit asymptotes towards the
light ring limit r_ = 3M. In summary, stable circular orbits exist in the range » > 6/ and
unstable circular orbits at 3M < r < 6M. Note the contrast to the Newtonian case where
stable circular orbits can be found for any r.

r

= Vi(ry) =16M* >0 for L*>12 M?,

A V(o) =16M* <0 for L?>12 M*. (D.34)

D.3 The classic tests of general relativity

In this section we will apply the geodesic framework developed above to contrast the general
relativistic with the Newtonian predictions for three classic tests of Einstein’s theory, (i) the
perihelion precession of Mercury, (ii) light bending in a central gravitational field and (iii) the
Shapiro time delay.

D.3.1 Mercury’s perihelion precession

For this calculation, we model Mercury as a point mass orbiting in the gravitational field of
the sun and ignore effects due to the other planets.

Newtonian calculation: Starting point for our Newtonian calculation is Eq. (D.28). It
turns out convenient for this calculation to switch to an inverse radial coordinate

y=-, (D.35)

r
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and parametrize the geodesic with the orbital angle ¢ rather than time t. We can do this
because by definition of the angular momentum parameter
. L
b==, (D.36)
r
so that t and ¢ are monotonic functions of each other. Denoting time derivatives with a dot as
before and ¢ derivatives with a prime, we obtain

d_d¢d_Li_L2i
at ~ dtde  r2de Y do
-1
= 7= Ly’ = Ly? (—2> y =—Ly . (D.37)
Y
Equation (D.28) transformed into these variables becomes
L*(y)* + L*y* — 2My = 2€ . (D.38)

Differentiating this equation with respect to ¢ gives

2L2y/y// _|_ 2L2yy/ o 2My/ — 0
M

= y'zO V y"+y:ﬁ

= y= M(1—1—ecosgb), (D.39)

as is straightforwardly verified by inserting the solution. The resulting curve is a hyperbola for
e > 1, a parabola for ¢ = 1 or an ellipse (see Fig. 15) for ¢ < 1. In the circular limit, e = 0,
we find a constant radius r = 1/y = L?/M. Most importantly for our calculation, the orbit is
closed: y returns to the same value after every passage of A¢ = 27. Newtonian gravity predicts
no perihelion precession for Mercury (barring for perturbations due to other planets that we
ignore here).

General relativistic calculation: Here, the motion is governed by the geodesic equation
(D.29) and we again change to the coordinate y = 1/r and use the angle ¢ to parametrize the
curve. This transformation proceeds in complete analogy to the Newtonian case above with
proper time 7 taking the place of the Newtonian ¢ and leads to

L*(y)* + L?y* +2MQy — 2M L*y® = E* + Q

"2 E2 _Q 2
Setting () = —1 for a timelike geodesic and rearranging terms, we obtain
E?*—-1 2M
W)+ = + oy + 2MyP. (D.41)

L2 2
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y

ISH

Figure 15: The solution (D.39) for the case ¢ < 1 is an ellipse. Do not confuse the Cartesian
coordinate § = rsin ¢ with the inverse radius y = 1/r.

Differentiating with respect to ¢ leads to

i

oM
2y'y" + 2yy = Fy’ + 6My*y

= o' +y=M/L*+3My*, (D.42)

where we ignored the case y' = 0 which corresponds to a circular orbit that does not exhibit
perihelion precession by construction. Note the similarity of our equation to the Newtonian
case in the second line of Eq. (D.39): The only new feature is the extra term 2My3. This term,
however, makes the solution significantly harder, so that we resort to perturbation theory. For
this purpose we introduce the small parameter o := 3M?2/L? which is of the order of 1077 for
Mercury. Equation (D.42) than becomes the Newtonian case plus a perturbation o «,

M L?

" o 2
vty = tagny (D.43)
and we likewise expand the solution in « as
y = yo + ayr + O(a?). (D.44)

Plugging this expansion into (D.43) and sorting terms according to the power of « leads to

" " M L2 2
Yo T ay; + Yo +ay = ﬁJrOéMyo

M L?
= y8+yo—ﬁ+a<yi’+y1—ﬁy§)=0- (D.45)
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In perturbation theory, equations of this type are solved order by order and we start with the
terms oc o = 1. At this order, we actually recover the Newtonian case (D.39), so that

M

Yot+y———=0 = y=

M
732 —(1+€ecos). (D.46)

LQ(

This expression for 39 can now be used in those terms of the differential equation o< a which
become

L? M
yl +y = Myg L—(1+2€COS¢+6 cos® )
M € 2M M
= I (1+ 2) 2 ——€Cos P + 212¢ 2 cos 20, (D.47)

where we used the idenity cos? ¢ = (1 + cos2¢)/2. As a solution, we make the Ansatz
1 = A+ Bosing + C cos2¢
= y; = Bsing + Bocos ¢ — 2C sin 2¢
= y{ =2Bcos¢ — Bpsin ¢ — 4C cos 2¢
= y/+y1=A+2Bcosp — 3C cos2¢. (D.48)

Comparison with (D.47) gives us the coefficients A, B and C' as

M 2 Me Me?
A= 1 B=— = — ) DA4
12 ( + 2) L2’ ¢ 612 (D-49)

Putting together the results for 19 and y;, we obtain the solution to first perturbative order in
Q as

Yy=yotay =

2\42(1+ECOS¢)+06% {1+e¢sin¢+62 (% - %COSQ(ﬁ)} (D.50)

The last term in brackets is o< € and therefore very small for a nearly circular orbit such as
Mercury’s around the sun. To high accuracy we can therefore write

M
y%ﬁ(1+a+ecosgb+aegbsin¢)). (D.51)

The first two constant terms in parentheses merely give us the average radius of Mercury’s
orbit and play no role in the perihelion precession. The latter two terms can be approximated
for small o < 1 using the relation

cos(¢ — ag) = cos ¢ cos ag + sin ¢ sin ap ~ cos ¢ + apsin @, (D.52)
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so that M
Y~ ﬁ{l—i-oz—i-ecos[qb(l —a)l}. (D.53)

The key point is that the (inverse) radius returns to the same value as ¢ increases from ¢, to
®n+1 Where

(1 = a)(pnt1 — ¢n) =27 (D.54)

21
1—

= Ony1l — On = o~ 27(1 + ) (D.55)

The angle traversed from one perihelion to the next therefore exceeds the Newtonian value 27
by the perihelion precession angle

M2
Ap =2am = 677'? . (D.56)
For a nearly circular orbit, we can express the orbital angular momentum through the expression
for r, in the first line of Eq. (D.34), which gives

Mr M

The numbers for Mercury’s orbit around the sun are
r=555x10"km, T=024yr, M =147km

_yrad 43"
orbit  century

= A¢=4.99 x 10

(D.58)

D.3.2 Light bending

We now consider light passing close to the surface of a “strongly” gravitating body as for
example the sun. Again, we contrast Newtonian with relativistic predictions.

Newtonian calculation: We start with the Newtonian equation of motion (D.38). We
already know the solution (D.39), but it will be convenient here to shift the phase by 7/2 so
that

y = %(1+esm¢). (D.59)

It is instructive to first consider the motion in the absence of a gravitational field. Equation
(D.59) then simplifies to y” + y = 0 and the solution can be written as

1
y=3 sing. (D.60)

A light ray in the absence of a gravitational field should travel on a straight line and, as
illustrated in the upper panel of Fig. 16, Eq. (D.60) indeed describes a straight line, albeit in
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Figure 16: Upper panel: Illustration how Eq. (D.60) represents a straight line with impact
parameter b. The deflection angle is zero in this case. Lower panel: In the presence of gravity,
the light ray asymptotes to ¢ — 7 + A¢ to the left and ¢ — —A¢ to the right. In the figure,
the magnitude of A¢ is vastly exaggerated.

slightly cryptic fashion. The parameter b represents the closest distance of the line to the origin
and is often called the impact parameter. The light ray, assumed here to come from infinity
from the left ¢ = 7w, y = 0 and propagates to the right towards infinity at ¢ =0, y = 0.

Let us now return to the case with gravitational field described by Eq. (D.59). We are interested
in small deflections of light rays that come in from infinity and, after the small deflection, move
on towards infinity. At infinity, we are looking for solutions of

M . . 1
ﬁ(1+esmgb) =0 = sing = - (D.61)
Small deflection angles correspond to small corrections to the non-gravitational case where
infinity corresponded to ¢ = w or ¢ = 0, i.e. sin ¢ ~ 0. We therefore expect the small-deflection
limit to be given by 1/¢ < 1. Equation (D.61) will then be solved by ¢ = —A¢ and ¢ = 7+ A¢
with A¢ < 1,
1 1
sin(—A¢) ~ —A¢p = —— | sin(m + A¢) = —A¢p = ——. (D.62)
€ €
There remains the task to express € in terms of the parameters L, M and b. As before, we
define the impact parameter as the closest distance between the light ray and the origin. This

is realized at ¢ = w/2 where

% =y(r/2) = %(1 +e€)~ %e. (D.63)
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Furthermore, we can write the (conserved!) Newtonian angular momentum mass in terms of
the particle’s mass m and velocity c as

mL = |Fxpl=bmc=bm = L=b. (D.64)
Using the last two equations we find the deflection angle as (see lower panel of Fig. 16 for an
illustration with exaggerated magnitude of A¢)

2 2Mb 2M

General relativistic calculation: The starting point is again the geodesic equation (D.40)
expressed in terms of the inverse radius y. We are considering null geodesics now and therefore
set () = 0 and obtain

L*(y)* + L*y* —2M L*y® = E2. (D.66)

We differentiate this equation with respect to ¢ and divide by 2L?y’ which gives
y' +y = 3My>. (D.67)

In the absence of a gravitational field we have M = 0 and recover the Newtonian case with the
solution (D.60). With gravitational field, we again assume the deflection angle to be small and
make the Ansatz that the curve is perturbatively close to the straight line yo = (sin ¢)/b,

y:%+%Am4meﬁ. (D.68)

Here M/b <« 1 is our expansion parameter. Plugging this Ansatz into (D.67) and using that
the background solution satisfies

1 .
yo=sing = Yo+ v =0, (D.69)

we find to linear order in M /b for the perturbation Ay

M M 1 M \® _ 3M

?Ay” + WAy =3M (3 sin ¢ + WAy) ~ 36_2 sin’ ¢
= Ay”#—Ayz%Sin%ﬁ ’ cos 2¢ = cos® ¢ — sin® p = 1 — 2sin® ¢
:-AM+Ay:%£1%§@. (D.70)

We solve this differential equation by first considering the homogeneous part Ay” + Ay = 0
which is solved by

Ay = %cosgb—i— %singb, (D.71)
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where A and B are dimensionless constants that also satisfy |A|, |B| < b/M in order to
ensure our perturbative expansion in Eq. (D.68) remains valid. A particular solution for the
inhomogeneous equation is

Ag = (3 + cos 29) , (D.72)

2b
as is straightforwardly checked by inserting it into (D.70). We now choose A = 2 in the
homogeneous part, so that gathering all terms together gives

M M
cos ¢ + ﬁBsingb. (D.73)

1 M
Y =1+ — Ay——sm(b—f— 3 4 cos2¢) + W

b b 2b? T
With this particular choice for A we have ensured that for ¢ — 7 we have y = 0, i.e. the photon
falls in directly from the left. This corresponds to a rotation of the bottom panel in Fig. 16 by
A¢ but has no impact on the result for the deflection angle. As the photon travels to the right,
it is deflected before escaping again to infinity y = 0 which now happens at an angle ¢ = d¢
determined by (D.73) to linear order as as

99 M 2MN5¢ M 2M
5 (1+ bB)+@(3+ 1)+ S T b(3+1)+7

AM
Note that in the Newtonian calculation we defined A¢ such that the total deflection angle was
2A¢ whereas here ¢ is the deflection angle. The relativistic result is twice as large as the
Newtonian value (D.65).
For the sun with M = 1.5 km, b ~ R, ~ 7 x 10° km, we find

1.5 km 360 "o y

|0¢| =4 x "X 10° km 2 x 60 x 60 1.777. (D.75)
This effect was famously tested in 1919 through observations by two expeditions to Sobral
(Brazil) and to the Island of Sao Tomé e Principe off the west coast of Africa [10], both located
in the path of totality of the solar eclipse on May 29, 1919. Both expeditions, run by Arthur
Eddington and collaborators, measured the positions of stars near the sun (then located in the
Taurus constellation) and generated results compatible with Einstein’s theory of relativity. The
confirmation of his theory catapulted Einstein to a global-star status that has lost nothing in
the nearly one hundred years since.

D.3.3 Shapiro time delay

The experiment considered here consists in sending a radar signal to Venus and measure the
time when the signal reflected off Venus’ surface gets back to the Earth. Shapiro [26] predicted
in 1964 that the effect of the solar gravitational field should be measurable if the Earth, the
Sun and Venus are nearly aligned such that the radar signal passes through the gravitational
well of the Sun near its surface. The effect is calculated by comparing the prediction of special
relativity ignoring the Sun’s gravitational field with that of general relativity where the field in
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Venus 1 \\\\1/// h Earth

Figure 17: Illustration of the path of a radar signal from Earth to Venus and back in Minkowski
spacetime (upper panel) where the gravitational field of the sun is ignored and in general
relativity (lower panel) where the Sun’s gravity bends the light path.

the solar exterior is modelled by the Schwarzschild metric. The two scenarios are illustrated in
Fig. 17.

Without gravitational field: This scenario is shown in the upper panel of Fig. 17. We
denote by r; and ro the distance of Venus and Earth from the sun, respectively. The impact
parameter b is the solar radius. The time a radar signal needs to propagate to Venus and back
then follows from the rules of flat geometry,

T =2 <\/r§—b2+\/r§—b2> . (D.76)

With gravitational field: We recall the geodesic equations (D.16) and (D.23) in the
Schwarzschild spacetime and set () = 0 for null geodesics,

IM\ L2 . oM\ !
7‘»2+(1——)—2=E2, t:(l——) E
T T T

dr\> 2 oM\? 1 [, oM\ L2
= (a) —72—(1‘7) E—[E —<1—7)r—2]
dr\? oM\ 2 oM\ L2
- (%) —(1‘7) [1‘(1‘7)@]
dr 2M 2M L?
— =t (1-"=) 41— (1-=— . D.
dt ( r )\/ ( r )r2E2 (D.77)
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At the point of closest approach to the sun, r = b and dr/dt = 0, so that

oM\ L? L? b
(1—-) =1 = = . (D.78)

b ) B2E? E? 12

This enables us to replace E and L in Eq. (D.77) in terms of b,

dr 2M b2 1 —2M/r

—=+4(1-— 11— ———. D.79

dt ( r > \/ r21—2M/b ( )
Proper time on Earth is to very high precision identical with coordinate time of the Schwarzschild
metric, so that the time of passage of the radar signal is

_o [ ¢ dr _ (MY R Lo2M)
r=z f(r)+2b ol £r) (1 T)\/1 EE— YT (D.80)

We approximate this integral by Taylor expanding f(r) in M/r, M/b < 1,

(-2 -5 0-2) (-3

Q

f(r)

2
o (1 2MN B _2M 2M
r 72 r b
2M r2 -2  2Mb
= (1— 7“> T 3 (r—2»0) (D.81)
B 1_2M r2 — b2 B 2Mb N _2M r2 — b2 B Mb
N r r2 T(r—i—b)N r r2 r(r+0b)]
For our integrand 1/f(r) we thus obtain
1 N 1+2M 72 " Mb
f(r) - r r2 — b2 r(r+0b)
r2 2M M b
= 1+ —+ — . D.&2
r2—b2(+r+rr+b) (D-82)
O @ )

Let us handle the labeled terms one by one.

r? r
o dr= | g — /2 _p2
2 /Vﬂ_wd“/md“ rob
1
:>/ D dr = /72 — 2.
b
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@ /\/762 . dr—/\/idr—ﬂ\/[ln(r—i—\/ —b?)
r1 2 _ 12
;»/ @dr—oM I VT Vb“b
b
M b Mb r—b r—b
dr dr=...=M—==M
@ /WTTﬁLb /(r+b)m ' r? — b2 r+b
—b
dr =M
:>/ @ " T1+b

The second integral from b to 79 in Eq. (D.80) is obtained by merely substituting r; — 7 in
the expressions we have just calculated. Gathering all terms and applying a factor of 2 for the
return trip, we find

= (\/7“ N )+4M( T1+m r2+\/bm>

= TMmk

r — b To — b
2M : D.83
+ (\/r1+b+\/r2+b> ( )
The first term is just the result (D.76) we obtained in the absence of gravity using the Minkowski

metric. The second and third term describe the time delay AT relative to the Minkowski result.
Using

M = M = 1.47 km

ry =rg =1.08 x 10° km

ry =g = 1.496 x 10° km

b= Ry =6.96 x 10° km, (D.84)

(the astronomical symbols for Venus and Earth are @ and &) we obtain AT ~ 77 km = 257 us.
In practice, the radar signal passes a bit away from the solar surface which decreases the delay
to about 200 pus. The effect was first measured with the Massachusetts Institute of Technol-
ogy’s Haystack antenna a few years after Shapiro’s prediction and has been reinvestigated with
increasing accuracy in numerous experiments since, all compatible with the general relativis-
tic result. A chronology of experimental and observational tests of Einstein’s theory is given
in Sec. 15.9 of d’Inverno’s book [9]. We should add to this list the Nobel Prize winning ob-
servations of the Hulse-Taylor pulsar [16, 29, 32] and the ground breaking first detection of
gravitational waves from the black-hole binary system GW150914 [2] that kicked US presidential
hopefuls off the news headlines on February 11, 2016.
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Figure 18: Left panel: Light cones in the Minkowski spacetime in Cartesian coordinates. One
spatial direction is suppressed and time points upwards. The future pointing light cone is
shown in green, the past one in red color. Right panel: Often we are interested in the limiting
curves of outgoing and ingoing radial geodesics. We then use spherical coordinates (¢, r) with
the angular dependency suppressed and show the light cones by the out and ingoing curves.

D.4 The causal structure of the Schwarzschild spacetime

In the previous two sections we have derived the Schwarzschild metric and studied in detail
the motion of test particles in that spacetime with a particular focus on the differences to
the predictions by Newtonian gravity. Yet, there remain several open questions, as for example
what happens at = 0 and r = 2M where the metric (D.10) becomes irregular. In this section, we
address these questions and also see that a more in-depth study of the Schwarzschild spacetime
has a few surprises in stall for us.

D.4.1 Light cones in the Schwarzschild metric

Light cones are a very convenient tool to explore and understand the causal structure of space-
times. They represent the possible trajectories of null curves and the boundary of timelike
curves which must be inside the light cones. We illustrate this for the case of Minkowski space-
time in Cartesian coordinates in the left panel of Fig. 18 where time points upwards and we
suppress one of the spatial directions (we represent y and z by one axis). Most of the time, we
will focus on the future light cones which we color in green. Sometimes, we also show the past
light cones and do so in red color for distinction. The most important curves for displaying
the causal structure are the radial in and outgoing null geodesics which are most conveniently
displayed by switching to spherical coordinates and suppressing the angular directions. An ex-
ample is shown in the right panel of Fig. 18 which shows the resulting light cones in Minkowski
spacetime in the time-radius diagram.

Let us now apply this technique to the Schwarzschild metric (D.10)

oM oM\
ds? — — (1 — _> dt® + (1 — —) dr® +r?(df? + sin? 0 d¢?) .

T r
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We study the geodesic equation using an affine parameter A\ and set df = d¢ = 0, i.e. we
consider radial geodesics. We therefore need the ¢ and r component of the geodesic equation.
The former we have already obtained in Eq. (D.16),

2M 0\ .
(1——)t:E:const,

r

but the r component we still have to work out. The Euler-Lagrange equation applied to the
Schwarzschild metric gives us

doc_oc
d\ O Or

LAy, - L _2M oM 2M
_ —_ T [ J— re —
dA r r r? r?

oM\ 2 2M oM\ oM\ ?2M ., 2M .
= 2(1-"—) = 42(1-"7) i=—(1- 72— i

r 72 r r r2 r2
oM\ r? I 2
e (1B P e (Y e
r M r
(M . I (D.55)
- —=F =77 = _
r M ’

where we plugged in the above equation for {. This equation is clearly solved by 7 = +E. It
follows that r = £ EA 41y is also an affine parameter. We use that observation to reparametrize
the geodesic by r,

dt i

dr 7 T r—2M

=...= |[tr)=x(r+2M In|r—2M|)+ k|, k= const. (D.86)

In Fig. 19 we plot several curves given by Eq. (D.86) and also show some corresponding light
cones. Clearly, r = 2M separates two regions which we discuss in turn.

r > 2M: The + sign in (D.86) gives us outgoing and the — sign ingoing geodesics. At any given
point in the spacetime, a time like curve must be inside the light cones constructed
from the radial geodesics. For example, curves r = const are clearly timelike and
located inside the light cones.
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Figure 19: Geodesic curves in the Schwarzschild spacetime according to Eq. (D.86). Curves
corresponding to the + sign are shown in in blue, those with the — sign in orange. A few
light cones are shown in green. The dotted black line marks the location r = 2M where the
Schwarzschild metric (D.10) becomes singular.

r < 2M: This case is more complicated. First, we note that the line element (with df = d¢ = 0)
can now be written in the form

-1
d32:—(ﬂ—1) drz—l—(ﬂ—l)dtz,

r r

so that now ¢, < 0 and g > 0 and, hence, r is the timelike coordinate. Curves
t = const are now timelike. In our diagram this means that horizontal lines must
be inside the light cones which are, accordingly, tilted horizontally. There remains
the question whether the future light cones point to the left or right in our diagram.
Based on physical arguments, we expect them to point towards r» = 0, since we
expect the gravitational field to pull objects towards the center. We already note at
this point, however, that we do not have a mathematical proof for this. For example,
we cannot use continuity of the light cones from the exterior across r = 2M because
there the metric (D.10) is singular and does not allow for a calculation of light cones.

D.4.2 An infalling observer

It is instructive to calculate the trajectory of an observer freely falling from a large distance in
the Schwarzschild metric. This amounts to solving the timelike geodesic equation. Again, we
consider radial geodesics with ¢ = 0. For this purpose we need Eq. (D.16) and Eq. (D.18) for
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the case Q = —1,

= —EP4it=—14 (D.87)

We set E' = 1 which by Eq. (D.21) implies that the observer’s energy corresponds to being at
rest at infinity. Furthermore we use proper time 7 as the affine parameter, so that our equation

becomes
o 2M N dr\? o
" dr oM

dr [ r ) .
= o=\ 2r <0 for an infalling observer

= /\/Wdrz—/\/%df

The constants of integration merely imply that the observer’s clock shows time 7y at some
fixed initial position r. Even without solving this expression for r(7), we make two important
observations: (i) The observer’s trajectory passes through r» = 2M at finite time 7 and (ii) the
radius r decreases monotonically as 7 increases. The observer is falling to ever decreasing radii
which is our physical motivation for having future light cones pointing towards r = 0 in Fig. 19.

I (Tg/2 — 32, (D.88)

For comparison, we now describe the same timelike geodesic in terms of Schwarzschild time ¢
instead of proper time 7. Note that t is equal to the proper time of an observer staying fixed
at very large radius r. We obtained the expressions

: oM\ 2M
i= (1——> E, ==,
r
in the preceding calculation and thus find
dt 1t r oM\ !
a_t_ (2 D.89
dr 7 2M ( r ) ( )
After some crunching, this equation can be integrated to give us
(v -+ vad) (i — V2 )

(vio+v2) (vr - varT)
(D.90)

In Fig. 20 we compare 7(r) from Eq. (D.88) and ¢(r) from Eq. (D.90) for an observer starting to
fall from ro = 20 M at to = 79 = 0. The coordinate time t diverges as the observer approaches

2
3V2M

t—tg=— r3/2—r§/2+6M(\/F—\/E)]+2M1n
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Figure 20: The trajectory of a falling observer in the Schwarzschild spacetime measured in
terms of the observer’s proper time 7 (D.88) and coordinate time ¢ (D.90) which corresponds

to the proper time of an observer staying behind at large radius. Both trajectories start from
r0:2OMatt0:70:0.

r =2 M. A second observer remaining behind at fixed ry will therefore never see his sibling
cross the threshold r = 2 M as that would only happen at ¢ — oco. On the other hand, we
have already seen that the falling observer has quite another experience, crossing r = 2M after
finite proper time without anything special happening (besides gradually being spaghettified
due to the effect of tidal forces, but that’s another story).

We could imagine a scenario where the falling observer emits light signals outwards at regular
intervals of proper time. These are picked up by the less adventurous friend who will not detect
them at regular intervals in time ¢ but instead sees them arrive with ever increasing delays (and
redshift).

D.4.3 Ingoing Eddington Finkelstein coordinates

Our calculations performed so far in the Schwarzschild metric revealed important insights, but
encountered considerable difficulties at the point r = 2M. The key tool to make further progress
is to switch to a new coordinate system. For this purpose, we recall that radial ingoing null
geodesics in the Schwarzschild metric are given by Eq. (D.86) using the minus sign therein, i.e.

t+2M In|r —2M| = —r + const . (D.91)
This motivates the definition of a new time coordinate

t=t+2MIn|r —2M]| (D.92)

= dt=dt+ dr, valid for r > 2M or r < 2M (D.93)

r—2M
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Figure 21: Geodesic curves in the Schwarzschild spacetime in ingoing Eddington Finkelstein
coordinates according to Egs. (D.95), (D.96). The former are shown in orange, the latter in
blue. A few light cones are shown in green. The dotted black line marks the location r = 2M
where the Schwarzschild metric (D.10) becomes singular.

The Schwarzschild line element (D.10) becomes in this new coordinate system

IM M 2 oM\ !
ds* = — (1- =) (at - dr) +(1—==—) dr*+r*d6* +sin’0 do)
r r—2M

r

oM AM 2M
= | ds*=— (1 - —) dt* + —dtdr + <1 + —) dr* +r*(d9? + sin* 0 do) |. (D.94)
T r

r

Ingoing and outgoing radial null geodesics are given in terms of ¢ and r by

t = —r + const, (D.95)
t=r+4M In|r — 2M| + const . (D.96)

An illustration of these geodesics together with the resulting light cones is shown in Fig. 21.
We note the following observations.

(1) The light cones now smoothly vary across r = 2M. They tilt over in the inward direction
such that at r < 2M even outgoing null geodesics are directed towards decreasing r.

(2) At large distances, the light cones approach their Minkowskian structure with 45° inclina-
tion.

The location r = 2M marks a semi-transparent membrane in the sense that light rays can move
towards r < 2M from the outside, but not the other way round. Even outgoing light rays are
drawn in by the gravitational field. Since time like curves are bounded by the light cones, all
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timelike observers inside r < 2M also inevitably fall towards smaller r. This motivates the
following definition.

Def.: The outermost boundary of a region of spacetime from which no null geodesics and, hence,
no timelike curves can escape to infinity, is called an event horizon.

This horizon motivated, of course, the term black hole coined by John Wheeler in the 1960s.
Without proof, we state Israel’s theorem on the uniqueness of static spacetimes containing a
horizon.

Theorem: If a spacetime is static, asymptotically flat and contains a regular horizon then it is a
Schwarzschild spacetime.

A simplification of the line element (D.94) is obtained by transforming to the null coordinate

v = t+r = dt = dv — dr

2M 4M 2M
=ds? = — (1 - T) (dv? — 2drdv + dr?) + T(dv dr — dr®) + <1 + T) dr? + r?d0?
2M 2M 4M 2M
= — (1——) dv? + 2dr dv + dr? {— (1——> ———|—1+_] + r2d0?
r r r r
2M
=ds* = — (1 - —) dv? + 2dr dv + r*dQ? (D.97)
”

where we introduced the notation dQ? := df?+sin? # d¢?. In this line element, the null character

of our ingoing radial null geodesics is manifest: the tangent vector to the curves v = const is
0, and clearly g(0,,0,) = 0.

You may wonder whether the coordinate transformation (D.92) is really a legitimate way to
transform from Schwarzschild to Eddington Finkelstein coordinates; after all, (D.92) is singular
at r = 2M. This viewpoint, however, looks at the situation the wrong way round. The Edding-
ton Finkelstein version (D.94) of the Schwarzschild metric is a perfectly legitimate solution of
the Einstein equations (C.35). It is regular at 7 = 2M and has a clean structure of light cones.
Transforming to the Schwarzschild metric through (D.92) introduces a coordinate singularity
at r = 2M which is not surprising given that the transformation itself is singular there.

D.4.4 Outgoing Eddington Finkelstein coordinates

Our transformation (D.92) adapted the time coordinate to the ingoing null geodesics. Nothing
stops us from playing the same game with the outgoing null geodesics given by

t —2M In|r — 2M| = r + const . (D.98)
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Figure 22: Geodesic curves in the Schwarzschild spacetime in outgoing Eddington Finkelstein
coordinates according to Eqs. (D.101), (D.102). The former are shown in orange, the latter in
blue. A few light cones are shown in green. The dotted black line marks the location r = 2M
where the Schwarzschild metric (D.10) becomes singular.

This equation motivates a new time coordinate given by

t=t—2M In|r — 2M| (D.99)
= dt =dt — 7‘—2Mdr’ valid for r > 2M or r < 2M . (D.100)
Ingoing and outgoing radial null geodesics are now given by
t=—r—4M In|r — 2M| + const, (D.101)
t =1+ const. (D.102)

Comparing these equations with (D.95) and (D.96), we see that the resulting curves are obtained
from those in Fig. 21 by flipping the curves upside down and reversing the “ingoing” and
“outgoing” label. The resulting curves are shown in Fig. 22. Clearly, outgoing light rays now
always point outwards at 45° and inside r < 2M, even ingoing light rays now point towards
increasing r. In the limit » — oo we again recover the light cones of flat spacetime.

We should be a little puzzled now. With ingoing Eddington Finkelstein coordinates we have
just shown that all future pointing light cones tilt over inwards inside r < 2M and that
therefore all null geodesics and timelike curves fall inwards. Here, we use outgoing Eddington
Finkelstein coordinates and demonstrate the exact opposite; all future pointing light cones
inside r < 2M point completely outwards. What is going on and which of the results is correct?
The answer is that both are correct. And at second glance the puzzle looks less paradoxical.
By construction, the Schwarzschild spacetime is static. We should therefore expect symmetry
under time reversal. In order to fully grasp how the puzzle is resolved, we need to go one
coordinate transformation further: to Kruskal-Szekeres coordinates.
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D.4.5 Kruskal-Szekeres coordinates and the maximal extension of Schwarzschild

This derivation requires a few steps, all straightforward, but a bit complex when all put together.
Let us proceed step by step.

Step 1: We start by calculating the line element in outgoing Eddington-Finkelstein coordinates
and transform to a null version analogous to Eq. (D.97). Using (D.100), the Schwarzschild
metric becomes

2 -1
d = — (1= 20 (ai 220} 4 (1= 2) a2y a0
r r—2M r

2M 4M - 2M
= | ds?=— (1 - —) iz — Zdidr + (1 + —) dr? +12dQ* |, (D.103)
T T

r

The outgoing null coordinate is

u=t—r = dt = du + dr

= a4t = = (1= 20 v - Hiau s anyar+ (14 20) 2+ e
T

r r
2M
= ds’=— (1 — T) du® — 2du dr + r*dQ” . (D.104)

Step 2: Now we collect both, the ingoing and outgoing, coordinate transformations

_ —2M
v:t+T:t+r+2M1n(r—2M)—2M1nr*:t+r+2M1nr ,
T

- —2M
w=i-r=t—r—2MIn- ) (D.105)
T'x

where we wrote the integration constant in the geodesic equations (D.91), (D.99) in the form
of a constant r, that ensures the argument of the logarithm is dimensionless. Now we combine
the in and outgoing Eddington Finkelstein coordinates into one coordinate transformation

1 1 —2M
—(v+u)=t, —(v—u):7°+2MlnT ) (D.106)
2 2 Ty
1 —2M
= dt=S(dv+du),  dr= r (v — du), (D.107)
T

which transforms the Schwarzschild metric into

2MN\ 1 1 2M
d82 = — (1 — T) Z(d?] + du)2 + Z (]_ — T) (d?} — dU,)2 + T2d92

2M
= ds*=— <1 — —) du dv + r*dQ* . (D.108)

r
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It will be noted here that we dropped the modulus in the logarithmic argument, i.e. use In(r —
2M)/r, instead of In|(r — 2M)/r.|. In fact, all results we have obtained for the ingoing and
outgoing Eddington Finkelstein coordinates remain the same, with or without modulus. So
we can simply accept the transformation to involve complex intermediate expressions and see
where it leads us. The end product will be real.

Step 3: Next we introduce an exponential version of u and v through

'ﬁ:@ﬁ’ ’1]:—67473;1
b= ——d dil = ———iid
U—4MU v, U = 4Muu
1602 2M
ds* = — (1— >dad@+r2d92. (D.109)
uv T

Step 4: The coordinates @, v are null coordinates. Since we are more used to time and radius,
we now switch back to this type of coordinates. First, we realize that

. v=u r ) r—2M r—2M s
U0 = —e 4 = —ex n =— e
P 2M Ty T
16 M2y, 2M r
= ds?=—— 1 e~ dii i + r2dQ
r—2M r
16M2 _ .
= ds® = — e~ 201 dii i + r*dQ? (D.110)
/Ty
Our new time and radius are defined by
I .1, A O A
t:§( + 1), r:§(v—u) & v=t+7r, u=t—r
= dvdu = (dt + d7)(dt — dr) = di* — di*
16M? _ . —2M -
= |ds?= ; e~ T (—di® + di?) +r2d0? |, 2 —i?= -1 ex . (D.111)
/7, Ty

This is the Schwarzschild metric in Kruskal-Szekeres coordinates. Note that the original radius
r is implicitly defined through the last expression and still present in the metric components.

From now on we will set the integration constant r, = 1 as is customary in the literature. This
constant represents merely the unit in which we measure radius » and mass M. Note that we
have gained a lot with the new form of the Schwarzschild metric:
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(1) The metric (D.111) is manifestly regular at r = 2M.

(2) Radial null geodesics now have the pleasantly simple form

t=74const, = —74 const. (D.112)

(3) The third and probably most dramatic benefit only becomes clear if we consider the allowed
range of our new coordinates. This requires a little work.

o r =2M is now given by 2 =72 =0 = =47,

e r =0 now corresponds to t* — 72 =2M = t=+72+2M.
Furthermore, 2 — 72 = —e"/CM)(r — 2M) is a monotonically decreasing function of r,
so that for any r > 0 we have 2 — 72 < 2M.

e There are no other restrictions on our coordinates, so that the allowed range is

? € (—00,00), 1 <i*4+2M | (D.113)

It seems that we have somehow extended our spacetime. Unlike the Schwarzschild
radius r, our new radial coordinate 7 can take on negative values. Furthermore, we
have two different expressions of ¢ and 7 for each of the locations r = 2M and r = 0.

In order to understand these issues better, we draw the Kruskal diagram. For this purpose, we
consider the following curves.

(i) Curves r = ry = const are hyperbolic curves

2 — 7 = —e%(ro —2M)=:C

= |t=xVi2+C| Vv |f=+VE2-C]|. (D.114)

(ii) Curves t =ty = const are obtained as follows. Equation (D.105) gives us u, v as functions
of t, r. This implies

~ v ttr ~ U r—t
V= eiM :€4M\/T—2M, U= —e M = —edm\/r — 2M

~ 1 r t
= t=—-(0+a) =vr—2Mei¥ sinh —
2 AM
1 r t
N fzé(@—ﬂ):\/r—zMemCOShm
= | tanh ¢ ! (D.115)
anh — = — .
aM 7

Curves t = const therefore correspond to ¢ = C', C' = const.
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Figure 23: Kruskal diagram of the Schwarzschild spacetime with curves » = const and ¢ = const
as labeled. For each value r = const there exist two curves in the spacetime.

Several examples of these curves are plotted in Fig. 23. Note that each value r = const
corresponds to two curves. In particular, there are two singularities r = 0 and two horizons
r = 2M. We now also understand the apparent paradox of the outgoing Eddington-Finkelstein
coordinates. The singularity in the future is a black hole, everything passing inside r = 2M is
doomed to fall ever inwards until it hits » = 0. The past singularity » = 0, however, is a white
hole from which all light and timelike curves move outwards. We also have two asymptotically
flat regions, one at 7 — oo and one at 7 — —oo. These two regions, however, are causally
disconnected. Since all light cones have the shape ¢ = £ + const, they open up at 45° and no
information can pass from the left to the right region or vice versa. Finally, we note that the
horizon r = 2M is a null surface (f = £7) and the singularity at » = 0 is spacelike.

D.5 Hawking radiation

General relativity is a classical theory and does not take into account quantum effects. We
do not yet have a theory of quantum gravity and the search for it remains an active field of
research. Quantum effects can be estimated in an approximate manner, however, through semi-
classical calculations which model quantum fields on a classical curved background spacetime.
This is not the topic of our notes, but we quote here one key result that is of special relevance
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for Schwarzschild black holes, the Hawking radiation.
The idea behind this effect is pair creation of virtual particles near the horizon. One of the
virtual particles has a negative overall energy and therefore falls into the horizon while the
other escapes to infinity. This type of quantum tunneling facilitates a mechanism for radiation
from a black hole. A quantitative treatment of this process shows that the Hawking radiation
is of black-body type with a characteristic temperature that depends on the black-hole mass
M through [12] )
T hc |
8tGMkg

where kg is the Boltzmann constant. Note that the temperature is inversely proportional to the
total mass-energy of the black hole! This is different from standard thermodynamic systems we
are used to where more energy implies hotter objects. This has a very important consequence:
black holes are thermodynamically unstable objects. As they radiate energy through Hawking
radiation, their mass-energy decreases, their temperature increases and they radiate even more.
We can calculate the expected life time of a black hole from the Stefan-Boltzmann law that
gives the energy flux per unit area from a body of temperature T" as

(D.116)

2]€4
T 5 567 x 1078

= . D.11
60h3c2 m2sKH4 ( 7)

——— =o0oT*, o

Plugging in Eq. (D.116) for the temperature and A = 47(2GM/c*)? for the surface area of a
black hole gives us an ordinary differential equation for M(t),

dM hc® G2,
= Tmacp | o =105 A (D.118)

For a black hole of one solar mass, M, = 2 x 10%° kg, the evaporation time is O(10%) yr. For
macroscopic black holes, this is such an extreme value that we can treat them as effectively
stable objects. Primordial black holes with masses M < M, however, have been conjectured
to have formed in the very early universe’s density fluctuations. They would have evaporation
times much closer to the life time of our universe. If these objects exist, Hawking radiation
provides a potentially testable observational signature. Note, however, that our calculations
assume that no energy is added through accretion onto the holes. Accretion of some sort should
happen, even if only from the 2.7 K cosmic microwave background radiation, modifying the
expected evaporation times.
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E Cosmology

Cosmology is the attempt to describe the entire Universe using simplifying assumptions that
still enable us to capture the essential properties of the Universe. The central concepts are those
of homogeneity and isotropy. These provide us with sufficient degrees of symmetry such that
analytic solutions of the Einstein equations are available and predict non-trivial consequences
that can be tested through astrophysical observations.

E.1 Homogeneity and Isotropy

Let us start with a collection of fundamental astrophysical observations that guide our con-
struction of cosmological models.

e Telescopes roughly enable us to observe the Universe out to distances of the order of
10! pc. Recall that one parsec is about 3.26 light years.

e Galaxies have a size of the order of 10° pc. Even allowing for considerable variation in
the size of different types of galaxies, we can approximate them as point particles on the
scale of 10! pc.

e On length scales of about 10? pc, the universe looks very much the same, in an averaged
sense, everywhere. For example, the density of ordinary, observable matter is of the order
of 1072® kgm ™ everywhere when averaged over sufficiently large volumes.

e On such large scales, the universe looks the same in every direction.
e The universe appears to be expanding; far away galaxies are increasingly redshifted.
These observations suggest the following basic principles.

(1) On large scales, the universe is spatially homogeneous.
(2) The universe is isotropic around every point.

(3) We can model the matter of the universe as a fluid, i.e. the continuum limit of a large
number of particles.

Note that homogeneity and isotropy do not generally imply each other. For example, a homo-
geneous universe with a magnetic field of constant magnitude pointing in the same direction
everywhere is not isotropic. A universe that is isotropic around every point, however, is nec-
essarily homogeneous. The fundamental ideas about our universe can be formalized by the
following two postulates.

Cosmological principle: At a given moment in time, the universe is spatially homogeneous and
isotropic when viewed on a large scale.

Weyl’s postulate: The world lines of the fluid elements, that model the universe’'s matter content,
are orthogonal to hypersurfaces of constant time, X;, to which the cosmological
principle applies.
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Note that we have been a bit vague so far about defining a time coordinate in this context and,
correspondingly, which spatial hypersurfaces are isotropic and homogeneous. Clearly, this is
not the case for arbitrary choices of time. For example, if an observer O finds the universe to
be isotropic, a second observer moving with constant velocity v # 0 relative to O will not see
the universe as isotropic. Weyl’s postulate fixes this ambiguity: The spatial hypersurfaces with
isotropy and homogeneity are those defined by constant proper time as measured by an observer
comoving with the cosmological fluid, i.e. with the galaxy distribution averaged over a large
volume. You may wonder at this stage what that has to do with hypersurface orthogonality.
We will shortly come to this.

First, though, we will define suitable coordinates and explore the structure of the metrics
satisfying the cosmological principle. The galaxies are assumed, by construction, to have no
peculiar motion relative to the averaged large-scale motion of the cosmological fluid elements
and therefore remain at fixed positions (z', 2, #3) in coordinates comoving with the fluid.
Furthermore, we define time ¢ to be the proper time measured along the world lines of the
galaxies or fluid elements. Note that we assume the universe to be homogeneous in space
but not necessarily in time. We therefore allow metric components to have arbitrary time
dependency. The spatial part of the line element (i.e. setting dt = 0) at time ¢ is

dl* = hj(t, 2")dz'da? . (E.1)

Isotropy at every point implies that the time evolution is the same in every direction, so that
none of the h;; components can have a preferred time dependency. With all h;; depending
on time in the same way, we can factor out a time dependent term and write the spatial line
element as

dl* = a(t)*h;(2")da'dz? | (E.2)

The spacetime metric with this spatial part and using a time coordinate given by the proper
time of comoving observers is

ds® = —dt* + gosdt da’ + a(t)’hy; (a*)da' da . (E.3)

Now we use the hypersurface orthogonality of Weyl’s postulate. Let ey = 0, and e; = 0; denote
the coordinate basis vectors. Clearly, 0; is tangent to the world lines of observers comoving
with the cosmological fluid elements, since these are curves a' = const. By Weyl’s postulate,
these curves are orthogonal to the surface ¢ = const. The spatial basis vectors e; are tangent
to this surface and we therefore have the condition

goi = g(eo,€;) =ey-€, =0

Now we consider an observer moving with constant velocity relative to the fluid elements. The
metric in the frame of such an observer would be obtained from (E.4) by a Lorentz transforma-
tion. This transformation would mix time and spatial coordinates and therefore lead to gy; # 0;
cf. Eq. (A.85). The world line of this observer would not be orthogonal to a surface of constant
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time in that frame and, as we already mentioned, such an observer would not see the universe
as isotropic.

We can further constrain the line element by considering the symmetry requirements on the
components h;;. In Sec. D.1.2, we have seen that the spatial part of a spherically symmetric
metric can be written in the form [cf. Eq. D.4]

d* = C(t,r)dr® + D(t,r)(d0* + sin® 0 d¢?) . (E.5)

Note that spherical symmetry means isotropy around one point. Our assumption of isotropy
around every point amounts up to a so-called mazimally symmetric spacetime which is a
stronger symmetry condition that implies spherical symmetry and more besides. One of the
“besides” that we have already identified is that the time dependency of C(¢,r) can be factored
out as in Eq. (E.2). It turns out convenient to write this in the form C(t,r) = a(t)2e?("),
As we have seen in Sec. D.1.2, we can also rescale the radius to simplify the function D(¢,7).
Instead of rescaling to D(¢,7) = 72 as in the derivation of the Schwarzschild metric, we now
use D(t,r) = a(t)r?, so that our line element (E.4) becomes

ds? = —dt® + a(t)*d??, de* = e dr? 4+ 12 (df* + sin 6 d¢?) . (E.6)

For further simplification, we focus on the spatial line element d¢?. The framework of differential
geometry we have developed in Sec. B applies to general manifolds and can therefore be used
as well to describe the three-dimensional hypersurface ¢ = const. The only difference is that
we use Latin indices i, 7, ... =1, 2, 3 in place of the Greek o, 8, ... =0, ..., 3 and that the
metric is now of signature (+ + +) instead of (— + ++). The quantities of particular interest
for our calculation are the three-dimensional Ricci tensor and scalar which we denote by R;;
and R = RY;. A straightforward calculation gives us
R=211-0,(re? E

=2 [0 (e )] (©7
This is a scalar quantity and therefore invariant under a coordinate transformation (z*) — (™).
Furthermore we demand spatial homogeneity so that this quantity must be the same at every
point on the hypersurface t = const,

2 ~ -
=} [1— 0, (re™*")] = k = const. (E.8)
This can be integrated to
1
e = = ,  with A= const. (E.9)
1 — Shr? — 4

The constant A is determined by requiring that there be no conical singularity at » = 0. The
meaning of a conical singularity is best illustrated in two dimensions, so let us consider a metric
in polar coordinates,

ds* = f(r)? [dr* + g(r)*r?*d¢?] . (E.10)
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Proper circumference and proper radius at ry are given by
2m

c = i f(ro)g(ro)rode = 2w f(ro)g(ro)ro, (E.11)

p = /07“0 f(r)dr. (E.12)

In the limit of small radius, their ratio is

f(ro)g(ro)r

lim < = 2r lim 0 = 274(0). (E.13)

ro—=0 p ro—0 f(ro)ro

The result is 27 only if g(0) = 1; on a cone, for instance, one measures such a deviation from

27 and this deficit angle is precisely the angle you would cut out from a circular sheet of paper

when manufacturing a cone. We require our metric (E.6) to not contain such a singularity and,
hence, that in the limit r — 0, d¢?* o< (dr? 4+ r?d2?). This implies

1

. =1 = A=0. (E.14)

lim A,, =
r—0

sl

Redefining k := k/6, we obtain the Robertson-Walker metric

2

1—Ekr?

= | ds? = —dt* + a(t)? {

+ 72(df* + sin® 0 dgbz)] . (E.15)

Note that we can trivially rescale » and a such that the constant k is always +1, 0 or —1. Say,
for instance, k = —3. We then set 7 = \/37“, a= a/\/§ and obtain

dr? di?
1+ 312 1+ 72

It is not possible, however, to scale away in a similar manner the sign of k£, so that we have
three cases to consider.

ds® = —dt* = a(t)? { + T2d92:| = —dt* + a(t)? { + deQQ] : (E.16)

1) £ =0: In this case, we have
d* = dr? + r*(d6? + sin® 0 d¢?) = da® + dy* + dz*, (E.17)

which is the flat metric on R? but may also describe a topologically more complex
space such as a cylinder. Models with k£ = 0 are often called flat.

2) k = +1: We introduce a new radial coordinate y through

dr? cos? x
— s = dy? = dy? E.18
resmX = 1—1r2 1—sin2XX A ( )
= dl? = dx? + sin® x(d6? + sin® 0 d¢?) . (E.19)

This is the metric of a three-sphere, i.e. the surface w? + 2% + y? + 22 = r? in R%.
Models with k£ = 41 are often called closed.
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3) k = —1: We introduce a new radial coordinate v through

dr? cosh?
r = sinh = 152 1+sinh2¢1/) Y (E.20)
= dl* = dip? + sinh® ¢ (d6? + sin® 0 dp?) . (E.21)

2 2

This space can be viewed as the surface w? — 2% —y? — 2? = const in the flat manifold
with metric —dw? + dz? + dy? + dz*. It is commonly viewed as a saddle. Models
with £ = —1 are often called open.

E.2 The Friedmann equations

E.2.1 Ricci tensor and Christoffel symbols

In the previous section we have substantially simplified the line element by exploiting the sym-
metries of the spacetimes under consideration. We thus arrived at the Robertson-Walker metric
(E.15). In order to make further progress, however, we need to use the Einstein equations. A
straightforward calculation gives the Ricci tensor and Christoffel symbols of (E.15) as

Ry = _32 , F‘l)l = % , F32 = aar® , Fgg = aar? sin? 0,
a — kr
ad + 2a* + 2k a
R11:W7 F%O:F%():F}J,O:a,
Ry = r?(ad + 2a* + 2k) , [y = —1(1—kr?), Tz =—rsin”(1 — kr?),
1
Rgs = sin® 6 Ry, F%l = Fgl -
6
R:—z(ad+d2+k3)7 2, = —sinf cosf, Iy, =cotf, (E.22)
a

with all other non-vanishing components following by symmetry.

E.2.2 The cosmological matter fields

In order to solve the Einstein equations, we need the energy momentum tensor describing the
cosmological matter distribution. For this purpose we recall from Sec. C.2.4 that perfect fluids
are by definition isotropic in their rest frame. This corresponds exactly to the isotropy we
require from the cosmological spacetime and we therefore set

T = (p+ P)uyu, + Py . (E.23)

In the comoving coordinate frame we have u* = (1, 0, 0, 0) and u, = (-1, 0, 0, 0) and, hence

T", = (p+ P)ulu, + Po", = diag(—p, P, P, P) = T =T',=—p+3P. (E24)
Conservation of energy and momentum is given by
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Using the expressions (E.22), we obtain for the v = 0 component

V¥ = T + T T0 — T4 T", = —yp + 3%(—;)) . 3%13 ~0

= p= —3%(p + P). (E.26)

Next we need an equation of state. The type of matter considered in most cosmological studies
has an equation of state of the form

P=wp, w=const, (E.27)

so that , .
L= -3(1+ w)g =  poca 30 (E.28)

p a

The important cases are dust, radiation and dark energy.

(1) Dust: Here we have
w=0 = poca®. (E.29)

Dust represents a matter dominated Universe. The pressure between the individual galaxies
is negligible, so that this type of cosmological fluid is well approximated by dust.

(2) Radiation: In the Statistical Physics lecture you have learned/will learn that photons
can be regarded as gas with equation of state P = p/3. This corresponds to

w=g = pocat. (E.30)
As we will see below in Sec. E.3, cosmological expansion leads to a redshift of the photons
whose wavelength A\ o< a. The four powers of a in Eq. (E.30) are therefore composed of
three factors for the density of photons and one factor for the energy per photon.

(3) Dark energy: The third type of matter is literally more obscure. Recall from Lovelock’s
theorem in Sec. C.2.5 that we could add a cosmological term to the Einstein equations with-
out affecting the contracted Bianchi identities nor any of the fundamental properties of the
“left-hand side” of the Einstein equations (C.35). The cosmological term can alternatively
be interpreted as part of the energy momentum tensor,

Gag + Agag = 87TTa5
A
= Gop =8 [Ta T(V“)] ith 70 = — g E.31
s =81 |Top + 1T wi N o, Jas (E.31)
This special form of the energy momentum tensor actually is a perfect fluid with the
equation of state

= w=-1 = poxa’=1. (E.32)
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This type of matter is interpreted as the non-zero ground state energy of the vacuum and
called dark energy. Do not confuse it with dark matter which is a separate dark-sector
component of the Universe that falls into either the dust or radiation category in this
discussion. As one might expect from a vacuum energy, its density is independent of the
size of the universe.

To summarize, the energy density of the different types of matter considered is
Prad X a1, Pmat X A >, pyac X a. (E.33)

In an ever expanding universe, dark energy will therefore dominate over the other forms of
energy while the very early stages would be radiation dominated.

Before moving on with the Einstein equations and their solutions, we list here some parameters
that are frequently used in the literature on cosmology.

Def.: H:=2 isthe Hubble parameter.
a

aa . :
q:= —— s the deceleration parameter.
a

3H? . . o .
Perit := S is the critical density; its significance will be revealed below.
T

8 . .
0=-F — S—;p is the density parameter.
Perit

Note that these quantities are in general time dependent. They are often referred to as “pa-
rameters” because observations measure their present value which then is a number.

E.2.3 The Einstein equations in cosmology

We now plug the metric (E.15) and the energy momentum tensor (E.24) into the Einstein
equations in the form G, + Ag,, = 87T},,. Note that we can take account of the dark energy
component in two ways, setting A # 0 or as a perfect fluid inside 7}, with w = —1. We will
usually use the cosmological constant for this purpose. In cases where A = 0 but we consider a
dark energy fluid with w = —1, we will emphasize doing so. After some crunching, the Einstein
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field equations give us

a’> +k 1a24+k A Arx

S s7p (0 "3 a2 6 3/
2ai + o> + k a l1a’>+k A
T—A:—gﬂp (II) :>a+§ a2 —52—47TP,
a 47 A
—= 3P) + — I1I) .

S= o (pt3P) 5| (I

The first two equations (I) and (II) are the Friedmann equations and we have rewritten both
in a slightly different way on the right side, since these are useful in some of the calculations
we will do later on. The third equation (III) follow from the other two but will be frequently
used in its specific form. Since we will use these equations quite often in the remainder of this
section, we distinguish them by the special labels (I)-(III).

An interesting consequence is obtained by taking the derivative of Eq. (I) and multiplying
Eq. (II) with 3a/a which leads to

2... . .2 k 2..- -3 k. . .
g2 _ @R g s g20d a0 k) gay o) dp
a? a3 a? ad  ad a a

-3 . . .
= 3 <—3a ok | EA) = 87 (p+ 3%P> . (E.34)

a3 a

Using Eq. (I) on the left-hand side gives

—24xl, — 8x (p + 39P>
a a

= p+3g(p+P):0 ‘ -a’

d 3 d 3

— P—a”=0. E.
= dt(a p) + i 0 (E.35)

The volume element of the metric (E.15) scales with V o< a®, so that our last equation can be
written as dE 4+ PdV = 0, i.e. in the form of the first law of thermodynamics. This equation
can be shown to also follow from V, 7%, = 0. Here, instead, we obtained this equation by
differentiating the Einstein field equations. This is a direct manifestation of the contracted
Bianchi identities V,(G* + Ag**) = 0.

E.3 Cosmological redshift

Before solving the Friedmann equations, we calculate the redshift of light in an evolving universe
by studying radial null geodesics. Setting df = d¢ = 0 in the Robertson-Walker metric (E.15),
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r=0 r=R

Figure 24: A galaxy at r = R emits two signals to an observer at r = 0.

we obtain for null curves
2
a
ds? = —dt* +
1 —kr?

dt dr

) im. (E.36)
One can straightforwardly show that the curves obtained from this equation also solve the
geodesic equation. Let the observer be located at r = 0 and a galaxy at r = R from where
it emits light towards the observer; cf. Fig. 24. A first signal is emitted at ¢, and a second at
te+ At.. These reach the observer at ¢, and t,+ At,, respectively. The signals travel on ingoing
(towards r = 0) null geodesics, so we take the — sign in (E.36). For the two signals we thus

obtain ¢ totAt 0
o dt ot dt dr
3 E.37
/ / V19— k’7“2 /t+Ate a / V1 — kr? ( )

The right-hand side is the same in both equations, so that

to+Ato dt te+Ate dt
i - E.
/t ! /t ! (F.38)

o

!

dr? =0

Furthermore, we assume that At., At, < t, — t., as realized for example for two consecutive
crests in a light wave. We can then regard a as nearly constant in the integrands. Finally the
wavelength of a photon is A oc At, so that

At, o At, Ao B a(t,)
a(t,)  aflt,) = N alt) | (E.39)

For relatively nearby galaxies, we can Taylor expand a around ¢,,
a(te) =~ a(t,) — (to — te)al(t,) , (to — te)al(t,) < a(t,)

a(t,) ~ a(t,)
a(te) a(to) - (to - te)a(to)

A {1 — (to — te)ﬂ B ~ 14 (t, — te)a(t(’) . (E.40)

(to

Q

~—
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The cosmological redshift z for nearby galaxies therefore becomes

Ao alt,) a(t,)

14+z=22= 1Aty —t)—2 =1+ (t, —t)H(t,), E.41

tam §0 = TR T (o~ )y = 1 (o~ t)H(L) (B.41)
where we used the Hubble parameter defined in Sec. E.2.2. In natural units (¢ = 1), ¢, — t. is
identical to the distance of the galaxy and we have obtained Hubble’s law.

A final comment concerns the notion of distance in cosmology. A radial coordinate frequently
used in general relativity is the so-called areal radius R,, defined such that a sphere of constant
R, has a proper surface area 47 R2. On a surface of constant radius, the Robertson-Walker
line element (E.15) becomes

ds® = a(t)*r*(d6® + sin® 0 do?) . (E.42)
The area of a sphere of constant r is 4wa?r?, so 7 is not an areal radius, but ar is. Now consider
the intensity of light collected at » = 0 from a source at r = R. The intensity is

_energy E

I: = .
area Ara?R?(1 + z)?

(E.43)

The two factors of 1+ z arise from (i) the redshift of each individual photon and (ii) the reduced
rate at with which photons hit the observer relative to their emission rate. Astrophysicists often
use the so-called luminosity distance defined by

2. E

D} = —— E.44
L dn (1 + 2)2° (B44)

which incorporates the redshift factors and therefore is identical to the areal radius, Dy = ar.

E.4 Cosmological models

Now we will solve the Friedmann equations (I), (II) for different combinations of the matter
sources, parameter k£ and values of the cosmological constant A.

E.4.1 General considerations

(1) From Eq. (I) we have in general

12 87 ANk
H2:a_:_ =

a? 3

where Q = p/peit,  Peris = 3H?/(87) is the density parameter from Sec. E.2.2. In the case
of vanishing cosmological constant, A = 0, we therefore have

k A

P> pait = OQ>1 & k=41 “closed”,
P=pair < Q=1 < k=0 “flat’,
P<paitr < Q<1 <& k=-1 ‘“open”.
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a(t)

—13.8 Gyr ¢>-13.8 Gyr 0 t

Figure 25: Illustration of the function a(t) for @ = 0 (dashed curve) and @ < 0 (solid curve).
The measured Hubble parameter Hy =~ 71 km/s/Mpc corresponds to an age of the Universe of
13.8 Gyr. For d < 0, this value is an upper limit of the Universe’s age.

(2)

Let us again consider A = 0 and further assume that the energy density is positive and the
pressure is non-negative, p > 0, P > 0. Then Eq. (III) tells us @ < 0. From observations we
furthermore know that @ > 0; the Universe is expanding. For vanishing d, the curve a(t)
would be a straight line reaching the singularity a = 0 at time At = —a/a = —1/H, where H
would then be genuinely constant. Astrophysical observations determine the present value
of the Hubble constant Hy ~ 71 km/(s Mpc) corresponding to —At = 1/Hy ~ 13.8 Gyr.
With ¢ < 0, @ must have been larger in the past and At is only an upper limit for the
age of the Universe; cf. Fig. 25. The singularity a = 0 is called the Big Bang. Near this
point, quantum effects will become important and general relativity is no longer expected
to provide an accurate description.

We again consider the case A =0, p > 0, P > 0. From Eq. (I) we find

8
o’ = gcﬁp —k. (E.46)
For k = 0 or k = —1, the right-hand side is manifestly positive, so that a* > 0 always and
a never reaches zero. Since @ > 0 today, we have @ > 0 always for open and flat Universes.
Next, we consider Eq. (E.35), which we write as

d d
E(ai”p) = —Paa‘g = —3a*Pa. (E.47)
The right-hand side is non-positive, so that d(a®p)/dt < 0. On the other hand, pa® is
by construction non-negative and must therefore approach a non-negative constant at late

times. This implies
tlim a’p=0. (E.48)
—00
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now

Figure 26: Illustration of the function a(t) for open (k = —1), flat (kK = 0) and closed (k = +1)

Using this behaviour in Eq. (E.45), we obtain

8
P2=a?H' =" —k—> -k = lima=k. (E.49)
3 t—o00
In open Universes, @ — 1 at late times, while in the flat case ¢ — 0. In both cases, the

expansion never stops; cf. Fig. 26.
The case k = +1 is different. Here, Eq. (I) gives

8
a2 = §a2p —1. (E.50)
As before, lim, ,, a?p = 0, but now @ will reach zero at a = ama = /3/(87p). Further-
more, we find from Eq. (III) that
47

lim a=—
a—>Amax 3

(p+ P)amax < 0. (E.51)

At apax, @ will therefore become negative and, since ¢ remains manifestly negative as long
as a > 0, a will drop all the way back to zero. This is called the Big Crunch.

E.4.2 Selected solutions to the Friedmann equations

According to our investigations up to this point, the solutions to the Friedmann equation are
characterized by the following main parameters: (i) the parameter k& which separates open, flat
and closed models, (ii) the cosmological constant A and (iii) the dominant form of matter which
we quantify in terms of the equation-of-state parameter w. We will now solve the Friedmann
equations (I), (IT) for some of the most important combinations of these parameters.
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(1) Flat, matter dominated models: k =0, P = 0.
We set P =0 in Eq. (IT) and multiply with a?a,
d
2aai + a® 4 ka — Aa’a = 0 = —(aa?) = a® + 2aai
) Ly 3

= aa —i—ka—gAa = C = const
c 1

= a’=—+ g/\az —k. (E.52)
a

The constant C' can be identified by writing Equation (I) as (recall that a®p = const in a
matter dominated Universe)

1 8
8ma’p = 3 (ad2 + ka — §Aa3) 23C = |C= %a‘q’p : (E.53)

We first consider the case A > 0, set k = 0 in Eq. (E.52) and introduce a new variable

2 4 _ . 2A
u = —a a
30" C

L, AN (c A2> 402, AN
u = —

u =

02 E—Fga O —l—@a —6Au—|—3Au

= 4* = 3A(2u + u?)
= o= V3A2u +u*)Y?, (E.54)

Assuming that the Universe starts with a big bang, we use initial conditions a = u = 0 at
t =0, so that

du = vV3At. E.55
/ V2u + V2u + @2 ( )
The integral on the left-hand side is solved with u = —1 + cosh w,

u w

sinh W dw w

i
/\/u2+2u o V@+1)?2-1 Jo Jeosh>w—1 Jo

= u+ 1= coshw = cosh(V3At)

2A

3C
JR— — 3 [ — —
= SC’G =cosh(V3At) -1 = @’ =g [cosh(\/ 3At) 1] . (E.56)

For A < 0, we perform a similar calculation introducing

2A
u= —@a (E.57)
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P=0, k=0

-~
—
—
—
—
—

- “Einstein-de Sitter

Figure 27: Flat, matter dominated cosmological models for A > 0, A =0, A <0.

which eventually leads to

a® = 2(3_CA) [1 — cos(vV —3A t)] . (E.58)

The case A = 0 is obtained directly from Eq. (E.52) which, with A = k = 0, becomes

a2=§ = /\/ada:/\/édt

> 2or=var s |a=2p)| (E.50)

This model is known as the Einstein-de Sitter model. For this case, kK = A = 0, we find

SRR

The three different types of models (E.56), (E.59) and (E.58) are graphically illustrated in
Fig. 27.

(2) Matter dominated models with vanishing cosmological constant: A =0, P =0

Equation (E.52) now gives us

a* = c_ k. (E.61)

a
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P=0, A=0

-~
—
—
—
—
-

- Einstein-de Sitter

For k = 41, we change to the variable

. 2
a a

— = 2un = — = 4qun” = —
C uy C u-u C2

130

Figure 28: Matter dominated cosmological models with A = 0. Note that the model £ = 0 is
the Einstein-de Sitter model also shown in Fig. 27.

2
L 1 /C 1 (1 1 ,
7 T weer T wece (a k) A2 C? <u2 4u46’2< w)

u?du 1 t
= 2| ——=4= [ dt=4+—= +bs. E.62
[ = [ =2 (E.62)
The constants b are determined, for example, by requiring that a = 0 at ¢ = 0 and

continuity in a(t) over both branches of the solution. We solve the integral on the left-hand

side by setting u = sin y and find after some calculation

. t . a a a
arcs1nu—u\/1—u2:j:6+bi = | C {arcsmw/a—w/awll—a} =+t + by

A similar calculation for A =0, k = —1 gives

[a | a . [a
C’{ ol 1—|—6—arsmh 61—ﬂ:t+bi.

. (E.63)

(E.64)

Without loss of generality we can set by = 0. Furthermore, we consider future oriented
models, so that ¢ > 0. The case £ = 0 is the Einstein-de Sitter model which we have already
calculated in Eq. (E.59). The three different types of models (E.63), (E.59) and (E.64) are

graphically illustrated in Fig. 28.
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(3) The static Einstein Universe: a =a =0, P=0

Einstein’s original motivation for introducing the cosmological constant came from his at-
tempts to construct a static cosmological model which is not possible for A = 0. We are
now so used to the fact that the Universe is expanding, that we spend little thought on
static models. On philosophical grounds, however, we may be more than a bit puzzled that
the cosmos exhibits homogeneity in space, but not in time. After all, the equal footing of
space and time was a key foundation of relativity. Extending the principle of homogeneity
to time was also the basis of the so-called Steady-State Model of Bondi, Gold and Hoyle
[0, 14] where the Universe’s properties are kept stationary by evoking continuous creation of
new energy. The steady-state model is no longer regarded as viable since it is incompatible
with the cosmic microwave background observations. But let us return to Einstein’s static
model. From Egs. (I), (II) we have

3k k
? = A + 87Tp, ? = A
k 2
= 2? = 8mp = k=drna’p, (E.65)
so that £k = +1 is a necessary condition of this model. We therefore have
a’ = ! (E.66)
=5 _

and using Eq. (E.53) for C, we obtain
3a = Aa® + 8mpa® = a + 3C

= a

Unfortunately, this model is not stable. Let us use (E.67) as a background solution ag and
perturb around this background using a = ag + €, € < ag. From Eq. (IIT) we obtain

a 47 +A
-3y
C 4
2. Y 3
= a‘a= 2+2702a
.. C 4 4 9
= CL%G%—E‘F2702(@8:4‘3@%64‘...):@ZCQEZE
5
. 4 A

The solutions are exponential functions exp(:l:\/Kt). The negative exponent can be ruled
out on physical grounds. Say, € > 0, then the Universe is less dense, the gravitational
attraction is reduced which leads to further expansion.
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(4) The de Sitter Universe: p=P =0, A >0

This model contains no matter other than the dark energy represented by the cosmological
constant. Even though this may not appear as a particularly realistic model for our universe,
is is of high historical and mathematical interest. Furthermore, it describes a Universe
dominated by dark energy, quite possibly the future of our cosmos.

From Eq. (I) we find

=A. (E.69)
We consider the three cases for k separately.

Case 1: For k = —1, we have

a®—1 \/? , A
3 o =A = a(t) = Ksmh( gi) (E.70)

Case 2: For k = 0, we have

22

3% =A = a(t) oc eFVABL (E.71)

Case 3: For k = 41, we have

3&2;— L A = a(t) = \/%cosh (\/é?f) (E.72)

The result is a bit misleading since all the three solutions can be shown to represent the
same spacetime, merely in different coordinates. Readers interested in more details are
referred to Hawking & Ellis [13]. In Fig. 29 we display the scale factor a(t) as given by
Eq. (E.70) for k = —1.

We mention in passing that for A < 0, there also exists a solution known as the Anti-
de Sitter spacetime. It has attracted less interest in a cosmological context, but plays a
central role in a fairly new branch of gravitational research known as the gauge-gravity
duality, sometimes also called the AdS/CFT correspondence (CFT stands for conformal
field theory).

(5) Radiation dominated, vanishing cosmological constant: P =p/3, A =0

We recall from Eq. (E.35) that in general (even if A # 0),

%(agp) + P%a3 =0 Now set P = g
d 1 d d da
= E(a?’p) + gpaa?’ = E(a?)p) + pa2E =0. (E.73)
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de Sitter: p=0,A >0

t

Figure 29: The de Sitter Universe contains no matter other than dark energy corresponding
to A > 0. The solutions for £ = —1, 0, +1 describe the same spacetime merely in different
coordinates. The figure shows a(t) for k = —1 as given in Eq. (E.70)

We also have in general

_— = — pu— —_— _— pu— _— —_— pu— E.4
lap) = laa’p) = a’p— +a—(a’p) = a | = (a’p) + pa”—| =0, (E.74)

so in radiation dominated universes a*p is constant which we define as

B = 8%@4/). (E.75)

For k = 0, we have from Eq. (I)

-2
a® o9 8T 4 1
3— =8mp = aa——gap_B

a
1
= /ada:/i\/ﬁdt = §a2:i\/§t. (E.76)

The scale factor a is real and non-negative, so that we take the positive square root on both
occasions and obtain

a = V2BY*/t |. (E.77)
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P=p/3 A=0

Figure 30: The scale factor for radiation-dominated universes with vanishing cosmological
constant A = 0 and Kk = —1, k = 0 and £k = +1. The behaviour is similar to the matter
dominated counterparts in Fig. 28.

One can show that the solutions for kK = +1 are given by

k=+1 = a:@\/l—(l—%)2

(E.78)

k=-1 = a:\/ﬁ\/<1+%>2—1 . (E.79)

The three solutions (E.79), (E.77) and (E.78) are displayed in Fig. 30.

A brief summary of our observations is as follows. We have the following conservation laws for
the energy density.

(1) Radiation: pa* = const,

(2) Matter: pa® = const,

3) Vacuum energy: p oc A = const .
gy p

Going back into the past when the Universe was smaller, we therefore find radiation to become
the increasingly dominant form of energy. Likewise, as a increases to the future, dark energy
will become more and more dominant. Only a stop of the expansion and an ensuing contraction
phase would then put an end to the dominance of dark energy. Our observations indicate that
at present, about 75 % of the Universe’s energy are in the form of dark energy, about 25 % in
the form of matter and only a negligible fraction as radiation. The 25 % of matter subdivide
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into about 4 % of visible matter (such as stars or gas) and about 21 % dark matter whose
gravitational effect is apparent, for example in the rotation curve of galaxies, but whose nature
is unknown. It is an open puzzle that our present era coincides with a time where neither of
the forms of energy is completely dominating over the others. Bear in mind, however, that
modifications of Einstein’s theory cannot be ruled out and may change the picture we are
drawing here. As we have seen in our discussion of the motion of planets in Sec. A.2.5, history
has seen both, the revelation of previously unknown matter (Neptune) and a case where the
theory of gravity needed to be modified (Mercury). So stay tuned...
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F Singularities and geodesic incompleteness

In our study of the Schwarzschild solution and cosmological models we have encountered various
instances where the metric components become singular [ = 0 and = 2M in the Schwarzschild
metric (D.10) or a = 0 in the cosmological spacetimes]. We have also realized that theses
singularities may in some cases be cured by switching to more benign coordinates. In this
section we will discuss some techniques that enable us to obtain more information about the
nature of such singular points in a systematic way.

F.1 Coordinate versus physical singularities

Let us first consider the Schwarzschild metric

-1
ds® = — (1 - %) dt* + (1 - %) dr® 4 r*(d6? + sin® 0 dp)* . (F.1)
Clearly something goes bad in this metric at » = 2M where g,, — oco. We have seen in
Sec. D.4.5, however, that switching to Kruskal-Szekeres coordinates, we were able to cure this
singularity. We saw that r = 2M is still a special point, namely the location of the event horizon
that marks Schwarzschild’s solution as a black hole. But nothing really bad is happening at
that point. Likewise, the metric components diverge at r = 0 and this is still the case in the
Kruskal line element (D.111). This raises two questions. First, can we determine without a
priori knowledge of better coordinates whether such coordinates exist? Second, could there be
a further improvement over Kruskal coordinates that may even cure the singularity at » = 0?7
Both questions amount up to finding a criterion whether we have a coordinate singularity or a
genuine physical singularity.

In order to answer that question, we turn to our rules of tensor calculus, where we saw that
scalars are invariant under coordinate transformations. Finding a suitable curvature scalar
should then tell us more about the nature of a singularity no matter which coordinates we
happen to be using. One might first turn towards the Ricci scalar (B.8.6), but this is not
too helpful: any vacuum spacetime satisfies the vacuum version of Einstein’s field equations
R,s = 0, so that the Ricci scalar also vanishes in such spacetimes by construction. A more
powerful variable is the Kretschmann scalar constructed out of the Riemann tensor

K= R R, (F.2)

While the Ricci tensor vanishes for vacuum spacetimes such as Schwarzschild, the Riemann
tensor only vanishes for the Minkowski metric. After a straightforward but tedious calculation

(preferably performed with computation packages such as Mathematica [33] or GRTensor in
Maple [31, 35]), one finds for the Schwarzschild metric that
48 M?
K= : (F.3)

76
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This tells us that the curvature diverges at r = 0 which therefore represents a genuinely singular
point in the spacetime whereas the curvature at r = 2M is regular. Likewise, we find for the
Einstein-de Sitter Universe (E.59) that at ¢t =0

80

R = ﬁ s (F4)

which therefore is also a physical singularity.

F.2 Geodesic incompleteness

The concept of geodesic incompleteness is best introduced in a concrete example. Consider for
this purpose the so-called Kasner V spacetime given by [see e.g. [18]]

1
ds* = —;alt2 + 22(d2® + dy?) + zd2?, (F.5)

with t, x, y, z € R, z > 0. From our discussion of Noether’s theorem in Sec. B.3.2, we have
the following constants of motion

t
o= —, 01:z2j:, 02:2'29, (F.6)
z

where the dot denoted differentiation with respect to an affine parameter A. Furthermore, the
Lagrangian does not explicitly depend on A, so that

1.
Gt = == + 22(i® + 9%) + 2% = ¢, (F.7)
z
where € = +1 (—1, 0) for spacelike (timelike, null) geodesics with suitable affine parameter. A
straightforward calculation shows that the geodesic equation is solved by

2 2
. c]t+c €
22+%—;:CS, (FS)

with £, # and g directly following from the constants of motion (F.6).
Let us now consider the special case of null geodesics with initial conditions
t=y=0, 2<0, z=2z at t=0. (F.9)

Without loss of generality, we assume time to be increasing towards the future, i.e. f = zcy >
0 = c¢o>0. Clearly, £ = 0, y = 0 remain valid along the entire geodesic, so that all we need

is to solve
P=c =  i=c. (F.10)

For our initial condition z < 0 we use the minus sign in the square root and our solution is

Z = —CcoA + 2. (F.11)
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From this equation we conclude that the geodesic hits the point z = 0 at finite affine parameter
A. Is z = 0 a physical singularity? “Yes” screams the Kretschmann scalar

12

We see here an example of geodesic incompleteness.

Def.: A geodesic is defined to be incomplete if it “cannot be extended to arbitrarily large values of
its parameter, either to the future or the past. The termination point is then a singularity.”
(quoted from Ryder [21]).

Does the same happen at coordinate singularities? To answer this question, we consider a
second example, the Rindler spacetime (see e.g. [17]). Its metric is given by

ds® = —22dt* + da? + dy® + d2?, (F.13)

with ¢, z, y, z € R, z > 0. We use Noether’s theorem again on the Lagrangian for geodesics
with affine parameter A which does not depend on ¢, x or y

oL . .
—E=2z2t=2co¢t:% f=c, G=c, (F.14)

Furthermore, £ does not depend on A so that
PP =, (F.15)

where ¢ = +1 (=1, 0) for spacelike (timelike, null) geodesics with suitable affine parameter.
We consider geodesics with initial conditions

G=g=0, 2<0, 2=z att=0. (F.16)
We assume again future pointing time, so that ¢ = co/2% > 0, so that Eq. (F.15) becomes
2
Ez—zQ—Z—kc%—kcg—kz’Q:e
24—
=0
= 2ot 2, (F.17)
z

The solution for timelike geodesics (¢ = —1 which implies A = 1) is given by

2(7) =\/28 — 72, t(r) = artamhzl0 ) (F.18)

We see that we cannot extend the geodesic beyond the affine parameter |7| = 2.

In order to see what is happening here, we transform the Rindler metric (F.13) to new coordi-
nates T, X, Y, Z defined by

T
r=X, y=Y, z2=VvV722-T72, :artanhz. (F.19)



F  SINGULARITIES AND GEODESIC INCOMPLETENESS 139

T2

Figure 31: The Rindler wedge. Curves of constant ¢t and z in the T-Z plane of the Minkowski
spacetime. Note that curves ¢ — +00 coincide with the curve z = 0.

We obtain [note that (artanhz) = 1/(1 — 2?)]

Z S -T \* .,
() s (rta) oz

ds* = —(Z2°-T?

2
+ - dT) +dX?+dY?

(%dz)z ! (W

7> T? —T? Z*
_ 2 2 2 2
= dT (—22 + )+dZ <22 + )-I—dX +dY

T2 72 _ T2 T2 72 _ T2
= —dT*+dX*+dY?*+dZ*>. (F.20)

This is simply the Minkowski spacetime which contains no singularity. The geodesic incom-
pleteness in the Rindler spacetime signifies a coordinate singularity. For illustration of the
so-called Rindler wedge we invert the coordinate transformation,

ztanht z

T=—— Z = (F.21)

\/1—tanh2t7 \/1—tanh2t7

and show in Fig. 31 curves of constant ¢t and z in the Minkowski spacetime spanned by 7" and
Z.

Of course, we benefited greatly in this case from “knowing” the correct coordinate transfor-
mation. Can we systematically identify the “correct” coordinates for extending a spacetime in
this way once we have identified geodesic incompleteness and convinced ourselves that the sin-
gularity is not physical? In general, there is no recipe. But in two dimensions (which includes,
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for example, four-dimensional spacetimes with spherical symmetry), there exists a systematic
procedure based on using affine parameters of ingoing and outgoing null geodesics. For more
details, we refer to Sec. 6.4 in Wald [30].
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G Linearized theory and gravitational waves

All analytic solutions of Einstein’s equations, those we have discussed and many more we do
not cover in these notes, rely on high symmetry assumptions that simplify Einstein’s equations
and make an analytic treatment possible. Many physical systems of interest, however do not
obey these symmetries and one needs to find other ways to model them in the framework of
general relativity. One way is to resort to numerical methods and solve Einstein’s equations
on super computers. Alternatively, one can apply perturbative techniques provided that the
physical system is fairly close to an analytically known configuration. The formalism to do
this is called perturbation theory and has found rich applications in many fields including black
hole or neutron star physics and cosmology, where it supports an entire industry. General
perturbation theory is beyond the scope of these notes, but we will introduce the basic methods
for the case of a flat Minkowski background. These methods apply with little modifications to
arbitrary background spacetimes. We start this discussion with a slight departure into plane
wave solutions in general relativity. After introducing the perturbative formalism, we will
discuss one of the most important applications of the weak-field theory, gravitational waves.
We will also close the grand circle we have taken in these notes and see how Newtonian gravity
is recovered in the limit of weak gravitational fields and slow velocities.

G.1 Plane waves and pp metrics

Plane waves are a very general phenomenon in physics. In electromagnetism, plane electro-
magnetic waves represent a propagating pattern of electric and magnetic fields described by

E, B x gilka—wt) , (G.1)

where & is the wave propagation vector. This is most easily seen by rotating the coordinate
system such that k& points in the direction of one coordinate, say z. Then

— —

k=(0,0,Fk) = E, B o ez — giklz—vt) (G.2)
where v = w/k is the phase velocity. Plane electromagnetic waves solve the wave equation
Of =—02f +V2if =0, (G.3)

where f stands for any of the field components. Plugging (G.1) into the wave equation we

obtain the condition .
w? —k*=0. (G.4)

For a plane wave traveling in the z direction, this implies a phase velocity v = w/k = +1,
i.e. the wave propagates at unit speed. In relativistic notation, we write solutions to the wave
equation (G.3) as

focehar® k= (—w, k) with k.k®=0. (G.5)

For a plane wave traveling in the z direction, k, = (—w, 0, 0, k) and w = |k|.
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Plane waves also exist in general relativity, either in the perturbative regime or in the fully
non-linear theory. We briefly consider the latter case before focusing on the linearized case in
the remainder of this section.

Def.: In general relativity, spacetimes admitting planar wave solutions are called pp wave spacetimes
and defined in more mathematical terms as spacetimes that admit a covariantly constant
vector field V.

A class of spacetimes which satisfies this property is given by the so-called Brinkmann metrics
ds* = H(u,z,y)du® + 2du dv + dz® + dy* . (G.6)

It satisfies the above definition, since V' := 3, is a null vector field with
VoVP =0,VP +TL V¥ =0+T% 6", =T, =0, (G.7)

since a straightforward calculation shows that all Christoffel symbols I}, with y=v or v =v
vanish.

The vacuum Einstein equations R,3 = 0 for the metric (G.6) has only one non-trivial component
Rn=0 = O:H+08:H=0. (G.8)

A plane wave propagating in the z direction
H = Hye™™  Hy=const, ky=(-w,0,0,w), (G.9)

therefore solves the Einstein equations as well as the wave equation (G.3). We have only intro-
duced the Brinkmann metrics here to illustrate how plane waves can arise in general relativity
and how they are represented mathematically. The concept of Brinkmann metrics and covari-
antly constant vectors, however, has more far-reaching consequences for the construction of
analytic solutions to the Einstein equations. For example, one can allow for more general wave
solutions with axisymmetry; the wave amplitude is no longer constant in the plane. One appli-
cation of this technique leads to the Aichelburg-Sexl metric [3] that describes a Schwarzschild
black hole moving at the speed of light. Analytic solutions of this type play important roles in
contemporary research.

G.2 Linearized theory

We now consider weak gravitational fields. Gravitational waves are an example of this type. As-
trophysically relevant gravitational waves are generated in the strong-field regime near strongly
gravitating sources such as black-hole binaries, but when they propagate far away from their
sources in the so-called wave zone, they represent weak perturbations on a Minkowski back-
ground and are well modelled by the weak-field formalism. Another example is the Newtonian
limit that describes with good accuracy many phenomena we are used to from daily experience.
Let us consider therefore spacetimes that only differ mildly from the Minkowski metric

N = diag(—1, 1, 1, 1). (G.10)
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A metric that is close to Minkowski is conveniently described in terms of its deviation from 7,,,,
G = N+l s hw = O0(e) < 1, (G.11)

where € < 1 is an expansion parameter. We regard h,, as a tensor field on the Minkowski
background manifold. We therefore have two metrics, the background metric 7,, and the
physical metric g,,. Next, we look at the inverse metric defined by ¢"”g,, = 6*\. We expect
g"* to be close to n*”, but make no further assumption about its form, so that

g = R, B =0(>) < 1

= 9"y = Oy 4 Ky 0 By + KR, = 07, (G.12)

=0(€2)

In linearized theory we drop all terms beyond linear order O(e). Here lies the key simplification
achieved with the perturbative technique. For the inverse metric perturbation we thus obtain

K" Dy + 0" ayy = 0 e
= kH = —n”ynpahl,p —: —hH — O(E) . (Gl?))

Here we have raised the indices of h,, with the Minkowski metric n*?. Note, however, that at
linear order, raising the indices instead with ¢*” would have led to the same result. Nevertheless,
we need to be watchful in raising and lowering indices and bear in mind which metric is used.
Unless specified otherwise, we shall from now on use the physical metric g to raise and lower
indices. Note also that £ # h#*¥. This is a general result: the perturbation of a tensor with
upstairs indices is not obtained by raising (either with g"” or n*) those of the downstairs tensor
perturbations.

Let us next calculate the perturbations of the Christoffel symbols. To linear order in ¢,
1
Loy = 51" (Ovhyo + Ophor — Oshup) + O(e?). (G.14)

For the Riemann tensor we obtain

Ryupo = e (9,5, = 0,T7,) | T-T = O()
1
= Byupr = 5 00 + 0s0uhy = Db — DoDihy) (G.15)
p 1 13 1 " " 1P
= By = 0O hury — 500 = 50,0 | hi= B, 0 i= g0, (G.16)
1

1 1 .
= G = 00hyy = 50 Oyhy = 50,000 = 51070 e — 00,h) = 81T, - (G.1T)

2
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Note that the Einstein tensor G, = O(e) and, hence, the energy momentum tensor is also of
perturbative order 7, = O(¢). Equation (G.17) gives us the Einstein equations at first order
in e. It turns out that these equations are more conveniently expressed in terms of the trace
reversed metric perturbation.

Def.: The trace reversed metric perturbation is

Py = Iy — %h Mo And Py = By — %hnw” (G.18)
where h = i_WH = —h.
Plugging this definition into Eq. (G.17), we obtain after a little calculation
qwz—%W@@w+a%whw—%mxwrmgz&ﬁ@. (G.19)

Further simplification of the linearized Einstein equations is achieved by using the coordinate
freedom. Note that we have specified the background coordinates, Cartesian coordinates in an
inertial frame of the Minkowski spacetime. But we can still change the coordinates at order
O(e). We denote this change by a difference £* = O(e),

L%a:xa_é-a AN xa:i,a_i_ga
o N ox” A
D =0%, —0,€ = 958 =0"5+ 058" (G.20)

The physical metric transforms according to the tensor transformation law (B.34), so that

gp,V = n,u,l/ + B,ul/ = (5ap, + au€a>(6ﬂl/ + augﬁ)(naﬂ + haﬂ) - n,ul/ + augl/ + 87/5/1 + O(€2>

= h;w = h,uu + a,ufu + aufu . (Gzl)

We have four free functions and can use these to satisfy four relations. A particularly convenient
transformation is to choose the ¢, such that

9"0,&, = —0"h,, (G.22)
. 3 1 - 1
= hy, = hy — 577p0hp077;w = hy + 0,8 + 0., — 577p0(hpf’ + 0,8 + 05E)) N
= By = By + 046y + 0,60 — 0w 07Es (G.23)
= 8y = Oy + 00,8, + 80,6, — 070,65 = 8y, + 70,6, = 0. (G.24)

Note that the expression (G.19) for the Einstein tensor is valid in unchanged form if we replace
hy with hy,, since we could have started the entire derivation with either h or h. With the
gauge condition (G.24), however, Eq. (G.19) simplifies to

00, by = —167T,, |. (G.25)
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This is a quite remarkable simplification: we merely have to solve the flat-space wave equation
for the metric components. Because the tilde is not a convenient notation, especially in com-
bination with the bar for the trace reverse metric perturbation, we will drop the tilde now and
write h,,, which we implicitly assume to satisfy the so-called “Lorentz gauge” condition (G.22).

G.3 The Newtonian limit

Newtonian gravity is described by the Poisson equation
Vo = dmp, (G.26)

where ® is the gravitational potential. In Eqgs. (A.9) and (A.10), we have seen that the Newto-
nian potential ® o< v? where v is the velocity of objects moving in this field due to gravitational
attraction. This is indeed a generic feature of Newtonian gravity and we therefore define the
expansion parameter € of the previous section as

(G.27)

where M is the characteristic mass of the gravitational source and R the distance of moving par-
ticles from this source. For non-relativistic motion we have ¢ < 1 as required for a perturbative
treatment. From our discussion of the energy-momentum tensor in Sec. C.2, we furthermore
know that the component Tj, represents mass-energy density p, the Ty, components represent
momentum density « pv* and the T}; components denote the flux of this momentum in spatial
directions, i.e. Tj; o< pv'v?. For Newtonian sources of gravitational waves, we already know
from the discussion following Eq. (G.17) that the energy density is p = O(e), so that

TOO =p= O(E) s

Ty; ~ pv' ~ O(e¥?),

Ti; ~ pv'v?! ~ O(€?). (G.28)
Consider, for example, solar interior modelled as a perfect fluid
T, = (p+ P)uyu, + Pg,,, P~ pv>~107°p in the sun. (G.29)

In Newtonian gravity, temporal changes in the field ® are caused by the motion of the matter
sources. Again, we use the fact that these velocities v are small, so that

2,0 2
ot~ ' oxi Oz
Dhy = 00,k = 80;hy,, = V?hy, = —167T),

= O(Y?)

4

= V2hy = —167Tp = —16mp + O(¥?),  hg; = O(¥2),  hi; = O(€2) . (G.30)
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This is Newton’s law (G.26) with the identification hgy = —4®. Now we merely need to
reverse-engineer the metric perturbations from hgg. We have

h=n"h,, =4® 4+ O(e¥?) = —h
_ 1 _ _
= hoo = hoo — 57]00}1 = —2(1), hij = hij — —Th'jh = —2(1)(5” s (G?)l)

which gives us the metric in the Newtonian limit as

ds® = —(1 + 20)dt® + (1 — 20)(dz? + dy? + d=?) |, (G.32)

which is the line element we have used in the redshift calculation in Eq. (A.42).

Let us next calculate particle motion in the Newtonian limit by studying the geodesics of (A.42).
Using proper time and time like geodesics, we obtain [note that ' ~ v = O(¢'/2)]

L= (1+20)—5,(1—2d)i"i =1
= 2= (1+420) 1+ 627 + O(e?))]
. 1 o
= t=1-0+o6,i'% + O(e?). (G.33)

The Euler-Lagrange equation for the ¥ component is given by

d oL d oL

GO Y 95 (1 —9P)i] = Z& 2 5. i
R dT[ 20, (1 — 2®) 7] Bk 20, (t° + 0;;2'17)
=1+0(€2)
= 20,17 + O(e) = 20,
d? d?
L O(?) = -0, ®. (G.34)

dt2  dr?

This is exactly the equation of motion for a test particle in Newtonian gravity. Note that this
calculation also confirms that the factor 87 in the Einstein equations G = 87T is the correct
number to reproduce the Newtonian limit.

G.4 Gravitational waves

Gravitational waves are modulations in the spacetime fabric that propagate at the speed of
light and that induce, as we shall see, variations in the length of objects they pass through. For
their modeling in perturbation theory, we consider vacuum spacetimes but allow for relativistic
velocities. The linearized Einstein equations then become

Dhy = (02 = V)h,, = 0. (G.35)
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This is exactly the wave equation (G.3) we discussed in the context of plane waves in Sec. G.1.
Plane wave solutions to this equation are given by

h,, = Huyeikpxp , H,, = const. (G.36)

w

This solution has the following properties.

(1) Plugging (G.36) into (G.35), we find k,k* = 0, i.e. the wave propagates at the speed of
light.

(2) The Lorentz gauge condition 9”h,, = 0 implies k*H,,, = 0, which means that the waves
are transverse to the direction of propagation. For a plane wave traveling in the 2z direction,
for example, we have k* = w (1, 0, 0, 1) and, hence, H,y + H,3 = 0.

We still have some remaining gauge freedom to exploit. Taking
£ =X, et = 09,6, =0, (G.37)

leaves the Lorentz gauge condition (G.22) unaffected. A short calculation shows that the
transformation (G.37) changes the plane wave (G.36) according to

H, — H,+ikX, +kX,—n,k’'X,). (G.38)
It can be shown that there exists a choice X, such that (G.38) leads to
Hy, =0, H",=0. (G.39)

This is the “traceless” condition and combined with the transverse condition above, it is often
referred to as the transverse-traceless gauge. In this gauge, the gravitational wave solution has
two important properties.

(1) h=0 = hy, = hy,, so that we need not distinguish between the trace-reversed and
the original metric perturbation.

(2) For a plane wave propagating in the z direction, we find Hy, = Hs, = H", = 0, so that
H,, can be written as

00 0 0
o B H, 0
Ho=| o w. _H, o (G.40)
00 0 0

So what happens if such a gravitational wave passes through some arrangement of test particles?
To answer this question, we study the geodesic equation for the metric g, = 1, +hy with by,
given by Egs. (G.36), (G.40). Let us consider a test particle initially at rest in a background
inertial frame, i.e. the four-velocity of this particle is initially u* = (1, 0, 0, 0). The geodesic
equation at the initial time is given by

d
Eua + I ufu” = u* + 15, = 0. (G.41)
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From the metric perturbation, we obtain

1
Fgo = 577a”8(80h50 + aoholg — aﬁhoo) =0 since HOM =0. (G42)

The particle therefore never acquires velocity components in the z! directions and remains at
fixed position z* in this gauge as the gravitational wave passes through. Physical experiments,
however, measure the proper distance that is obtained from

ds® = —dt* + (1 + hy)dz® + (1 — hy)dy* + 2hydx dy + dz* (G.43)

ikpx?

where hy = H, e'™® . We consider two cases.

Case 1: Hy, = 0, H, # 0, so that h, oscillates. The proper distance between specific
particles can be summarized as follows.
2 particles at (—4, 0, 0), (4, 0, 0) have ds? = (1 + hy )46%.
2 particles at (0, —4, 0), (0, §, 0) have ds* = (1 — h)46%.

The figure illustrates the motion of the four test particles as the
gravitational wave generates the oscillating perturbation. This pat-
tern motivates the index “+” in hy.

Case 2: H, = 0, Hy # 0, so that h, oscillates. The proper distance between specific
particles can be summarized as follows.
2 particles at (—6, —d, 0)/v/2, (6, 9, 0)/+/2 have ds? = (1+h, )46
2 particles at (5, —6, 0)/v/2, (=6, 6, 0)/v/2 have ds® = (1—h, )46>.

The figure illustrates the motion of the four test particles as the

gravitational wave generates the oscillating perturbation. This pat-

tern motivates the index “x” in hy.
Gravitational waves have been conjectured to exist soon after Einstein published his theory,
but their nature remained under constant debate for about 40 years, including Einstein himself
who vacillated on the issue. It was only in the late 1950s, that results by Bondi, Pirani, Sachs
and others demonstrated convincingly that gravitational waves are not merely a gauge effect
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but carry physical energy; for an overview of of the history on these debates, see for instance
[22]. By now, there remains no doubt that gravitational waves carry energy and the leading
order term can be calculated analytically for a wide variety of sources. This is contained in the
famous quadrupole formula which we merely quote here; for a derivation of this formula see for
example [30]. Consider for this purpose a distribution of energy density p(t, %) contained inside
a domain of compact support. The quadrupole tensor is defined as

I = /p(t, Ny'y dy. (G.44)

The quadrupole formula predicts the energy flux at a distance r from the source averaged over
times that are large compared with the period of the gravitational wave signal. This flux is

...... 1

G
(p)e = %<Qz‘j@zj>t_r; Qij = Lij — glkk 0ij (G.45)

where Q;; is the reduced quadrupole tensor and the indices ¢ and ¢t —r means that a gravitational
wave observed at time t is sourced by time variations of the sources at retarded time ¢t —r. The
dots denote time derivatives and the symbols ( . ) the averaging over sufficiently long times.

Let us consider as an example a system of two equal point masses in circular orbit according
to Newtonian gravity. The energy density is

—

p(T) = mé(Z—F1)+mdé(T—7o), % =r(cosg,sing, 0), xh=—r(coso,sing, 0). (G.46)

The motion of two such bodies is governed by the Newtonian gravitational and centrifugal

forces

2

m mu? m v v m

|
(2r)? r r2  r - 43 ( )
The quadrupole tensor is
L. = 2mr? cos® wt = mr*(1 + cos 2wt)
I, = 2mr?sin® wt = 2mr?(1 — cos? wt) = mr?(1 — cos 2wt)
I, = I, = 2mr? coswt sinwt = mr? sin 2wt . (G.48)

Note that we traded the quadratic cos and sin functions for linear ones to simplify taking
derivatives. The traceless quadrupole tensor is Q;; = I;; — 2mr?/3 and thus only differs from
I;; by a constant. The time derivatives of the two are therefore equal,

Q,, = Swmr? sin 2wt

@yy = —8wmr? sin 2wt ,
Qxy = ny = —8wmr? cos 2wt . (G.49)
Adding all up gives
2GTm?®
Ph=c—5—5" (G.50)

5¢c5 rd
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This loss of energy was famously identified in observations of the Hulse-Taylor pulsar starting in
the 1970s [16]. The observations were compared with higher-order predictions going beyond the
quadrupole formula and revealed excellent agreement with the predictions of general relativity
leading to the 1993 Nobel Prize. Finally, in September 2015, the LIGO gravitational wave
detectors in Hanford and Livingston, US, made the first direct detection of a gravitational wave
signal [1] using an instrumental setup that is reminiscent of the Michelson-Morley interferometer
but uses a wealth of highly advanced technology. Even though gravitational waves carry a
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Figure 32: Observed signal of the black-hole binary signal GW150914 as measured with the
LIGO detectors at Hanford and Livingston (upper panels), numerical relativity predictions for
a black-hole binary using the most likely mass parameters (upper middle panels), the difference
between signal and prediction (lower middle panels) and the power spectrum in the time-
frequency domain (bottom panels). Taken from [1].

tremendous amount of energy, they interact very weakly with matter including the detectors.
The variation in length we have displayed for the arrangements of test particles above has
been vastly exaggerated. For realistic sources the change in length Al/l = O(1072?!) which
corresponds to about the width of a hair in the distance to the next star, Proxima Centauri.
The detected signal together with the theoretical predictions and power spectra is shown in
Fig. 32. A second event has by now been detected [2], demonstrating that the first detection
was not merely a fluke. The LIGO detectors are being upgraded to higher sensitivity and
other detectors, Virgo, LIGO India and Japan’s KAGRA will join the network over the coming
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years. Throughout these notes, we have encountered a number of questions that remain open to
this day (dark energy, dark matter, possible modifications of the theory of relativity). It is not
unlikely that the new field of gravitational wave astronomy will revolutionize our understanding
of the Universe. But that is a story to be told on some other future occasion...
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