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Foreword

The lecture collection book Applied Biophysics is to present the fundamental and vital information
about biophysics, via integration of physics and biology into biophysics, and is drawn on methods

and research of this sciences.

This interdisciplinary, comprehensive, and comparative lecture collection is authored by
distinguished scholar and scientist Professor Paata Kervalishvili. It offers expert scholarship on
biophysics that is ideal for undergraduate/graduate students as well as for engineers and physicists

working in applied sciences.

The book pays particular attention on the topic of unity in the sciences, which is explored through the
following questions: Is there one privileged, most basic or fundamental concept or kind of thing, and
if not, how are the different concepts or kinds of things in the universe related? How the various
natural sciences (e. g. Physics, chemistry, biology) be unified into a single overarching theory, and
can theories within a single science (e.g., physics, or models of evolution and development in

biology) be unified?

Does the unification of these parts of physics and biology involve only matters of fact or are matters
of value involved as well? What kinds of unity, not just units, in these sciences are there? What roles

can unification play in scientific practices, their development, application and evaluation?

Views on matters of unity and unification make a difference in science and provide strong empirical
or methodological guidance and even justification for hypotheses, projects, and specific goals. This

sets a standard of what carries the authority and legitimacy of what it is to be scientific. As a result,

they make a difference in scientific evaluation, management and application, especially in public

domains such as healthcare and economic decision-making.

The lecture collection book Applied Biophysics point out that implicit assumptions about what
unification can do have on science education. At the end of the day one should not lose sight of the
larger context that sustains problems and projects in most disciplines and practices. The ideal of
unity, frequently under the guise of harmony, has long been a standard of scientific advantage.
Unities and unifications help scholars meet cognitive and practical demands upon the life.



Instead of introduction

This book is intended to be the basic and essential source of information about biophysics, not as an
in-depth and exhaustive treatise of the field but useful for engineers and physicists working in applied
sciences. The objective is to provide a basic knowledge of a broad range of topics so that even a
newcomer can rapidly acquire the minimal necessary background for research and development and

applications as well.

Although several monographs, textbooks and lecture-notes exist that cover selective aspects of
biophysics, there is a clear necessity for a cluster of lectures that provides a unified synthesis of this
subject. The need for such a book as this became apparent while teaching this topic as an
interdisciplinary course available to students in many departments at the university level. The makeup
of the registrants for these tutorial courses has been multidisciplinary. Over the years, participants in
these courses have constantly emphasized the need for a comprehensive and multidisciplinary content,

which could illuminate the main achievements in the field.
The book is written with the following readership in mind:

Undergraduate and graduate students specialized in medical physics, biophysics and biomedical
engineering as well.

Researchers working in the area; it will provide useful information for them in areas outside their
expertise and serve as a reference source.

Educators who provide training and tutorial courses at universities as well as at various professional
society meetings; it will serve them as a textbook that elucidates basic principles of existing knowledge
and multidisciplinary approaches

The book encompasses the fundamentals and various applications involving the integration of physics
and biology into biophysics. Each lecture begins with an introduction describing what a reader will
find in it. Each lecture ends with highlights which consist additional information about subjects
discussed in relevant lecture including figures, graphs, equations. In each of the lecture, a description
of future directions of research and development is also provided, as well as a brief discussion of the
current status, identifying some of areas of future opportunities. Some of the existing sources of

instrumentation and supplies relevant to the content of many of the applications are also described.

Author intends that this book serve both as a textbook for education and training as well as a reference
book that aids research and development of those areas integrating physics, physical chemistry and
biology of different living organisms. Another aim of the book is to stimulate the interest of researchers

and healthcare professionals and to foster collaboration through multidisciplinary programs.
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Author hopes that this book will find wide relevant readership. At the same time he believes that
fruitfulness of the book is absolutely personal object. Readers, have their favorite books, and this is an
emotional statement, laden with context. Similarly, writers bring not just their knowledge and their
technical skill to the creation of a book, but also their personalities. In writing something which might
be used as a textbook author is giving to readers his view which strongly might be not a consensus of
the domain field. This is advantage and at the same time disadvantage of free thinking, which is the

main characteristic of creative minds.

And finally, Author would like to express his sincere appreciation the individuals whose broad-based
support has been of paramount value in completing and editing this book: his teachers and colleagues
from the past and present and mainly to his brilliant collaborators — editors of the book, professors
Irina Gotsiridze, Lali Chakhvashvili and Tamar Berberashvili, for their uncountable help and support.

Author is hugely grateful to all of them.



Chapterl:

The Scope and Topics of Biophysics

Introduction

When we are talking of a textbook about elementary particle physics, or condensed matter, or photonics
there is often little doubt about what will be found inside the covers. There are questions, perhaps, about
the level and style of presentation, or about the emphasis given to different subfields, but the overall
topic is clear. The situation is very different for books or courses that attempt to bring the intellectual

style of physics to bear on the phenomena of life.
“Biophysics” or “biological physics” has come to mean many different things simultaneously.

Here are always some questions. Where is the boundary between physics and biology? (Because physics
- from “phusis ” nature). Is biophysics really physics, or just the application of methods from physics

to the problems of biology? In the interaction between physics and biology, what happens to chemistry?

Physicist’s main task is to ask certain kinds of questions about Nature, and to seek certain kinds of
answers. In physics, we (try to) teach principles and derive the predictions for particular examples. In
biology, teaching proceeds (mostly) from example to example.

Following Galileo - the book of Nature written in the language of mathematics, but there is only one

book, and we expect that if we really grasped its content it could be summarized in very few pages.

Physics is an exact science. Biology, on the other hand, can be classified as a descriptive science.
However, in recent times, the latter is also being transformed into a more exact science with the advent
of molecular biology and molecular biophysics. One aspect of this transformation originates from the
applications of physics to physiology. Physical laws or concepts such as mechanics, hydrodynamics,
optics, electrodynamics and thermodynamics are used to explain physiological observations like muscle
contraction, neural communication, vision, etc. A second and more fundamental aspect of the
transformation emerged from the search for universal principles governing the world around us. By the
beginning of twentieth century it was realized that the laws of physics and chemistry, which were applied
to non-living things, could equally well explain forces controlling biology, and that no new
fundamentally different principles were necessary to explain the organisms and interactions which make
up the living world. In the hundred years that have passed since then, this concept has become stronger
and today nobody thinks it necessary to invoke any special physical or chemical forces or laws in the
study of biology. This chapter will describe, in an elementary way, some of these basic concepts and

laws of modern physics and chemistry, in particular those which are directly relevant to biology.
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The giants of classical physics—Helmholtz, Maxwell, and Rayleigh, to name a few— often crossed
borders among disciplines that we now distinguish as physics, chemistry, biology, and even psychology.
Some of their forays into the phenomena of life were driven by a desire to test the universality of physical
laws, such as the conservation and exchange of energy. A very different and primitive motivation was
that our own view of the world is determined by what we can see and hear, and more subtly by what we
can reliably infer from the data that our sense organs collect or even could not.

The reason is that it is no principal boundary between optics and vision, or between acoustics and
hearing. The stimulus of our physical system to reach the nature of our perceptions and our ability to

learn from the universe is driven by laws and rules nature.

The rise of modern physics motivated another wave of physicists to explore the phenomena of life. Fresh
from the triumphs of quantum mechanics, they were emboldened to seek new challenges and brought

new concepts.

For instant Erwin Schrodinger, in his influential series of lectures entitled What is Life?, seized upon the
discovery that our precious genetic inheritance was stored in objects the size of single molecules,
highlighting how surprising this is for a classical physicist, and contrasted the order and complexity of
life with the ordering of crystals, outlining a strikingly modern view of how non linear and non

equilibrium systems can generate structure out of disorder, continuously dissipating energy.

Theoretical physicist Max Delbruck did play a central role, not least because of his insistence that the
community should focus on the simplest examples of crucial biological phenomena, reproduction and
the transmission of genetic information. The goal of molecular biology to reduce these phenomena to
interactions among a countable set of molecules surely echoed the physicists’ search for the fundamental

constituents of matter, and perhaps the greatest success of molecular biology

is the discovery that many of these basic molecules of life are universal, shared across organisms

separated by hundreds of millions of years of evolutionary history.

Where classical biology emphasized the complexity and diversity of life, the first generation of
molecular biologists emphasized the simplicity and universality of life’s basic mechanisms, and it is not

hard to see this as an influence of the physicists who came into the field at its start.

Perhaps inspired by the successes of their intellectual ancestors, each subsequent generation of physicists
offered a few converts. The idea, for example, that the flow of information through the nervous system
might be reducible to the behavior of ion channels and receptors inspired one group, armed with low
noise amplifiers, intuition about the interactions of charges with protein structure, and the theoretical

tools to translate this intuition into testable, quantitative predictions.



Understanding that the mechanical forces generated by a focused laser beam are on the same scale as
the forces generated by individual biological molecules as they go about their business brought another
generation of physicists to our subject. The sequencing of whole genomes, including our own, generated
the sense that the phenomena of life could, at last, be explored comprehensively, and this inspired yet

another group.

Through the many generations, some conventional views arose about the nature of science at the borders
between physics and biology. First, there is a strong emphasis on technique. From X-ray diffraction to
the manipulation of single molecules to functional imaging of the brain, it certainly is true that physics
has developed experimental techniques that allow much more direct exploration of questions raised by
biologists. Second, there is a sense that in some larger classification system, biophysics is a biological

science.

At present, most questions about how things work in biological systems are viewed as questions that
must be answered by experimental discovery. The situation in physics is very different, in that theory
and experiment are more equal partners. In each area of physics we have a set of general theoretical
principles, all interconnected, which define what is possible; the path to confidence in any of these
principles is built on a series of beautiful, quantitative experiments that have extended the envelope of

what we can measure and know about the world.

Beyond providing explanations for what has been seen, these principles provide a framework for
exploring, sometimes playfully, what ought to be seen. In many cases these predictions are sufficiently
startling that to observe the predicted phenomena (a new particle, a new phase of matter, fluctuations in

the radiation left over from the big bang, ...) still constitutes a dramatic experimental discovery.

It is a remarkable thing that, pulling on the threads of one biological phenomenon, we can unravel so
many general physics questions. In any one case, some problems will be presented in purer form than

others, but in many ways everything is there.

The first problem, as noted above, is that there really is something different about being alive, and we’d
like to know what this is—in the same way that we know what it is for a collection of atoms to be solid,
for a collection of electrons to be superconducting, or for the vacuum to be confining (of quarks).

Looking around, we more or less immediately identify things which are alive, and the criteria that we
use in making this discrimination between animate and inanimate matter surely have nothing to do with

DNA or proteins.

Asking for the order parameters of the living state is a hard problem, and not terribly well posed. One
way to make progress is to realize that as we make more quantitative models of particular biological

systems.



If real biological systems occupy only a small region in the space of possible systems, we have to
understand the dynamics by which systems find their way to these special parameters.

In order to survive in the world, organisms do indeed have to solve a wide variety of problems. Many of
these are really physics problems: converting energy from one form to another, sensing weak signals
from the environment, controlling complex dynamical systems, transmitting information reliably from
one place to another, or across generations, controlling the rates of thermally activated processes,
predicting the trajectory of multidimensional signals, and so on. it’s obvious that everything which

happens in living systems is determined by the laws of physics.

Identifying all the physics problems that organisms need to solve is not so easy. Thinking about how

single celled organisms, with sizes on the scale of one micron,

manage to move through water, we quickly get to problems that have the look and feel of problems that
we might find in fundamental book of Landau and Lifshitz. On the other hand, it really was a remarkable
discovery that all cells have built Maxwell demons, and that our description of a wide variety of

biochemical processes can be unified by this observation.

Beautiful description of problems at the interface of physics and biology is made in Werner
Shroedinger’s book “What is Life”. To get a sense of the excitement and spirit of adventure that our
intellectual ancestors brought to the subject, you should also look at the remarkable essays of Niels Bohr
(1933) and Max Delbruck (A physicist looks at biology. M Delbruck, Trans Conn Acad Arts Sci 38,
173-190, 1949).

Generally, when we are searching for principles, we start by being fascinated with the phenomena of
life.

Having introduced ourselves in some detail to one particular biological phenomenon, we proceed to
explore three candidate principles: the importance of noise, the need for living systems to function
without fine tuning of parameters, and the possibility that many of the different problems solved by

living organisms are just different aspects of one big problem about the representation of information.

The past century has witnessed many technological breakthroughs, one of which is most advance part
of optics - photonics. Photonics utilizes photons instead of electrons to transmit, process, and store
information and thus provides a tremendous gain in capacity and speed in information technology.
Photonics is an all-encompassing light-based optical technology that is being hailed as the dominant
technology for this new millennium. The invention of lasers, a concentrated source of monochromatic
andhighly directed light, has revolutionized photonics. Since the demonstration of the first laser in 1960,
laser light has touched all aspects of our lives, from home entertainment, to high-capacity information

storage, to fiber-optic telecommunications, thus opening up numerous opportunities for photonics. A



new extension of photonics is biophotonics, which involves a fusion of photonics and biology.
Biophotonics deals with interaction between light and biological matter. A general introduction to

biophotonics is illustrated in Figure 1.1.

The use of photonics for optical diagnostics, as well as for light-activated and light-guided therapy, will
have a major impact on health care. This is not surprising since Nature has used biophotonics as a basic
principle of life from the beginning. Harnessing photons to achieve photosynthesis and conversionof
photons through a series of complex steps to create vision are the best examples of biophotonics at work.
Conversely, biology is also advancing photonics, since biomaterials are showing promise as new

photonic media for technological applications.

As an increasingly aging world population presents unique health problems, biophotonics offers great
hope for the early detection of diseases and for new modalities of light-guided and light-activated
therapies. Lasers have already made a significant impact on general, plastic, and cosmetic surgeries.
Two popular examples of cosmetic surgeries utilizing lasers are skin resurfacing and hair removal. Laser
technology also allows one to administer a burst of ultrashort laser pulses that have shown promise for
use in tissue engineering. Furthermore, biophotonics may produce retinal implants for restoring vision

by reverse engineering Nature’s methods.

This book provides an introduction to the exciting new field of biophotonics and is intended for

multidisciplinary readership. The book focuses on its potential benefits to medicine.

The focus of the book is on optical probing, diagnostics, and light activated therapies. However,
biophotonics in a broad sense also includes the use of biology for photonics technology, such as

biomaterials and development of bioinspired materials as photonic media.

Bio
. _ pho :> Biomedical
Photonics toni Sciences

CS

Figure 1.1. Photonics Biophotonics and Biomedicine

Photonics Technology for BioMedical Sciences includes:



Bioimaging/Biosensing

Optical diagnostics

Light based therapies

Tissue engineering

Light manipulations of cells

Laser media

Optical communication channels

Optical signal processing, etc.

In the 21st century, major technological breakthroughs are more likely to occur at the interfaces of
disciplines. Biophotonics integrates four major technologies: lasers, photonics, nanotechnology, and
biotechnology. Fusion of these technologies truly offers a new dimension for both diagnostics and
therapy. Biophotonics creates many opportunities for chemists, physicists, engineers, physicians,
dentists, health-care personnel, and biomedical researchers. The need for new materials and technologies
to provide early detection of diseases, to produce more effective targeted therapies, and to restore
impaired biological functions is constantly increasing. The world we live in has become more complex

and increasingly dependent upon advanced technologies.

The benefits of lasers to health care are well recognized, even by the general population. Many light-
based and spectroscopic techniques are already currently being used as optical probes in clinical
laboratories as well as in medical and other health-care practices. Photodynamic therapy, which uses

light to treat cancer and has a great potential for growth, is now being practiced.

Producing trained health-care personnel and new generations of researchers in biophysics is of the
utmost importance to keep up with the increasing worldwide demands. Undergraduate and graduate
research training programs are needed to develop a skilled workforce and a future generation of

researchers respectively for a rapidly growing biotechnology industrial sector.

In the areas of research and development, many disciplines can contribute individually as well as
collaboratively. Multidisciplinary interactions create unique opportunities that open new doors for the
development and application of new technologies.

Biophisics and its subfields offer tremendous opportunities for both biotechnology development and
fundamental research. From a technological perspective, biophysics integrates several major
technologies: lasers, photonics, nanotechnology, biotechnology, etc. These technologies have already
established themselves in the global marketplace, collectively generating hundreds of billions of dollars
per year. Biophotonics also impacts a wide range of industries including biotechnology companies,
health care organizations (hospitals, clinics, and medical diagnostic laboratories), medical instrument
suppliers, and pharmaceutical manufacturers, as well as those dealing with information technology and
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optical telecommunication. In the future, biophysics will have a major impact both in generating new

technologies and in offering huge commercial rewards worldwide.

Biophysics offers challenging opportunities for researchers. For instant, a fundamental understanding of
the light activation of biomolecules and bioassemblies, and the subsequent photoinduced processes, is a
fundamental requirement in designing new probes and drug delivery systems. Also, an understanding of
multiphoton processes utilizing ultra short laser pulses is a necessity both for developing new probes
and creating new modalities of light-activated therapy. Some of the opportunities, categorized by

discipline, are listed below:
Physical Chemistry:

Development of new fluorescent tags

Chemical probes for analyte detection and biosensing
Nanoclinics for targeted therapy

Nanochemistries for materials probes and nanodevices

New structures for optical activation
Physics:

Photoprocesses in biomolecules and bioassemblies
New physical principles for imaging and biosensinge Single-molecule biophysics
Nonlinear optical processes for diagnostics and therapy

Engineering:

Efficient and compact integration of new generation lasers, delivery
systems, detectors

Device miniaturization, automation, and robotic control

New approaches to noninvasive or minimally invasive light activation
Optical engineering for in vivo imaging and optical biopsies
Nanotechnologies for targeted detection and activation

Optical BIoOMEMS (micro-electro-mechanical systems) and their

nanoscale analogues.
Biomedical Research:

Bioimaging to probe molecular, cellular, and tissue functions
Optical signature for early detection of infectious diseases and cancers
Dynamic imaging for physiological response to therapy and drug
delivery
Cellular mechanisms of drug action
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» Toxicity of photo activatable materials

« Biocompatibility of implants and probes
Clinical medicine:

« Invivo imaging studies using human subjects

» Development of optical in vivo probes for infections and cancers
» Invivo optical biopsy and optical mammography

« Tissue welding, contouring, and regeneration

» Real-time monitoring of drug delivery and action

« Long-term clinical studies of side effects

Additional material for the second lecture

BIOPHYSICS
Advanced interdisciplinary science which involves: physics, biology, chemistry, mathematics, computer

science.
1892:Karl Pearson (missing link between biology and physics - name biophysics)
1943:Erwin Schrodinger (Nobel Prize, 1933)

Austrian-born physicist and theoretical biologist Erwin Schrédinger, one of the founders of quantum
theory in physics, also became one of the first scientists to suggest a study of quantum biology in his
1944 book What Is Life?

Many biological processes involve the conversion of energy into forms that are usable for chemical
transformations and are quantum mechanical in nature. Such processes include chemical reactions, light
absorption, formation of excited electronic states, transfer of excitation energy, and the transfer of
electrons and protons (hydrogen ions) in chemical processes such as photosynthesis and cellular
respiration. Quantum biology uses computation to model biological interactions in light of quantum

mechanical effects.
1946: Biophysics Research Unit, King's College,

London, hire physicists to work on questions of biological significance; Maurice Wilkins, Rosalind
Franklin: Xray diffraction of DNA.

1953: Francis Crick (particle physicist turned into biophysicist at Cambridge) and James Watson
(biologist): double helix structure of DNA

1957: The Biophysical Society founded.
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TOPICS of BIOPHYSICS

Biophysical topics based on relative size of the subject: molecular and subcellular biophysics;
physiological and anatomical biophysics; environmental biophysics.

Biophysical techniques and applications: general; biophysical techniques; imaging biophysics;
Medical biophysics.

Molecular and Subcellular Biophysics

The Structure and Conformation of Biological Molecules: Structure Function Relationships;
Conformational Transitions; Ligand Binding and Intermolecular Binding; Diffusion and Molecular
Transport; Membrane Biophysics; DNA and Nucleic Acid Biophysics; Protein Biophysics; Energy Flow

and Bioenergetics; Thermodynamics; Statistical Mechanics; Kinetics

Molecular Machines; Allosterics.

Biophysical Technigques and Applications:

Ultracentrifugation to separate molecules of different sizes based on the sedimentation principle, up to
10°g;
Electrophoresis to separate molecules of different molecular mass/size based on the sedimentation

principle; electric field acts on the charged molecules; gel electrophoresis

Size Exclusion Chromatography (SEC) uses tightly packed gel beads and sedimentation based on gravity
(and sometimes pressure) to trap small molecules and allow larger molecules to pass through the gel

faster than small molecules;

Spectroscopy mostly with incident EM radiation and measuring the intensity/direction/polarization of
the emitted radiation (originally only the visible spectrum 380-750nm was used; now also UV and IR);

in addition to EM also electron and mass spectroscopy.

Absorption Spectroscopy to find e.g. the concentration of molecules in the solution by using EM of a
particular Ato shine on the sample and measure the intensity that comes out OR absorbance versus A to

identify the type of molecules;

Fluorescence Spectroscopy to characterize molecules and to follow conformational transitions; caused

by absorption at a one wavelength and emission at a longer wavelength (electrons drop from their excited
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energy state emitting light;

Mass Spectrometry to measure mass or molecular weight of molecules; molecules are ionized in a

vacuum, then passed through a magnetic field;

X Ray Crystallography to determine the relative positions of atoms with ina crystal by using diffraction on

a 3D crystal lattice; high resolution of structural details but the molecules need to be in a crystalline phase;

Nuclear Magnetic Resonance Spectroscopy (NMR) to obtain structural information about molecules of the
highest resolution using EM of a radiofrequency, which interacts with nuclear spins of atoms in a large
magnetic field, causing them to jump between the spin states and emit at different A depending on the local

structure around the atom;

Electron Microscopy to view objects 1,000 - 2,500smaller than those seen by light microscopes (electrons
of a small wavelength are used instead of EM); transmission EM (TEM) and scanning electron microscopy
(SEM);

Atomic Force Microscopy (AFM) with resolution similar to TEM, 3D
features like SEM; a mechanical probe (a tip) moves along the surface of
the scanned object to obtain 3D information;

Optical Tweezers to hold and manipulate microscopic particles even single molecules or atoms using
focused laser beams to create forces of the order of pN = 102N (0.1 nm to 10,000 nm size objects) and

measure forces needed to bend or break DNA, for example;

Voltage Clamp is used in electrophysiology to determine electric currents in cells, in particular neurons; a
fine microelectrode is inserted into the cell with another in contact with the surrounding fluid while the
voltage is clamped (held constant) by a feedback that generates a counter current to that generated by the

cell;

Current Clamp is analogous to voltage clamp; the current is clamped (held constant) and the voltage change

induced by the cell measured;

Patch Clamp is alternative to voltage/current clamp; the electrode is placed inside a micropipette with
electrolyte solution and the micropipette combined with a gentle suction electrically isolates a small patch

on the membrane; enables to study a single ion channel within the membrane;

=> Calorimetry measures CP or CV versus T: transitions or ligand and binding.
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Chapter 2:
The Main Targets of Biophysics

Obviously, the main target of Biophysics is to bring a physical approach to the study of biological processes
that range in scale from the sub-molecular (studying the interplay of the inter-atomic forces that give
proteins their particular shape, motion and function) to the systems level (studying the concerted activity
of neural and genetic circuits). Study in these research areas employs unique types of physical
instrumentation and research methodologies such as X-ray diffraction, NMR, EPR and fluorescence
spectroscopy, electronic and optical instrumentation, mathematical computer modeling and analysis. Study
itself includes research areas of: Structural Biophysics and Protein Dynamics, Systems Neuroscience,
Molecular Microscopy and Optical Probes, Cell Signaling and Cellular Physiology, Computational Biology
and Genomics, Brain Imaging and Bioelectronics, Comparative Biomechanics, etc. With the development
of new science technologies --most especially high resolution imaging-- there is an ongoing revolution in
our understanding of intracellular architecture. The arrangement of proteins in three dimensional space
reveals a great deal about how cellular processes occur. One example is neurotransmitter release at
synapses, which requires a remarkable assemblage of different proteins to occur correctly. Ants are well
known bio-engineers. Besides farming aphids and fungi and creating architecturally complex colonies, they
are also capable of creating rafts that float on water -- and other structures-- by grasping each other in a
complex three-dimensional assemblage and it could be the inspiration for self-assembling micro-robots.
Nanotechnology has been around for at least 35 years when the first nano-fabrication laboratories were set
up, but the technology has improved, leading to fascinating discoveries in basic science. Electrical
conduction between bacterial cells is one example. Using the nanotech approach it was demonstrated that
bacteria connect to each other with nanowires to share electricity. This one is more for the high energy
particle physicists than it is for the biophysicists. It's an idea for obtaining evidence for dark matter in the
universe, using long single stranded DNA molecules. The high energy particles would break the DNA,
which could then be sequenced to obtain the lengths. The DNA molecules would be housed in a multi-array

system to capture as many events as possible.

Biophysics as a recent science, forged in the heart of the molecular biological revolution. Many of the most
efficacious treatments of cancer arise from developments in biophysics. Most notable are real-time imaging
during radiation treatment of tumours, to maximize tumour irradiation and minimize damage to peripheral
tissue. A biophotonic approach is even more selective. The state-of-the-art --tested in a mouse model-- is
to use antibodies that bind specifically to tumour cells. The antibody has a molecule attached to it that
absorbs in the infrared and infrared light can penetrate tissue quite deeply. Once photo-activated, the

molecule selectively "attacks' the cell to which it is attached.
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https://biophysics.berkeley.edu/structural-biophysics-and-protein-dynamics/
https://biophysics.berkeley.edu/systems-neuroscience/
https://biophysics.berkeley.edu/molecular-microscopy-and-optical-probes/
https://biophysics.berkeley.edu/cell-signaling-and-cellular-physiology/
https://biophysics.berkeley.edu/computational-biology-and-genomics/
https://biophysics.berkeley.edu/computational-biology-and-genomics/
https://biophysics.berkeley.edu/brain-imaging-and-bioelectronics/
https://biophysics.berkeley.edu/comparative-biomechanics/

All above mentioned move us to study and well understand the physical effects which occur in biological
substances.

Four Classes of Macromolecules:

(A) DNA in a B form (B) Protein (hemoglobin) (C) Lipid molecule (phosphatidylcholine) (D) Branched
complex carbohydrate

Fig. 2.1. Four Classes of Macromolecules. (Physical Biology of cell Garland Science 2009).
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(1) DNA and RNA molecules: made of nucleic acids (2) proteins: made of amino acids

NUCLEIC ACIDS PROTEINS
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Fig. 2.2. Polymer Nature of Macromolecules. (Physical Biology of cell Garland Science 2009).
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Fig.2.3. Each DNA molecule is polymers of four nucleic acids: A, T, G, C
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Backbone groups: deoxyribose phosphate
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Fig. 2.5 Polypeptide bonds joined together by hydrogen bonds (red dot lines) in a $-pleated sheet.
(http://www.people.virginia.edu
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Fig. 2.6. mRNA encodes Proteins: nucleotide to amino acid sequences Uracil (instead of Thymine).
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Fig.2.7. 20 natural amino acids; Up — hydrophobic (“hate” water); Down — hydrophilic (“love” water).
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methyl
phenyl
amino carboxyl amide phosphoryl

Fig.2.8. Most common chemical groups found in proteins: CHNOPS acronym: elements most commonly found in
cells (accounts for about 98% of all atoms).

E i alcohol (hydroxyl) thiol (sulfhydryl)

Fig.2.9. Amino acid: (2 of them could form a Peptide Bond)

22



hydrophilic
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hydrophobic
tail

Fig.2.10. Membrane is a lipid bilayer.

Eukaryote

Prokaryote

Fig.2.11. Structure of a Cell: bacteria, archaea (unicellular organisms) plants, animals (mostly multicelullar; also
amoeba)

23



chromatin
nuclear envelope
nuclear pore

nucleolus

microtubules
mitochondrion nucleus

=\

centriole .
Golgi complex

. lysosome
vesicle

cytosol e
7)) flagellum
v /

*?

plasma membrane

rough smooth

endoplasmic endoplasmic
reticulum ribosomes reticulum

2.11. Cell structure

Major Cell Compartments Nucleus: approximately spherical membranebound organelle near the center of

a cell; contains almost all of cell's genome; functions: gene expression (transcription of DNA to RNA to
make proteins), DNA replication prior to cell division; surrounded by a double membrane called nuclear

envelope (membrane); the outer membrane connected to rough ER.

Endoplasmic reticulum (ER): is a network of folded membranes with large surface to facilitate processes;
rough ER hosts ribosomes, where the synthesis of proteins occurs; smooth ER contains lipid vesicles and
is involved in lipid and steroid synthesis; ER also involved in adding carbohydrates to proteins, splicing

and folding peptides, and packaging proteins into lipid vesicles for transport to other parts of the cell;

Golgi apparatus: similar to smooth ER (folded membrane); functions: processing and packaging of lipids

and proteins, breakdown of carbohydrates and lipids;

Vesicles: small spherical bilayer containers, they fuse with or bud from the plasma membrane; lysosomes:
vesicles with enzymes lysozymes to break down or digest larger molecules; peroxisomes: vesicles that

break down long chain fatty acids;

Vacuoles: giant vesicles without a particular shape; functions: isolate harmfulobjects and waste products,

help maintain correct hydrostatic pressure;

Ribosomes: large complex of proteins, enzymes, and ribosomal RNA (rRNA) found in both prokaryotes

and eukaryotes; function: protein synthesis according to the sequence of messenger RNA (MRNA);
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Mitohondria: membrane bound organelles, also contain DNA (mtDNA);

function: ATP (adenine triphosphate) synthesis, convert energy stored in food into high energy phosphate
bonds of ATP;

Chloroplasts: organelles mostly found in plant cells (green parts), carry out photosynthesis (capture light

and convert it into chemical bond energy of carbohydrates and ATP);

Cytoskeleton: interconnected tube or Ropelike fibrous structures made of proteins; function: to support,
transmit, or apply forces, to preserve the shape of the cell and anchor various organelles in place; three

types: microtubules, intermediate filaments, and microfilaments;

DNA: most significant structure inside the cell with genetic material organized in chromosomes: each
chromosome is a single DNA molecule; sometimes DNA is organized into complexes with proteins; all

chromosomes in a cell = cell's genome.

g
0%6
0@0
G1 S

Period of cell Period when
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o Period after
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Fig.2.12. Life Cycle of an Eukaryotic Cell.
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Main tasks of Biophysics:

e Create simplified models of biological systems
e Make quantitative predictions

e Experimentally test quantitative predictions.
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Fig. 2.13. DNA models.
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Fig. 2.13. Protein models.
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Fig. 2.14. Membrane model.
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Chapter 3

Thermodynamics and Biosystems

The laws of thermodynamics are important unifying principles of biology. These principles govern the
chemical processes (metabolism) in all biological organisms. The First Law of Thermodynamics, also
known as the law of conservation of energy, states that energy can neither be created nor destroyed. It may
change from one form to another, but the energy in a closed system remains constant. The Second Law of
Thermodynamics states that when energy is transferred, there will be less energy available at the end of the
transfer process than at the beginning. Due to entropy, which is the measure of disorder in a closed system,
all of the available energy will not be useful to the organism. Entropy increases as energy is transferred. In
addition to the laws of thermodynamics, the cell theory, gene theory, evolution, and homeostasis form the

basic principles that are the foundation for the study of life.

First Law of Thermodynamics in Biological Systems

All biological organisms require energy to survive. In a closed system, such as the universe, this energy is
not consumed but transformed from one form to another. Cells, for example, perform a number of important
processes. These processes require energy. In photosynthesis, the energy is supplied by the sun. Light
energy is absorbed by cells in plant leaves and converted to chemical energy. The chemical energy is stored
in the form of glucose, which is used to form complex carbohydrates necessary to build plant mass. The
energy stored in glucose can also be released through cellular respiration. This process allows plant and
animal organisms to access the energy stored in carbohydrates, lipids, and other macromolecules through
the production of ATP. This energy is needed to perform cell functions such as DNA replication, mitosis,

meiosis, cell movement, endocytosis, exocytosis, and apoptosis.

Second Law of Thermodynamics in Biological Systems

As with other biological processes, the transfer of energy is not 100 percent efficient. In photosynthesis,
for example, not all of the light energy is absorbed by the plant. Some energy is reflected and some is lost
as heat. The loss of energy to the surrounding environment results in an increase of disorder or entropy.
Unlike plants and other photosynthetic organisms, animals cannot generate energy directly from the
sunlight. They must consume plants or other animal organisms for energy. The higher up an organism is
on the food chain, the less available energy it receives from its food sources. Much of this energy is lost

during metabolic processes performed by the producers and primary consumers that are eaten. Therefore,
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much less energy is available for organisms at higher trophic levels. (Trophic levels are groups that help
ecologists understand the specific role of all living things in the ecosystem.) The lower the available energy,
the less number of organisms can be supported. This is why there are more producers than consumers in an
ecosystem. Living systems require constant energy input to maintain their highly ordered state. Cells, for
example, are highly ordered and have low entropy. In the process of maintaining this order, some energy is
lost to the surroundings or transformed. While cells are ordered, the processes performed to maintain that
order result in an increase in entropy in the cell's/organism'’s surroundings. The transfer of energy causes
entropy in the universe to increase. Cells are open complex thermodynamic systems. Energy
transformations, thermo-electro-chemical processes and transports occur across the cell’s membranes.
Different thermo-electro-biochemical behavior occurs between health and disease states. Moreover, living
systems waste heat, the result of the internal irreversibility. This heat is dissipated into the environment. At
the same time wasted heat represent a sort of information, which outflows from the cell toward its
environment, completely accessible to any observer. Consequently, the analysis of irreversibility related to
this wasted heat can represents a new approach to study the behavior of the cells. So, this approach allows
us to consider the living systems as black boxes and analyze only the inflows and outflows and their changes
in relation to the modification of the environment. Therefore, information on the systems can be obtained
by analyzing the changes in the cell heat wasted in relation to external perturbations. In this lecture, a review
of the recent state of the art by using this approach is proposed in order to highlight its thermodynamic

fundamental: it could be the beginning of a new engineering science, the bioengineering thermodynamics.

Illustrations to the laws of thermodynamics in connection with biological substances

Laws of Thermodynamics
First Law: energy cannot be created or destroyed: AE = E;,, — Eout

AU=Q-W
U ... internal energy of a system, Q ... heat the system receives from the environment, W ... work done by
the system.
Heat is treated separately from other forms of E: historically (heat engine: motor that converts heat into E).
Results from kinetic energy and random motion of molecules.
Least organized form of energy: System is a part of the universe under study, the rest is surroundings
Units: calorie=energy needed to heat 1g H,0 from 14.5 to 15.5 C°at atmospheric pressure; 1 cal =
4.184 ]
Enthalpy H — Enthalpy (H) is the sum of the internal energy (U) and the product of pressure and volume
(PV) given by the equation: H = U + PV. When a process occurs at constant pressure, the heat evolved
(either released or absorbed) is equal to the change in enthalpy

Classic thermodynamic property of a system: H = U + PV
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U ... internal energy of a system, p ... external pressure, V ... volume of the system

Relevant changes: AH = A(U + pV) = AU + ApV + pAV

or

AU =AH —ApV —pAV = Q-W,where W = p[JV

(W ... work done by the system: W =|F dx)so Q = AH -VAp

The heat which is provided to the system is associated with the change in the enthalpy of a system.
The energy needed to change the pressure of the system: AH = Q + VAp

Most biological processes occur at p = const., thusAH = Q.

Entropy S is a thermodynamic property of all substances that is proportional to their degree of disorder.
The greater the number of possible microstates for a system, the greater the disorder and the higher
the entropy. Rudolf Clausius and heat machines to convert heat into work (~1%).Where is the remaining
99% ofenergy. If the change occurs at a constant T:AS = Q/TS ... entropy of a system;
T ... absolute temperature of a system If the heat flows from T1 to T2 (T1 > T2): A4S = Q/T2 Q/T1S:
trope [Greek] ... transformation & energy — entropysS is a measure of disorder in a system and is associated
with a number ofdifferent ways a system can be in one energy state:

e only a few ways to arrange molecules at a given temperature

e ordered system with a low S

e many possible ways to arrange molecules at a given temperature

e disordered system with a high §

Gibbs Free Energy G:

Gibbs used Clausius's definition of S to define available energy that can be converted into work: Free energy
(as opposed to the energy lost through dissipation): G = H-TS G ... the energy that remains in the system
after the energy losses due to dissipation are accounted for Gibbs energy change during a process occurring
atconstant T: AG = AH-TAS

For a process that occurs spontaneously,AG < 0, that is the final state has always a lower free energy than
the initial state.

This principle is in a way analogous to F = ma (Newton’s2nd law) as it drives all spontaneous processes,
including chemical reactions.

The process that takes the system from state A to state B will occurspontaneously only ifAG < 0

The Second Law of Thermodynamics One way to state the second law is: In any process, when considering

a system with its surroundings, the entropy will either remain constant or increase.

Life form:
1. Take energy from outside and create order
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2. Propagate the order by having offspring
The Gibbs function principle AG < 0 has the second law of TD build in.
e asystem releases energy, AH < 0, process enthalpy driven
e increasing disorder, 4S > 0, process entropy driven
e changing temperature, if A4S > 0, then AT > 0 will result in AG < 0;
e ifAS < 0,then AT < 0 will resultin AG < 0

Example: When a certain protein binds to DNA the entropy decreases by 2 kcal/K. Atthe same time, the

system releases 700 kcal of enthalpy.

Fig.3.1. Process of protein binding to DNA.

Protein molecules binding to DNA initiate sequences of biochemical transitions that control and regulate all
major processes in living cells. Contemporary theoretical views of protein-DNA interactions indicate that
there are two main components of binding forces. One of them is purely electrostatic attraction between
oppositely charged DNA and protein molecules that are mostly sequence-independent. It has been suggested
that another contribution comes from particular DNA sequence motifs that strengthen the attraction of protein

molecules
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Chapter 4

Statistical Physics of Biosystems

Life is subject to the same laws of thermodynamics as other matter. Increasing entropy is commonly
associated with decreasing order. Life takes place in regimes that are far from those studied by classical
equilibrium thermodynamics, but also far from those captured by the past and current attempts to describe
non equilibrium thermodynamics.

We should consider a way in which the statistical Entropy underpinning of the second law of
thermodynamics can directly drive life and evolution towards order and complexity. We begin by recalling
a number of potential confusions surrounding the relations between entropy, order, complexity, probability,
and life, which often mislead the discussion on the statistical physics of life.

Formation of order and structure driven by entropy increase are ubiquitous in the universe: examples are
cosmological formation of galaxies and stars from the initial uniform matter distribution. In these, and many
other cases, elaborate structures form—not against statistics, but driven by the statistical logic of the second
law. To explain this seemingly inexorable increase in order and complexity we point out some specific
notions that can help in disentangling the complex relation between life and physics, in the regime far from
thermodynamic equilibrium where life operates. Among these are the notions of macroscopic order
providing a conduit for entropy to increase, metastable states, random motion within these states and
channels among such states. This leads us to a perspective on the possible statistical underpinning of life,
whereby life is not an improbable “fight against entropy”—as Erwin Schrodinger famously put it in his
adventure into biology —but is rather a statistically favored process directly driven by entropy growth, in
which movement of a system within a space of available states leads it to discover and traverse channels
between metastable states. Here it is also necessary to underline the different roles that the notion of
information plays in this context. The perspective we develop builds upon the numerous previous efforts
towards understanding the statistical underpinning of life.

Much work has been done recently to analysis the dynamics of metabolic pathways, signaling networks,
cell differentiation processes, etc. Using mathematical and computational models some trying to adopt
chaos theory, concepts of attractors, order parameters etc. Transcriptomics has paved the way for a
comprehensive understanding of how genes are expressed and interconnected. All these developments
represent essential insights in the working of life and unravels concrete dynamical aspects of biological
mechanisms.

Central to this discussion is the notion of order: that is, of correlations in time and space as a result of which
particles or phenomena in the universe are not randomly dispersed, but rather have spatial or temporal
structure. It is often assumed that any increase in order must imply a local decrease in entropy. The strict

equivalence order = low entropy is a persistent prejudice that misleads efforts to understand the physics of
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life. The key point is that macroscopic order can bring energy from macroscopic to microscopic variables,
increasing entropy as it does so. This can happen not just when non equilibrium driving brings about novel
patterns of complex organization in thermally fluctuating many body systems or ‘active matter’ mixtures,
but also in simple isolated systems. There are familiar cases where an increase in entropy does amount to
an increase in disorder. If system evolves freely the order is lost (increase of entropy generates disorder in
some cases, but order in others).

There are very many examples in which entropy increase generates order and structure. They illustrate
explicitly how an increase in entropy can lead to an increase in macroscopic order. This situation
generalizes: for instance, it is entropy increase that separates air, water and rock on Earth, and is responsible
for the existence of the sea, which stays above the rocks and below the atmosphere. Without dissipation,
and hence entropy increase, water and air molecules would continue to mix. The common orderly
arrangement on the Earth’s surface, whereby the atmosphere is above the sea and the sea is above the rock,
depends on the second law of thermodynamics. The conclusion is clear: entropy increase generates
macroscopic disorder in some cases, but macroscopic order of various kinds in others. The relevance of this
observation for biology is that the widespread idea that life is “a local fight against entropy”, namely a trick
to keep entropy locally low, is misleading. A classical reference for this misleading idea is Schrodinger
famous observation: “The essential thing in metabolism is that the organism succeeds in freeing itself from
all the entropy it cannot help producing while alive.” In Schrodinger, E., “What is Life,” 1944, chapter 6,
Order, Disorder, and Entropy.

Life is driven directly by the second law, via a complex cascade through channels between metastable states
opened by structure. The idea follows from the (correct) evidence of an important amount of order in life
(life is a self-organizing process of increasing complexity) and from the prejudice that order and complexity
necessarily imply low entropy. Since higher entropy is related to higher probability, this idea might lead to
the misleading conclusion that life must be naturally improbable.

Since the second law of thermodynamics is the only fundamental law that distinguishes the past from the
future, the physical basis of any irreversible phenomenon is this law, and nothing else currently known.
Large-scale properties of the system, called “macroscopic variables”, which can be numerous, but are still
few in number compared to the number of degrees of freedom in the system. Entropy is a function of these
variables that measures the number of states (or the volume of phase space—the space of possible states)
where the variables have a given value. A “macroscopic state” is a set of values of these macroscopic
variables, and it corresponds to an ensemble of “microscopic” states, whose size is measured by entropy.
Notice that with this statistical definition (due to Boltzmann) the notion of entropy is defined for any value
of the macroscopic variables, and not necessarily at equilibrium. The second law applies when in the past
entropy is lower than its maximum. It states in particular that entropy increases in irreversible phenomena.

The distinction between work and heat (two forms of energy), which lies at the foundation of classical
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thermodynamics, is based on the macro/micro distinction as well: work is energy in macroscopic variables,
while heat is kinetic energy in the microscopic variables. Importantly, macroscopic variables here are not
just pressure, temperature and volume, but all the variables that enter in the description of a system such as
those describing the position of distinguishable objects, the structure of an organism, the instantaneous
chemical composition inside its cells, and so on. ‘Macroscopic’ variables can include, for instance, ‘small’
variables such as DNA nucleotides sequences, as we shall see below. Microscopic variables, on the other
hand, are positions and velocities of all the individual molecules in the system. Energy available to do work
is often called free energy, and is a measure of how much entropy the system can still gain.

All this drive towards maximal entropy is the ‘reason’ for all irreversible processes. This is what is meant
by the metaphor of the system that “wants to increase its entropy”. This is the logic underpinning the second
law. It is not only relevant for the behavior of the systems at or near equilibrium states, which is
quantitatively accounted for by equilibrium thermodynamics, but for any irreversible process in nature as
well.

A biological system is typically an ensemble of atoms that include oxygen, hydrogen, carbon,

and a few other elements. Naively, given so few elements one might think that the structure of the
corresponding phase space should be relatively simple, but obviously this is not the case, in particular
because of the extraordinary complexity of carbon chemistry, which arises in part from its ability to
polymerize in all three dimensions. This opens the space for the extreme richness generated by
combinatorics. The complexity of carbon chemistry is not a product of life: it is the aspect of the structure
of the relevant physical state space that underpins it.

The dynamics of the interactions between organic chemicals is even more complex, as the interactions
influence one another in all sort of manners. Therefore the structure of the relevant microscopic phase space
is extremely complex: it is full of bubbles and channels between them. Life is a percolation among these
channels. Not only is it far from equilibrium, it is also very far from having explored the full space of this
complexity: for instance, only a minimal fraction of all possible proteins has been explored by life so far.
An important intuition arises from this model of phase space as a foam of quasi — independent bubbles.
Consider that a complex system inhabits, in general, a larger bubble than a simple system, whereas a simple
system inhabits a smaller bubble with fewer accessible states. It also follows that a larger bubble is harder
to escape from the system. There is thus a time asymmetry in the progression through bubbles: a system
will progress from smaller bubbles to larger ones more easily than the reverse. This means that, over time,
a system will tend to become more complex rather than less. We can see the progression to increasing
complexity as thus a consequence of the foamy structure of the phase space of complex systems, whereby
ergodic wandering favours movement within a bubble more than movement between bubbles, and

movement to larger bubbles more than movement to smaller ones.
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Life is a process, not a state, and we can only hope to understand it as a system evolving in timerather than
having a single state at a fixed time. As a state at a fixed time, it looks surprising, and it isonly by looking
at it as a long term process that we can understand it.

This is a common pattern in science: the structure of the solar system or the structure of atoms were
understood when instead of trying to figure out their instantaneous structure, scientists shifted their attention
to their dynamics: the structure of the atom is understood by studying how its electrons move. Let us
therefore think diachronically rather that synchronically; that is, let’s consider the long term temporal
evolution of the systems, rather than their instantaneous state.

We need two concepts. Instead of the phase space of the system, we should focus on the space of the
motions of the system: namely the space of the possible histories (past and future) of the system. There is
a strict relation between the two, because if we fix a time, each microstate at this time uniquely determines
a motion and vice versa. We can extend the notion of coarse graining to the space of motions: macroscopic
motions are families of (“microscopic’) motions that are not distinguished by the macroscopic variables.
Since we are using the second law of thermodynamics and assuming initial low entropy, we restrict our
discussion to those motions that start in a suitable low-entropy region. We are interested in the properties
of a generic macroscopic motion among these, with regard to order and structure formation.

The second notion we need is correlations in time rather than in space.

These can be defined as follows: Given a variable a that takes the value a(t), we say that there is order if
there is a correlation in between a(t1) and a(t2), where t; and t2 are different times. Life is then first and
foremost characterized by a spectacular amount of correlation across time. Recalling that correlation is
information, this can be expressed in informational terms: life is characterized by a spectacular amount of
preservation of information across billions of years. One key holder of this information is of course the
DNA molecule and the information it encodes. Using the precise definition of information - Shannon’s
“relative information” as physical correlation we can distinguish three distinct senses in which DNA
molecules carry information: (i) Each single strand of a double-stranded DNA is the template of the other:
given one, we can predict the other: hence it is correlated with it; hence it has information about it. The
double strand has relative information because each strand has information about the other. This is key for
reproduction. (ii) DNA encodes proteins and is therefore correlated with the proteins produced: in this
sense, it has information about the proteins structuring the organism. (iii) What mostly concerns us here is
the third sense in which DNA molecules carry information:

the entire molecule has information because it is reproduced across time - it has correlations exist in spite
of the mortality-linked metastability of any single DNA molecule carrying that information, and are in fact
to some extent a consequence of it. In order to understand correlation between DNA and the statistical
underpinning of life We should recognize life as a phenomenon characterized by the following features: (i)

Metabolism is a process that makes entropy grow, and as such it is directly entropically driven;
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(if) Metabolism would not happen if it were not for the biochemical structure of living matter: this structure
provides channels in the complex phase space of carbon chemistry from metastable states to higher-entropy
ones;

(iii) Inheritance is the process that allows the mechanics to be efficient in the long term, because total
entropy continues to grow. This is possible thanks to long-interval correlations in time. These are given by
the preservation of information, in particular in the DNA;

(iv) The structure that supports metabolism grows more complex over evolution because each complexity
step opens new channels to higher entropy states. The densely packaged relative information in the DNA
determines a structure which is produced by entropy growth, but is also capable of re-opening channels for
further entropy growth. The main mechanism is of course the fact that the two strands of the DNA, which
have information about each other, can separate, and an entropy-producing process can refurnish each
strand with a new companion strand. The statistical physics of self-replication using the tools of non-
equilibrium statistical mechanics says that this is an entropy-producing process that creates new structures
capable of permitting a new entropy producing process by opening new channels for entropy to grow. As
Francis Crick was once heard to say: “All life, sir, is DNA’s way of making more DNA”. Since the process
can repeat, information is carried in time, and has been carried in time for some four billion years.

In this respect, a very simple model of life is a candle. The burning of a candle is a process with a certain
amount of order and structure: the flame sustains itself via a self-regulatory (homeostatic) feed-back
mechanism: if the flame is too strong it melts more wax, which suffocates it; if it fades, it consumes the
melted wax, and liberates a new part of the wick, thus reinforcing itself. This is an elementary prototype of
homeostasis. But the candle does not realize this by locally lowering entropy - it realizes this by being a
channel for entropy to grow: a candle that is not lighted is in a metastable state and does not burn. Lighting
the wick opens a channel that allows the (entropy growing) process which is burning to happen.

Statistical Mechanics provides a mathematical framework to explain TD quantities of a systemat the
molecular level: For example: temperature is directly related to an average Kkinetic energy of
atoms/molecules in the system. If we devise a model that defines all possible microscopic states of the
system(e.g., 5 states of hemoglobin molecule: # of O atoms 0 — 4); as sign energy differences between
different microscopic states(preferably based on some experimental data); determine the number of
different ways the molecules can distribute themselves among those energy states, which of the above
distributions are most likely to occur(mathematics of probability and distribution) and knowing the
distribution of energy and a probability of a molecule to be in each of the possible (allowed) energy states,

we can derive allT Dquantities.

EXAMPLE:
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Our system has 4 molecules, each of which can have an energy that is a multiple of one energy unit E, of

1072%J (but not zero). Assume that the total energy of the system is 6 E,

4E,
3, @& — - —
oF — 00—
E" — 000 — 00

There are two states of thedmoleculesystem with a total E of 6 E,.Each of the two above distributions of
molecules into the energy levels canbe realized in several ways. How many permutations of molecules lead
to each of the two distributions: left distribution: 4 permutations right distribution: 6 permutations. There
are in total 10permutations of molecules to be arranged into the energy levels, which are all equally likely
to occur. Of the two distributions, the left one has thus 0.4 and the right one has 0.6 occurrence probability.
Consider the same example with a total energy of 7E,(instead of 6F,).

How many distributions of 4 molecules into energy levels exist?

i, @ -
3, — ®&——— ——
w *—— 000
g 000 — 00 — O

(i) (i) (i)
In how many ways (permutations) can molecules be arranged into each of
the three distributions:(i) 4; (i) 12; (iii) 4
How do we calculate the total number of permutations, that is, different ways to arrange molecules in any

given distribution:
N!

nl!nz!n3! nL'

N —total number of molecules
L — total number of energy levels

n —number of molecules on the energy level 1

L
N = znl
I-1

Remember: 0! = 1; 1! =1;2! =2Xx1=2;31=3X2X1=6;-

What happens if we increase both the total energy and the number of Molecules: Consider 10 molecules
with a total energy of 18E,:
(1) Determine the maximal number of energy levels L. A: 93

(2) Find all possible distributions of molecules into L energy levels. A: 22
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(3) Calculate the number of permutations for each distribution.

9111111111(10)5222211111 (1260)
8211111111(90)4431111111 (360)

7311111111(90)4422111111 (1260)
7221111111(300)4332111111(2520)
6411111111(90)4322211111 (5040)
6321111111(720)4222221111(1260)
6222111111(840)3333111111(210)
5511111111 (45)3332211111(2520)
5421111111(720)3322221111(3150)
5331111111(360)3222222111(840)
5322111111(2520)2222222211(45)

All permutations are equally likely regardless of which distribution the ybelong to. If we have Adistribution
with 100 permutations and distributionB with 5 permutations, then it is 20times more likely that we will
find thesystem in distribution A rather than in distribution B. The total number of permutations in our
example is 24,310: (1)  the least  permutations (10) corresponds  to  the
distribution9 1111111111 (occurrence probability p = 4.1 x 10*) (2) the most permutations
(5,040) corresponds to the distribution4 322211111 1 (occurrence probability p = 0.21)

o 4

G 3

000 9

—00 0000 1

It could be shown that ignoring the 4 leastprobable distributions, the error is 1.5%. Ignoring 45% of all

distributions, we would still capture the correctdistributions with 85% probability (15% error).
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In the limit N — oo, the most probable distribution is Boltzmanndistribution. We find it, if we can find ni

Imoring 453% of all distributions, we would still capture the correct
distributions with 853 % probability (15% error).

# of Molecules # of Enrergy # of States # of

{Total Erergyf Levels {Distributions) Permutations
46 unitsf 3 2 10

4 7 unitsf 4 3 20

10 [18 unitsf 9 22 24310

Biophysical system: # of molecules at least 1,000 and up to 107" !
For a fixed average energy per molecule, 1.8 Eu per molecule, then:

#of Molecules  #of Levels # of Distributions % Ignoved Dists
ferror < 5%]
h] 5 9 14.0%%
1o 22 24,310 37.0%
20 231 4.1x 1% 71.0%
100 158x 10° 1.7 x 10% 99.%%

Boltzmann Distribution

for all energy levels i from 1 to L.

We assume that all energy levels between 1 and L are available and that Lis the total number of available

energy levels.

Mathematically, to find the most probable distribution means to maximizelV'.
The set of Ni that maximizes W is:Ni = N/Z exp (AEi) and Z = Y exp (AEi) i ={1,...,L}

Things to remember about the Boltzmann distribution (derived in 1860s):

the most probable distribution of N molecules over L energy levels

for any reasonable # of molecules and total energy, the Boltzmann distribution overshadows all

other distributions

derivation of the functional form of the Boltzmann distribution uses Stirling's

approximation [log(N!) = Nlog(N)], assuming N is a largenumber (at least 60).

Statistical Mechanical Calculations:

The fraction of molecules, Fi, in a particular energy level:Fi = Ni/N = exp (BEi)/Z (is also a

probability). The average energy:< E > =X Ei Fi = 1/Z X Ei exp (BEiQ).

Degeneracy of Energy Levels:
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e atoms/molecules exist in different states (e.g. a particular conformation
of a macromolecule, a mode of vibration, ...)
e in many cases, each state (of a macromolecule) has a unique energy level
e sometimes, 2 or more distinct states (conformations, vibration modes)happen to have the
same energy level: how do we deal with such cases?
Distinct states occupying the same energy level are degenerate. Degeneracy of the E level = # of distinct

states with this E level
Partition function Z can be then expressed as:Z = X wi exp(f Ei) withg = 1/(kBT), where the sum of
over all energy levels (not all states) and wi denotes thedegeneracy of the energy level i.
Reference State and Relative Energy:
e define a reference state E,..s(E,.rdoes not need to be known)

o define all energy levels relative to E,.. (in most cases the lowest energystate = ground state)
e example: double helix state of DNA as a reference state, partially orfully unwound states that are
relevant to the situation under study defined with respect to this reference state
AE; = E; — Erey
Z = Wrep + Z w;exp(—BAE;)
Here we considered a possibility of a reference state to be degenerate.

Biophysics with Gibbs free energy:
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Chapter 5

Mechanical and Chemical Equilibrium in Biosystems

A system in dynamic equilibrium will have small changes that sum together to produce no net change.
Many biological systems are in dynamic equilibrium, from the water inside cell to the dynamic equilibrium
experienced by populations of predators and prey. Dynamic equilibrium is different from a static
equilibrium, in which the parts do not move once they’ve reached equilibrium. Dynamic equilibrium has
different meanings in each science sub-discipline, such as biochemistry or ecology. In chemistry, the
equilibrium of a reaction is the point at which the products and reactants have the lowest free energy. The
dynamic equilibrium, on the other hand, is the point at which products are being generated as fast as they
are falling apart. This may not be the same as the chemical equilibrium, as enzymes force many reactions
far past their natural equilibriums by making products faster than they break apart. Due to this, we often
refer to dynamic equilibrium as a dynamic steady-state, to clearly differentiate between the two points in a
reaction.

Ecologists and biologists will often refer to dynamic equilibrium when talking about populations of
organisms. When studying the number of organisms in a population over time, many factors affect the
growth of a population. Often, populations will go through periods of boom and bust. Ample resources
cause high reproduction rates in all animals, leading to a much higher population. When the resources are
distributed among this higher number, there are not nearly enough resources to go around. Thus, the
population dies off. Ecologists see these cycles as a dynamic equilibrium that the population is stuck in,
never really gaining or losing large numbers of individuals.

As one of the examples of Dynamic Equilibrium we can introduce Glucose in an Organism.

Throughout our entire lifetime, the glucose levels in our body remain relatively the same. Over the course
of a day however, our bodies use enormous amounts of glucose and must replace it. Each cell in our body
requires glucose to function. As the cells use this glucose, the liver and our digestive system work quickly
to replace it. Glucose from the food you eat is moved from the stomach and intestines into the bloodstream.
The liver stores glucose as glycogen, and must break this large molecule down to release glucose into
the blood. In our body, glucose is in dynamic equilibrium. While glucose has periods of high and low
concentration, it is relatively stable. If glucose levels in our body fall out of dynamic equilibrium, or we
cannot replace the glucose we use, we would eventually die.

Ecologists often study the relationships between multiple species and their effects on each other. One
relationship in nature that often shows dynamic equilibrium is the predatory-prey dynamic. Imagine a
nature reserve that only contains rabbits and wolves. As the rabbit population increases, it provides more
food for the wolf population. This sets both populations into dynamic equilibrium. The wolves, reaping the

benefits of the increased rabbit population, also start to reproduce more. After a period of time, the wolf
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population also starts to increase dramatically. As more wolves are born and eat the rabbits, their
populations eventually level off. The wolves, still reproducing at high levels, eventually start decreasing
the rabbit population, which cannot keep up. The rabbits decrease, and eventually the wolves are left
without enough food to support a large population. This dynamic equilibrium of both populations is
interesting because it shows a direct cause and effect relationship between different species in an ecosystem.
The Static Equilibrium — When a system reaches a point of stability in which no parts are still moving;
Equilibrium — A point in a reaction in which the lowest free energy exists on both sides of a chemical
equation; Free Energy — The energy in a system capable of causing a reaction.

Our understanding of the evolutionary dynamics of living systems on all scales has lately developed from
one based solely on gradualist Darwinian evolution through natural selection at the individual level to one
embracing punctuated equilibrium, a scenario of large periods of stasis punctuated by episodic evolutionary
change, with selection acting not only at the individual, but also at gene, species, and possibly higher levels.
Stasis, once considered as an uninteresting triviality, now forms an important focus of evolutionary study
at all levels of the hierarchy of life on Earth. In fact, paleontologists and ecologists, impressed by the
ubiquity of stasis have argued for the search of an active force of stabilization. Stasis and punctuation of
stasis is perhaps no better apparent than at the level of ecosystems. It is known that from their inception
ecosystems go through a series of successional stages, each stage generally being more diverse, complex,
and more stable than the previous one. We also know that the jump between successional stages occurs in
a relatively short time span, and that most of the time, most ecosystems may be found in stasis, or in what
is generally referred to as ecological steady states. In these states, species populations are either fixed or
oscillate regularly, or perhaps even chaotically, but always about some fixed point in population space
which is surprisingly stable to external perturbations. Every so often, however, rapid extinctions and
speciation give rise to succession, instigated perhaps by either a critical change in the external conditions
or by intrusion of a new species into the ecosystem. The lack of ‘‘missing links’’ between species, and
between successive ecosystems, in the fossil record is an empirical fact, now taken as evidence of stasis
punctuated by episodic change, prevalent at all levels of living systems and to the earliest times of life on
Earth. At the species level, punctuated equilibrium may be described from within Darwinian theory of
selection of the individual by allowing for Mayr’s theory of allopatric speciation. Small populations of a
particular species which become isolated geographically or otherwise from the main population are no
longer subjected to dilution of their gene pool by the larger parent population and thus have an opportunity
to evolve rapidly, perhaps forming new species. If such a new species becomes repatriated with the parent
species and has some particular advantage over it in the same environment, then the new species may
competitively cause the extinction of the parent species. Links between the two species are missing in the
fossil record simply because rapid evolution occurred on a small population which was also geographically

limited. Going up the hierarchy of living systems however, it becomes increasingly difficult to explain the
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macroevolutionary dynamics of stasis and punctuation from within Darwinian theory. This because the
individual units become further and further removed from the traditional Darwinian objects of selection
and reproduction, their numbers dwindle so competition loose significance, and an appropriate target of
selection becomes elusive. At these scales, the macro-evolutionary dynamics of living systems is thus an
enigma, indicating a need for a more encompassing theory, one which might be effective at all levels of the
hierarchy of living systems.

A more encompassing framework might be grounded in non-equilibrium thermodynamic theory for a
number of reasons:

(1) Thermodynamic laws are the most universal of all laws and they work on all scales in similar ways,
allowing for a unified hierarchical description.

(2) The study of the macroscopic behavior of whatever complex system benefits from a reduction in the
number of variables to a smaller number of effective variables. Such a reduction is missing in traditional
ecological theory and has led to an impasse in accounting for macro-evolutionary patterns.
Thermodynamics, on the other hand, was developed in the physical sciences specifically out of this need to
find a reduced number of relevant variables to describe macroscopic phenomena.

(3) Stasis and punctuation have intriguing analogues in the form of non-equilibrium thermodynamic
stationary states and phase transitions.

(4) The problem of an elusive target of selection at higher than the species level, or, more specifically, the
problem of the evolution of a system of a population of one, is solved because it can be reduced to a number
of thermodynamic directives involving the entropy production. A shift in ecosystem analysis from a
descriptive paradigm to one based on physical laws began with the seminal work concerning the flow of
energy through an ecosystem. The possibility of framing ecology within a quantitative non-equilibrium
thermodynamic paradigm, however, was first recognized by E. Schrodinger who pointed out that living
systems were under the dictates of thermodynamic law and that biological structure and processes were
maintained by a continual in-flow of negative entropy, at the expense of an entropy increase of the
environment. Apart from developing the physical and mathematical ground work for the description of non-
equilibrium phenomena, 1. Prigogine has emphasized the remarkable similarity in characteristics that living
systems share with thermodynamic stationary, non-equilibrium states.

Directives may be the basis of the active agent promoting stasis in ecosystems, which is nontrivial problem
in the traditional ecological framework since a simple mathematical analysis shows that any complex
interacting system, whether mechanical, chemical, or biological, will have little chance of being stable
unless the interaction strengths between its component parts are very carefully chosen and continually
maintained. A biological cause of such stabilization, for example through natural selection at the ecosystem
level, however, remains elusive, leading to a stubborn complexity. The irreversible evolution toward the

stationary state is an empirical fact for all abiotic systems under constant external constraints. It is thus
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suggested that the ecological steady state, or periods of stasis in ecosystems, is a particular manifestation
of the thermodynamic stationary state. Furthermore, it will be shown that evolution of the species
interaction coefficients leading up to this period is driven necessarily in the direction of securing and
maintaining global stability by thermodynamic restrictions on the entropy production.
These non-equilibrium ‘phase transitions’’, induced by changes through a critical point in the external
conditions, may play an important part in episodic punctuation which, together with stasis, define the
macro-evolutionary dynamics of the ecosystems toward larger, more complex and apparently more stable
systems. The description of the stability and dynamics of ecosystems provides a convincing resolution of
the complexity—stability paradox.
The traditional ecological framework is based on the empirical Lotka—\Volterra-type equation

dp(t)/dt = Fg{p:(t) +p2(t) + - ...pn(t)} (5.1)
where Fg is some empirically inspired, nonlinear function of the populations Pg of the n species The
population dynamics and stability in the neighborhood of the fixed point can be determined by expanding
Eq. (5.1). it is obvious that asymptotic stability near the steady state requires that the real parts of all the
eigenvalues must be negative.
Consequently, the probability that a randomly constructed community will be stable decreases rapidly with
the size of the ecosystem, becoming practically zero at an ecosystem size of only about 10 strongly
interacting species. The most plausible mechanism from within the ecological framework thus far offered
for tuning the parameters of the community matrix is natural selection. However, this explanation remains
incomplete until the question of how a stable ecosystem could be the target of evolution through natural
selection is addressed. In other words, it is a version of the conceptual problem of natural selection working
on the evolution of a system of a population of one ecosystem. Before applying classical irreversible
thermodynamic (CIT) formalism to ecosystems we acknowledge the general conditions under which CIT
theory is valid and thus identify which ecosystems may be justifiably treated through CIT theory. The
classical theory of irreversible thermodynamics is the non-equilibrium thermodynamic theory which has
been the most empirically tested and universally accepted. The limitations of the theory have been discussed
by I. Prigogine. Generally, the classical theory can be applied to any system for which it can be shown that
the Gibbs relation holds locally. For transport processes it has been demonstrated, through a statistical-
mechanics approach, that this corresponds to the requirement of linear phenomenological laws between the
generalized forces and flows. However, the phenomenological coefficients may still be functions of the
state variables. For chemical reactions, it is only required that the reaction rates are low enough to maintain
a Maxwellian distribution of the velocities of each reacting component. Although these conditions may
appear restrictive, they have, in fact, been shown, both experimentally and theoretically, to apply to a wide
range of real phenomena, particularly to those to be considered here involving transport processes. At the

hierarchical level at which the unit of entropy production and transport within the ecosystem is the
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individual, the justification for the applicability of linear CIT is shown in the appendix to be obtained by
limiting the analysis to interactions between individuals of the one- and two body form only. In this case,
the relations between the generalized forces and the generalized flows (the species populations and the
entropy flows, respectively, see below) are indeed linear.

Coupling of irreversible processes occurring within an ecosystem requires that the processes occur within
the same ‘‘macroscopic’’ region. The scale of the macroscopic region being determined by the range of the
forces of interaction between ecosystem components. Since, for example, metabolic rates of herbivores can
be influenced by the mere sight or smell of a predator at distances of up to kilometers, or days after passage,
it is reasonable to presume that the macroscopic space—time region available for coupling of irreversible
processes within an ecosystem can be quite large. Stationary state coupling of irreversible processes is a
further possibility. which shows that the change in entropy production due to changes in the generalized

forces is always negative, independent of the systems closeness to equilibrium.

Quick Look on Mechanical and Chemical Equilibrium in Biosystems trough some
examples

Chemical and Mechanical Aspect of Entropy-Exergy Relationship: the chemical potential is generated by
electromagnetic interactions among atoms and molecules of a system and constitutes the internal potential
energy as a component of the generalized internal energy and is defined as a form of distribution of energy
among all elemental particles constituting the system, as Kinetic energy with respect to thermal internal
energy.

The maximum theoretical net useful work, according to the canonical definition of energy related to a
reversible (internally and externally) chemical reaction process, is expressed by the Gibbs function W =
—AG.

The generalized state equation remains valid in the setting of the Stable-Equilibrium State Principle in turn
overarching the Lowest-Generalized-Energy Principle and the Highest-Generalized Entropy Principle.
Lowest-Energy Principle and Highest-Entropy Principle represent the paradigm underpinning reversible
and irreversible contributions to be accounted for in the overall balance for the optimization of processes
and the design of systems by means of extreme principles with global and local approaches.

This paradigm is obviously valid for processes occurring in isolated systems and in closed or open system
experiencing irreversible processes. In isolated systems, energy remains constant and generalized entropy
increases. In closed or open systems, entropy can remain constant under the condition that thermal,
chemical or mechanical energy necessarily increases as it enters the system to compensate the entropy
increase. Reduction of entropy determined by the increase of temperature or chemical potential implying
increase of thermal energy or chemical energy or decrease of specific volume implying increase of

mechanical energy (or increase of density).
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The Central Dogma of molecular biology is an explanation of the flow of genetic information within a
biological system. It is often stated as "DNA makes RNA, and RNA makes protein”.
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Fig. 5.1 The main scheme of molecular biology. Source: Physical Biology of cell. Garland Sciences 2009.

The Bacterial Standard Ruler: (A)
E. coli

» prokaryotic cell (no
compartments)
» minimal requirements for life:
-DNA based genome
-DNA - RNA transcription (B)
-ribosomes (convert RNA
into protein sequences)

A) AMF image
B) electron micrograph
C) schematic picture

Fig. 5.2. The main actors of molecular biology. Source: Physical Biology of cell. Garland Sciences 2009.
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What is the E. coli’s intracellular environment like?
crowded with many macromolecules

flagellum lipopolysaccharide
(y &

membrane

=3 protein inorganic lipid
p. i water ion é protein
< , ' r { /‘ il
Y @ 10° deag? X0
~ ’ : ' 2x10"°

'\ '} zx1o‘
2x10° mo" 5x10°bp

mRNA rlbosome A

T T ribosome mRNA DNA

outer inner
membrane membrane

Figure 2.2 Physical Biology of the Cell {© Garland Science 2009}

Fig. 5.3. The intracellular environment. Source: Physical Biology of cell. Garland Sciences 2009.

Molecular census on E. coli (has 4 lipid layers):

— volume: 1fL = 10 — 15L; mass: 1pg = 10 — 12 g; density: 1g/mL (H,0)

— dry weight of the cell: ~30%of its total (0.30pg);half of dry weight is protein (0.15 pg)

— half of dry mass comes from the carbon content of E. coli, so there is ~10° carbon atoms in a cell

— number of proteins: assume each protein ~300 amino acids and each amino acid
100 Da (30 kDa; 1 Da = 1.6 x 1024g), thus:3 x 106 proteins (1/3 of these within he membrane, 2/3
inside)

— number of ribosomes: the mass of each ribosome 2.5 Mda; each ribosome consistsof 1/3 of protein and
2/3 of RNA; 20% of all proteins in the cell resides in ribosomes: 20,000 ribosomes (Total ribosomal
protein mass/protein mass inside on ribosome)

— the diameter of ribosome is 20 nm: 10% cell volume
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Coli cell: Macromolecular census

Table 5.1. Observed macromolecular census of an coli cell. (Source: F.C. Neidhardt et al., Physiology of Bacterial
Cell. Sunderland Sinauer Associates inc. 1990 and M. Shchaechter et.al., Macrobes Washington DC. ASM Press,

2006.)
Substance % of total dry weight Number of molecules
Macromolecule
Protein 55.0 2.4 x 106
RNA 20.4
235 RNA 10.6 19,000
165 RNA 5.5 19,000
55 RNA 0.4 19,000
Transfer RNA (45) 2.9 200,000
Messenger RNA 0.8 1,400
Phospholipid 9.1 22 x 108
Lipopolysaccharide 3.4 1.2 x 10°
DNA 3.1 2
Murein 2.5 |
Glycogen 2.5 4,360
Total macromolecules 96.1
Small molecules
Metabolites, building blocks, etc. 2.9
Inorganic ions 1.0
Total small molecules 3.9
— == =
d A <
T | . @
O (c%‘“‘* o
{(A) the protist | !
Giardia lamblic W =  ® - L
(B) a plant cell o .
{C) yeast cell =
(with a bud)
(D) red blood cell ¢
(E) a fibroblast
cell -9
(F) a merve cell
(G) ratinal rod —
cell || (e

T
(G)

Fig. 5.4. The well- known cells. Source: Physical Biology of cell. Garland Sciences 2009.
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Molecular census on a yeast cell:

— E. coli volume: VEColi = 1.0 um3(1 X 2 ym)

—> Yeqse: asphere of diameter 5 um: Veqsr = 65 pm3 ~ 60 V. Coli ;surface area Ay eqsc ~ 80 um2 ; yeast
nucleus a sphere of diameter2 um and volume ~4um3 with 1.2 x 107 base pairs (bp) of yeastgenome
(16 chromosomes).

— DNA packed into nucleosomes (histone DNA complexes): 150 bpwrapped around a cylindrical core,
histone  octamer  (radius3.5nm, height 6nm, volume 230nm3), with 50bp
spacers: Ny ciecosomes~ 60,000. (Exp. 80,000 nucleosomes with a mean spacing of ~170 bp)

— volume of one bp ~ 1 nm3& volume of all histones: 14 X 106 nm3

— the genomic DNA packing fractionpgc, ~ 3 X 1073,

Chemical, mechanical, electromagnetic, thermal versus length scale

1010
electrostatic energy bending of - —
s A
2 @ of a spherical shell a20:1rod -
1 fracture of = .
‘ a20:1rod &
10°
= oton
> 10719 pr -
g 15 atomic nucleus chemical
¢1r bonds
20 2 thermal energy
107
1077
electronic binding
energy of a box
-30
® 1075 10-'2 103

Iength (m)
Fig. 5.5. Correlation between energy and length. Source: Physical Biology of cell. Garland Sciences 2009.

Thermal energy at room temperature T = 300 K: kBT = 1.38 x 10723
J/K X300 K = 4.1 pN nm = 25 meV = 2.5 kJ/mol = 0.6 kcal/mol
(Avogadro's number: N, = 6.022 x 10%3)
Brownian (thermal) motion: important for nm to um length scales. For macromolecules (DNA, proteins,
lipids, and carbohydrates) ~ nm Scale: thermal energy ~ energy needed for intramolecular

rearrangement.
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Metabolic breakdown of Glucose in a glycolysis pathway
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Fig. 5.6. The scheme of metabolic breakdown of glucose. Source: Physical Biology of cell. Garland Sciences 2009.

ATP conversion to ADP (releases — 20 KbT energy: unit of energy in the cell process
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Fig. 5.7. ATP —ADP transformation mechanism. Source: Physical Biology of cell. Garland Sciences 2009.
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Transferable electrons on NADP and NADPH

NADPH gives up its hydrate ion and liberates energy

NADP* oxidized form ETETTN reduced form
REDUCTION: " o
— dlectrons added c‘f
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M
I "
HE
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@@ hydrate
® 10n
4]
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OXYDATION: 0 -l 0
electrons removed @ é)
{spontaneous) ———— this phosphate group is ——

missing in NAD* and NADH

Fig. 5.8. The electrons transferring scheme in the main biomolecular systems. Source: Physical Biology of cell.
Garland Sciences 20009.

Create H+ gradients across membrane (can be converted to ATP or NADH energy)
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Fig. 5.9. The charge gradient in energy conversion process.. Source: Physical Biology of cell. Garland Sciences 2009.
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Synthesis of Biological Molecules
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Fig. 5.10. Schematic diagram of process of biosynthesis. Source: Physical Biology of cell. Garland Sciences 2009.

Biosynthesis of proteins

— glucose as a sole carbon source: 101° Catomsin E. colicell (6 Catomsper glucose, nee2 x 10°d glucose
molecules just to construct a cell)

— metabolic path ways for synthesis of 20 amino acids known butcomplex; connected to glycolytic
pathway:(alanine from pyruvate in a single step by a single enzyme)

— an average energetic cost to synthesize an amino acid is:1.2 ATP equivalents aerobically, 4.7 ATP
equivalents anaerobically

— Build a protein from amino acids: 4 ATP equivalents form peptide bonds attach amino acids to tRNA
(carries one codon, 7393 nucleotides)power the movement of ribosome. In total, to build a protein: 5.2 ATP
equivalents per amino acid: For the entire E. colicell: 5.2 ATP x 300 x 3 X 10° = 4.5 x 10°ATP

How about DNA/RNA building: To synthesize one nucleotide: 102° ATPcost of assembling nucleotides
into polymers is small (10%).

How much energy can one glucose generate: Under ideal growing conditions: 30 ATP (CO. waste product)
Total cost ofE. colicell building: 101° ATP or 6 x 108glucosemolecules (1/3 of the material required
under ideal conditionsand up to 10foldin less efficient growth conditions)

Table 5.2. Parameters of the process of protein synthesis
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Alanine (A) 2.9 x 108 0.5 -1 1

Arginine (R) 1.7 = 108 0.5 g 13
Asparagine (N} 1.4 %108 0.5 3 5
Aspartate (D) 1.4 % 108 0.5 ] 2
Cysteine (C) 5.2 % 107 0.5 1 15
Glutamate (E) 1.5 % 108 0.5 T -1
Glutamine (Q) 1.5 = 108 0.5 -6 0
Glycine (G) 3.5 % 108 0.5 -2 2
Histidine (H) 5.4 3 107 1 l 7
Isaleucineg {1} 1.7 = 108 | 7 I
Lewcine (L} 2.6 = 108 1.5 -9 1
Lysine (K) 2.0x108 1 5 9
Methionine (M) B.Bx 107 1 21 23
Phenylalanine (F) 1.1 % 108 2 -6 2
Proline (P) 1.3 x 108 0.5 -2 4
serine (5) 1.2 x 108 0.5 -2 2
Threanine (T} 1.5 % 108 0.5 6 8
Tryptophan (W) 3.3 %107 2.5 -7 7
Tyrasine (¥) 7.9 %107 2 _8 2
valine iv) 2.4 %108 | -2 2

Table 5.3. Biosynthetic cost in ATP equivalents to synthesize the macromolecules of a single cell.

Protein 4.5 x 109
DNA 3.5 x 108
RNA 1.6 x 107
Phospholipid 3.2 x 109
Lipopolysaccharide 3.8 x 108
Peptidoglycan 1.7 x 108
Glycogen 3.1 x 107

Biological Systems as Minimizers
— mechanical and chemical equilibrium: minimization problems

— mechanical/chemical equilibrium: short time scales

Example:
k+
A B C
k-

If kK + and k— >> r (faster reactions), then A and B can be treated as if in chemical equilibrium.
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Fig. 5.11. Time dependence of concentration changes in biomolecules.. Source: Physical Biology of cell. Garland

Sciences 2009.

Free energy minimization principles: Protein folding

polar residues free energy lowered by sequestering
hydrophobic residues

00 =6 p -
b G —@— O

polar residues participate
in hydrogen bond network

unfolded polypeptide folded conformation in
aqueous environment

Fig. 5.12. Some examples of free energy minimization principles realization in biomolecules. Source: Physical
Biology of cell. Garland Sciences 2009.
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Mechanical equilibrium: Potential energy minimization.

U(x) = k (x-x )72 -mg (x - X )

(A) (B)
2
k
WO —_
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Xo g
-]
NI H
-1
x S
e
m v -2

X - Xg (arb. units)

Fig. 5.13 .Mechanism of potential energy minimization and equilibrium. Source: Physical Biology of cell. Garland
Sciences 2009.

Optical trap as a mass-spring system: Bead in an optical3 trap with DNA tether exerting force

Ux) = ktmp x/2 - Fx

(A) (€) E

Iajr&r beam (B)
|I D‘Hﬂ k:rup | ﬁ
tether X b
'iT L —F D—Wuﬂ R )—F

xl optical
% -
| bead a Y

Fig.5.14.Trapping of optical forces in biosystems. Source: Physical Biology of cell. Garland Sciences 20009.
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Chapter 6

Biological Processes and Entropy

Energy and Order in Biological Systems: The concept of entropy and the second law of thermodynamics
suggests that systems naturally progress from order to disorder. ... Using chlorophyll in the process called

photosynthesis, they convert the sun's energy into storable form in ordered sugar molecules.

Processes leading to randomness, disorder, chaos or loss of information would appear to be out of place in
the world of biology. Living things are characterized by a very high degree of structure and assembly,
whether at the level of molecules, genetic information, cells, tissues, organs, organisms or populations of
organisms. On the other hand, the second law of thermodynamics implies the principle that the total entropy,
which is a measure of disorder, must increase steadily. Even though thermodynamics itself does not
describe processes as a function of time, the second law defines a unique direction of time as the direction
in which total entropy increases. Nevertheless, thermodynamics does not exclude local exceptions. Living
things are local exceptions. Every isolated system moves towards a state of maximum entropy. The universe
is presumably an isolated system, whose entropy can never decrease. Thus, it is clear that the decrease in
entropy that accompanies growth of living structure, must always be accompanied by an increase in entropy
in the sustaining physical environment. In his classic book, “What is life?”” Erwin Schroedinger discussed
how life is a state of very low probability because so much energy is needed to create and sustain it. The
'vital force' that maintains life is energy. Living things preserve their low levels of entropy throughout time,
because they receive energy from their surroundings in the form of food. They gain their order at the
expense of disordering the nutrients they consume. For example, the development. Progress in nature is
nearly always achieved by the development of more complicated biological structures, usually when these
structures are better adapted to the environment. This development occurs by accumulation of small random
changes in the DNA master plan, not by starting again from scratch. In other words, the mechanism of
evolution makes the whole process irreversible. Thus, the analogy between the theory of the evolution of
life and the laws of statistical physics and entropy, both of which apply to large populations (of organisms
and molecules, respectively), extends to the concept of the irreversibility of time. It is interesting that
Darwin developed his ideas on the evolution of life forms at about the same time as his contemporaries, the
physicists Clausius, Boltzmann, Maxwell and Gibbs, formulated the laws of statistical physics and entropy.

It was Boltzmann who remarked that the nineteenth century would be known as the century of Darwin.
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Entropy and Free Energy

According to the second law of thermodynamics, spontaneous chemical reactions, which in biological
processes typically occur at constant temperature and pressure, are always accompanied by decreases in
free energy. Free energy is energy that is capable of doing work. All reactions proceed towards a state of
equilibrium, the state of maximum probability where nothing further happens, and hence, no further
decrease in free energy occurs. The free energy lost appears either as heat (enthalpy) or is used to increase
the entropy. Thus, the spontaneous chemical reactions, on which life depends, may proceed without release
of heat, and may, in fact, proceed with take-up of heat, but only at the cost of expending free energy. For
example, the unfolding of a protein consumes a large amount of heat, and as described below, is the ultimate
example of a reaction that can be driven by an increase in entropy. The original definition of entropy, which
was proposed by Rudolf Clausius in 1864, when applied to biological processes that occur typically at
constant temperature, is that the change in entropy is equal to the heat supplied divided by the temperature.
Since for a protein unfolding reaction, heat supplied is positive because heat is taken up, the change in
entropy is always positive. Entropy as a driving force for protein unfolding. One manifestation of the high
order and low entropy characteristic of living systems is evident in the intricate and hierarchical, but yet
very precise structures of proteins, into which their polypeptide chains comprising amino acid residues fold.
It is the structure that determines the function of any protein, whether in catalysis, structural support,
locomotion, transport or communication. The functional or native state of a protein has very low entropy
because its conformation is highly restricted. On the other hand, the unfolded form can exist in many
different conformations: even if each amino acid can adopt only 3 positions, a polypeptide chain of 100
amino acid residues can adopt 3100 or 1047 different conformations. Since the product of the protein
unfolding reaction can exist in a larger number of equivalent states, compared with the native state, entropy
increases during the unfolding reaction. From the simple formula defined by Ludwig Boltzmann in 1877,
the entropy of the unfolded state, which is equal to k W (where k is the Boltzmann constant, and W is the
number of accessible states) can be calculated to be - 250 cal K-I mol-I. This is more than 10 times higher
than the entropy changes of 20 cal K-1 mol-I, that are usually observed for the reactions of small molecules.
Thus, the entropy loss during protein folding plays a much larger role in determining the shape of the free
energy reaction landscape than it does in most small molecule reactions. For a protein to fold, the loss of
entropy must be balanced by the gain in enthalpy for the free energy to favor folding. Strong noncovalent
forces from hydrogen bonding and other physical interactions compensate for the low entropy of the native
state, but just barely. Changes in the entropy of the solvent, water, play an important role in compensating
for the loss in conformational entropy. In the native state, many non-polar amino acid residues are packed
into the interior of the protein, and hence, sequestered away from water. In the unfolded form, these residues
are exposed to water molecules, which consequently, get arranged around the non-polar residues, into cage-

like structures: the normal hydrogen bonding network present in water is reorganized so that the number of
58



hydrogen bonds is nearly preserved. The additional hydrogen bond donors and acceptors of the polar
polypeptide backbone of the protein, which get exposed upon unfolding, probably also playa role in
restricting the freedom of movement of more water molecules. This ordering of water molecules lowers the
entropy of water. When the protein folds, these water molecules are released as the non-polar residues get
secluded from water. The resultant regain of entropy by water, is thought to be a dominant force in protein
folding, and the effect is commonly referred to as the hydrophobic effect. According to the original
definition by Clausius, the change in entropy is larger at lower temperatures: a fixed amount of heat has a
greater disordering effect at a lower temperature than at a higher temperature. The entropy of protein
unfolding would therefore be expected to become smaller with increasing temperature. Nevertheless, it is
commonly observed that the entropy of unfolding becomes higher with increasing temperature, because the
cage-like structures of water molecules melt at higher temperatures, and so fewer water molecules remain
restricted' in motion. The solvent can therefore have profound effects on biological reactions. Entropy as a
driving force for catalysis by enzymes. Although life is driven by spontaneous reactions, it is only by the
intervention of large, very elaborately structured molecules in cells, usually proteins called enzymes, that
the rates of these reactions are brought into biologically relevant time scales. Entropy plays a big role in
enzyme catalysis. Reactions in solution are usually slow because of the entropic cost in bringing the
reactants or reactant and catalyst together. Two or more molecules associating to form one involves
considerable loss of entropy. On the other hand, when an enzyme binds its substrate, the binding energy
released is used to compensate for the loss in translational and rotational entropies which occurs on
formation of the enzyme-substrate complex, which is a state of very low probability because catalytic
groups have to be oriented very precisely, within fractions of an angstrom. This occurs at the expense of an
increase in the dissociation constant of the enzyme-substrate complex. Very little entropy loss occurs during
the actual chemical reaction steps, because the catalytic groups are already properly oriented on the same
enzyme-substrate complex, and hence, their effective concentrations are very high compared to the
corresponding bimolecular reactions that occur free in solution. Thus, the ability of enzymes to accelerate
chemical reactions by factors as large as 1015, resides in their ability to reduce the amount of entropy that
must be lost for the reaction to occur. Entropy and Single Molecules in Biology One of the most exciting
developments in biology today is the application of physical methods to study the behavior of single protein
or DNA molecules. For instance, the use of optical tweezers and atomic force microscopes now makes it
possible to take hold of a single multi-domain protein molecule and mechanically stretch it, thereby
unfolding it. A fully stretched protein molecule has near zero entropy; When it is freed from mechanical
restraint, it first adopts a random coil unfolded form of high entropy, and then folds to the native state which
again has near-zero entropy. Measurement of the entropic restoring force in a single stretched protein
molecule allows direct determination of the mechanical force and energy that can unfold a single protein

domain. The methods of single molecule biology are now being applied to many diverse mechanical
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systems in biology, including molecular motors. Molecular motors carry out the basic functions that keep
cells living: these protein molecules build or destroy other proteins, transport materials, pump ions, or
propel the cell. They do their jobs by converting chemical energy into mechanical energy with near 100%
efficiency. The directed motion of molecular motors, overcoming entropy, is crucial for processing
information in biology. It appears that biological nanomotors might be able- to perform their tasks because
they use the energy from biased Brownian motion to convert the molecular disorder around them into order.
Nothing escapes the long arm of the second law.

Changes in configurational entropy represent one of the major contributions to the thermodynamics of
folding, binding, and oligomerization. Methods have been developed to estimate changes in the entropy of
the backbone and side chains, and for the loss of translational entropy. These methods have been used in
combination with empirical methods that provide estimates of the changes in entropy of solvation as well
as estimates of the changes of enthalpy. The results of such calculations are in excellent agreement with
experimentally observed values. The laws of thermodynamics are important unifying principles of biology.
These principles govern the chemical processes (metabolism) in all biological organisms. The First Law of
Thermodynamics, also known as the law of conservation of energy, states that energy can neither be created
nor destroyed. It may change from one form to another, but the energy in a closed system remains constant.
The Second Law of Thermodynamics states that when energy is transferred, there will be less energy
available at the end of the transfer process than at the beginning. Due to entropy, which is the measure of
disorder in a closed system, all of the available energy will not be useful to the organism. Entropy increases
as energy is transferred. In addition to the laws of thermodynamics, the cell theory, gene theory, evolution,

and homeostasis form the basic principles that are the foundation for the study of life.

First Law of Thermodynamics in Biological Systems

All biological organisms require energy to survive. In a closed system, such as the universe, this energy is
not consumed but transformed from one form to another. Cells, for example, perform a number of important
processes. These processes require energy. In photosynthesis, the energy is supplied by the sun. Light
energy is absorbed by cells in plant leaves and converted to chemical energy. The chemical energy is stored
in the form of glucose, which is used to form complex carbohydrates necessary to build plant mass.The
energy stored in glucose can also be released through cellular respiration. This process allows plant and
animal organisms to access the energy stored in carbohydrates, lipids, and other macromolecules through
the production of ATP. This energy is needed to perform cell functions such as DNA replication, mitosis,

meiosis, cell movement, endocytosis, exocytosis, and apoptosis.
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Second Law of Thermodynamics in Biological Systems

As with other biological processes, the transfer of energy is not 100 percent efficient. In photosynthesis,
for example, not all of the light energy is absorbed by the plant. Some energy is reflected and some is lost
as heat. The loss of energy to the surrounding environment results in an increase of disorder or entropy.
Unlike plants and other photosynthetic organisms, animals cannot generate energy directly from the
sunlight. They must consume plants or other animal organisms for energy. The higher up an organism is
on the food chain, the less available energy it receives from its food sources. Much of this energy is lost
during metabolic processes performed by the producers and primary consumers that are eaten. Therefore,
much less energy is available for organisms at higher trophic levels. (Trophic levels are groups that help
ecologists understand the specific role of all living things in the ecosystem.) The lower the available energy,
a smaller number of organisms can be supported. This is why there are more producers than consumers in
an ecosystem. Living systems require constant energy input to maintain their highly ordered state. Cells,
for example, are highly ordered and have low entropy. In the process of maintaining this order, some energy
Is lost to the surroundings or transformed. While cells are ordered, the processes performed to maintain that
order result in an increase in entropy in the cell's/organism's surroundings. The transfer of energy causes

entropy in the universe to increase.

Some necessary additional examples Information theory: Based on the constraints (for example the total

energy) derive the least biased probability distribution Shannon entropy:

N
S(Pl,Pz,P3 ...,Pn) = _ZPL lnPl
i=1

where P; is the probability the system to be in the i-th microstate.

For example, if nothing is known about the system that there is N microstates, then for all P, = 1/N

and S = [nN (the maximal value).

Maximize Shannon entropy S’ using Lagrange multiplier method for each constraint:

N

N
SIZ—ZPl lnPl—l Pl_l]
i=1 i=1
Maximize equations:
N
o5’ Z Pi+1=0
- = - =
oA A
i=1
as’

P, =exp(—1—-21)
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Note that the probabilities P; do not depend on i!

N N
D h=15 Y ep(-1-D=1- exp(~1-2) =1/N
i=1 i=1

P,=1/N

Boltzmann distribution is a maximum entropy distribution with a fixed average energy:

s =—2PilnPi—/1[ZPi—1 —,BIEPiEi—(E)

—InP,—1—-1—-BE; - P;=exp(—1—A)exp(—pPE;)

Z Pi=1 sexp(1+2) = z exp(—BE;)) =7

- Ei
Pi= P exp(pE)

4
Gases are complicated. They're full of billions and billions of energetic gas molecules that can collide and

possibly interact with each other. Since it's hard to exactly describe a real gas, people created the concept of
an Ideal gas as an approximation that helps us model and predict the behavior of real gases. The term ideal
gas refers to a hypothetical gas composed of molecules which follow a few rules: Ideal gas molecules do not
attract or repel each other. The only interaction between ideal gas molecules would be an elastic collision
upon impact with each other or an elastic collision with the walls of the container. Ideal gas molecules
themselves take up no volume. The gas takes up volume since the molecules expand into a large region of
space, but the Ideal gas molecules are approximated as point particles that have no volume in and of
themselves. Ideal Gas Law is an Approximation. The ideal gas law describes how gases behave, but does not
account for molecular size or intermolecular forces. Since molecules and atoms in all real gases have size and
exert force on each other, the ideal gas law is only an approximation, albeit a very good one for many real

gases.
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Figure 6.1. Steam table data with ideal gas approximation calculations for 4000 psia.The red line represents the actual
v — T data from the superheated tables for water, while the green line represents temperatures calculated from
tabulated pressure and specific volume data using the ideal gas approximation, and the blue symbols represent

specific volumes calculated from tabulated pressure and temperature data.
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Figure 6.2. The theories and gas owication.

Ideal gas law

©~x0% ] &

volume 1 volume 2

Figure 6.3. The scheme of ideal gas law. Source: Encyclopedia Britannica

Ideal gas approximation: the interaction range is small in comparison to the mean spacing between

molecules

For a system with N independent variables (x,, x,, ..., xy) the probability distribution can factorize:
P(xl,xz, ...xN) == P(xl) P(xz) P(xN)

Probability distribution for a system with average energy is:

exp[_ﬁp%anoy/

Zstates exp [_ﬁp}%/(zm)]

Instead of a sum, we use an integral over a continuous p,:

Z - f dpy
states — 00

Py =

Where of a sum, we use an integral:

exp(—apy)dp, = o

According to the equipartition, each degree of freedom is associated with:
1
(E) = - kgT

Calculate (E) using the Boltzmann distribution:
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Z= f_}xp [ camy) e = j%

)= f_z (551) exp [—3;9,% (2| 4P

We use the following trick:

0z 13_1

(E):—Z ﬁ_z

So we showed that the Lagrange multiplier g = (kgT)™ 1.

Free energy and chemical potential of a dilute solution

Application of a lattice model and ideal gas approximation

(A) solute (B) ()

L ®

solvent
(water)

@
©c 30

Figure 6.4. Example of lattice model in connection to free energy an chemical potential of a dilute solution.

Configurational entropy of N objects placed into W available spots:

|

W(N,Q) = ———— S = kg InW
W0 = Fra =i B
How to calculate the chemical potential of a dilute solutions?
U _ (aGTOT>
SOLUTE ONS -

Gror = Ny + Ns&s — TSux
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Water G+ solute energy + mixing entropy contribution
Mixing entropy contribution:

- Independent solute molecules (ideal gas)

- Lattice model: Ny, + Ns is a total number of lattice sites

Ny, + Ng)!
$ = kgl = =g ~ =k Myt [+ ot [ )

1
:_kB NWlTl N_S +N5ln N_S

Nw Nw

Taking into account the Taylor expansion of in In(1 + x) =~ x, we get:

Ng
SMX = _kB [Nsln <_ - Ns)]
Ny,

Ng
Gror(T,p, Ny, Ng) = Ny uy, + Ngeg(T,p) + kgT (Nsln (N_> - Ns)

C
us(T,p) = es(T,p) + ks Tin (=
0

. . . N
Or in a general form expressed in concentration ¢ = o

C.
Wi = pio + kpTln (_l)
Cio

Osmotic pressure Is an Entropic Effect

— consider a cell in an aqueous environment exchanging material with a solution (intake of food,

excretion of waste)
— chemical potential difference proportional to AG:
AG = (uq — u)dN < 0 (spontaneous)

— cell with a crowded environment of biomolecules: tendency of almost all components to move

out causes a mechanical pressure called osmotic pressure
— lipid membranes with ion channels to regulate ion concentration

— calculate osmotic pressure due to a dilute solution of Ny molecules
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Osmotic pressure on a semipermeable membrane, which only allows water molecules

through

solution solution of H,0
of H,0 + macromolecules
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@ °Jh
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semipermeable
membrane

Figure 6.5. Scheme of osmotic pressure for water and water+ macromolecules.

oG N,
(T, p) = (SE2) = iy (1, p) s T >
ONs /p,, Ny

For both sides of the membrane in equilibrium:

0 0 N
pw (T, p1) = uw (T, p2) — kBTN—
w

Expand the chemical potential at p, around the p; value:

oud
.UI(/)V(T» p2) = MI(/)V(TI p1) + <a_;9/v> (p2 — p1)

0
And consider that (a:—;"’) =v= NTW is volume per water molecule so that
Ny
(P2 —p1) = kgT—

%4

Measuring inter strand interactions in DNA using osmotic pressure
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Figure 6.6. Example of measurement of inter strand interaction by osmotic pressure.

Law of Mass Action and Equilibrium Constants (Chemical Reactions)

— chemical equilibrium between A,B and their complex AB:
A+ B < AB

— final equilibrium independent of whether we start with only A and B, or with a high concentration of A or
B

— Ny, N, Ny ... number of 4, B, and AB molecules

— In equilibrium: dG = 0

0—<0G>dN +(66)d1v +(aa )dzv
“\on,/ T4 T \aNg) B T \aN,/ T 4R

— A more convenient and general expression:
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pi dN; =0

NgE

i=1
Stoichiometric coefficients for each of the reactants are defined as:
Vi = il

Depending on whether the number of particles of the i-th type increases or decreases the reaction:

or

N

N N ) N .
Ci Vi C; Vi

Z#io Vi = _kBTZ In (—) —ﬁzmo Vi=1n | | <—)

; ; Cio ; Cio

i=1 i=1 i=1 1

=

or

ﬁ(ci)Vi = (ﬁ(cio)w expp EN: Hio Vi)

Where we define the equilibrium constant K, :

Keq = <lﬁ(ci0)w> exp (‘ﬁ i Hio Vi)

1 . .
K, = — ... dissociation constant
d Keq

In our case of the reaction A + B < AB, we can express K, as:

", @ ™ \-_- .
" " " "
\\\ - e o \\\ \\\ N o \\\
& \\ o — \\ e -
\\\ ________--' \\ ________--'

» il o -
Example: total a4 . . | =
conceniration: @ & 5

o a
30 M - - - .
e & =] S, B a
\\ - \\ °
\\\ — \\\
K =2.5 pM Hg=25uM
B0% bound 50% bound

Application to Ligand-Receptor Binding:
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_[L]IR _ [L][R]
Kd = W or [LR] = Kd
Binding probability:
L]
_ [LR] _ Kg
Pboad = [LR] + [R] - 1 +M
Kq

A natural interpretation of K,;: K, is the concentration at which the receptor has a probability of % of being

occupied by a ligand. Based on out prior result, we can express it in terms of lattice model parameters as:
K; =V texp(BAe)

Important: K X depends on the concentration of fiee ligands not

their total concentr ation!

/é;t\ (1) smmiey chromatography

receptors

(2) equilibrium dialysis
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receptors

u,»:;:x.. "[.g%;w ligands

nobinding binding

dialysis —1
tubing

absorption

s 6330 Phyast By of e G| i Sebvae 306%

time

70



(C) surface plasmon resonance
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Figure 6.7. Examples of processes of formation of dissociation constant dependence.
Cooperative Ligand-Receptor Binding: The Hill Function

Biological function: an on off switch behavior triggered by Binding of a ligand to a receptor involves a
cooperative (all or none) mechanism:

L+L+R o L,R

L1?[R
k2~ LPIR)
[L2R]
u 2 (ﬂ n
Ka
Pboad = =

The lar ger the n, the sharper the binding curve (probability of
binding versus ligand concentration)

0 1 2 3 4 5
ligand concentration (Kj)

Figure 6.8. Graphical picture of dependence of bounding strength from ligand concentration.
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Lecture 7

lons and Binding

lonic bond, also called electrovalent bond, type of linkage formed from the electrostatic attraction
between oppositely charge ions in a chemical compound. Such a bond forms when the valence electrons of
one atom are transferred permanently to another atom. The atom that loses the electrons becomes a

positively charged ion (cation), while the one that gains them becomes a negatively charged ion (anion).

ionic bond

Fig. 7.1 Examples of ionic bonds.lonic bond: sodium chloride, or table saltlonic bonding in sodium chloride.

Source: Encyclopedia Britannica, 2012.

An atom of sodium (Na) donates one of its electrons to an atom of chlorine (CI) in a chemical reaction, and
the resulting positive ion (Na*) and negative ion (CI") form a stable ionic compound (sodium chloride;

common table salt) based on this ionic bond.
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Accurate Thermodynamics
- . of Metalloproteins
—

u
Sy

S, -
—

Fig.7.2. Schematic picture of thermodynamics of metal proteins.

Modeling the thermodynamics of a transition metal (TM) ion assembly be it in proteins or in coordination
complexes affords us a better understanding of the assembly and function of metalloclusters in diverse
application areas including metal organic framework design, TM-based catalyst design, the trafficking of
TM ions in biological systems, and drug design in metalloprotein platforms. While the structural details of
TM ions bound to metalloproteins are generally well understood via experimental and computational
approaches, accurate studies describing the thermodynamics of TM ion binding are rare. It is is possible to
obtain accurate structural and absolute binding free energies of Co2+ and Ni2+ to the enzyme glyoxalase I
using an optimized 12-6-4 (m12-6-4) potential. Critically, this model simultaneously reproduces the
solvation free energy of the individual TM ions and reproduces the thermodynamics of TM ion-ligand
coordination as well as the thermodynamics of TM ion binding to a protein active site unlike extant models.
We find the incorporation of the thermodynamics associated with protonation state changes for the TM ion
(un)binding to be crucial. The high accuracy of m12—-6—4 potential in this study presents an accurate route

to explore more complicated processes associated with TM cluster assembly and TM ion transport.

Examples of two state systems, ion channels and state variables of binding
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Examples of two-state systems: state variable ¢

STATE STATE STATE STATE

o=0 o=0
o=0
0
o=1

o=1 1
ion channel ligand
gating receptor 1
; interaction
base pairing
o=1

protein
conformational
change

O = - -

—

Fig.7.3. Examples of 2-state systems: state variable c.

Current trace and its two state idealization (transition time or “dwell time”)
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SRty W Wy

1 U

10 ms

Fig.7.4 Schematic picture of a transition time
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Ion channels
within a lipid
Mambrane:

Different
voltages result
in different
currents across
the membranse
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Fig.7.5. Current in ion channels.

Current proportional to the probability of a channel to be open
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Fig.7.6. Voltage of channel necessary to be open.

75



Fig.7.7. Schematic picture of ion channels opening.

When the ion channel opens, the energy of the loading device (weight in the figure 7.6. decreases

(potential energy of weights decreases as the weights are lowered.

How does the external tension couple to the energy?

RAR 2mR
% ouT

AGrgnsioy = —TAs X A
ouT S

TAs ... force on the arc

RAR

— .. the outer radius change (parch displacement)
ouT

2nTRouT

YRR the number of parches

The outer radius change R,y follows from the condition that
The membrane area is constant: mR3,; — mR? = const.
RoyrARoyr — RAR = 0

AGrgnsion = —T2nTRAR = —TAA

Energy as a function of the internal state variable o
(0 = 1: open o = 0: closed)

No external driving force:

E(0) = agppgn + (1 — 0)éecrosep
With an external driving force:

E(o) = ogpppy + (1 — 0)ecrosep — 0TAA
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Two states with the corresponding weights

STATE WEIGHT
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Fig.7.8. Schematic picture of corresponding weights distribution.

Energy landscape for an ion channel as a function of radius R for different forces that promote

opening.
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